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Abstract

Graph neural networks (GNNs) learn to represent nodes by aggregating information from
their neighbors. As GNNs increase in depth, their receptive field grows exponentially, leading
to high memory costs. Several works in the literature proposed to address this shortcoming by
sampling subgraphs or by using historical embeddings. These methods have mostly focused
on benchmarks of single-label node classification on homophilous graphs, where neighboring
nodes often share the same label. However, most of these methods rely on static heuristics
that may not generalize across different graphs or tasks. We argue that the sampling method
should be adaptive, adjusting to the complex structural properties of each graph. To this
end, we introduce GRAPES, an adaptive sampling method that learns to identify the set of
nodes crucial for training a GNN. GRAPES trains a second GNN to predict node sampling
probabilities by optimizing the downstream task objective. We evaluate GRAPES on various
node classification benchmarks involving homophilous as well as heterophilous graphs. We
demonstrate GRAPES’ effectiveness in accuracy and scalability, particularly in multi-label
heterophilous graphs. Additionally, GRAPES uses orders of magnitude less GPU memory
than a strong baseline based on historical embeddings. Unlike other sampling methods,
GRAPES maintains high accuracy even with smaller sample sizes and, therefore, can scale
to massive graphs. Our implementation is publicly available online.1

1 Introduction

Despite the broad range of applications of GNNs (Nettleton, 2013; Wu et al., 2022; Li et al., 2022; Kipf &
Welling, 2016; Velickovic et al., 2017; Yun et al., 2019), scalability remains a significant challenge (Serafini &
Guan, 2021). Unlike traditional machine learning problems, where data is assumed to be i.i.d., the graph
structure introduces dependencies between a node and its neighborhood. This complicates partitioning data
into mini-batches. Additionally, the number of nodes that a GNN needs to process increases exponentially
with the number of layers (Ma et al., 2025).

1Available at https://github.com/dfdazac/grapes.
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Figure 1: Overview of GRAPES. First, GRAPES processes a target node (green) by computing node
inclusion probabilities on its 1-hop neighbors (shown by node color shade) with a sampling GNN. Given
these probabilities, GRAPES samples k nodes. Then, GRAPES repeats this process over nodes in the 2-hop
neighborhood. We pass the sampled subgraph to the classifier GNN for target node classification. Finally,
GRAPES uses the classification loss to update the classifier GNN and to reward the sampler GNN.

Most current graph sampling methods use a fixed heuristic to compute node inclusion probabilities: The
sampling process is independent of the node features, graph structure, or the GNN task performance (Chen
et al., 2018b; Zou et al., 2019; Zeng et al., 2019). For simple graphs like homophilous graphs (Zhu et al.,
2020; Zheng et al., 2022; Zhao et al., 2023) where there is a strong correlation between labels of a node and
its neighbors, a fixed heuristic typically suffices. However, these methods fall short when applied to graphs
in which only a few of the nodes in the neighborhood provide relevant information for the task at hand.
Consequently, we study adaptive sampling, where the sampling method adapts dynamically to the task by
learning which nodes should be included. Our adaptive sampling technique learns to sample by directly
minimizing the classification loss of the downstream GNN. This differs from most existing graph sampling
methods, which aim to approximate the full-batch GNN (Chen et al., 2018b; Zou et al., 2019; Zeng et al.,
2019; Huang et al., 2018), opting for an indirect approach to achieve high accuracy.

We introduce a straightforward adaptive sampling method called Graph Adaptive Sampling (GRAPES). As
illustrated in Figure 1, GRAPES samples a subgraph around the target nodes in a series of steps. At each
step, a sampling policy GNN computes inclusion probabilities for the nodes neighboring the current subgraph,
which the sampler uses to select a subset. Once the sampling is complete, the resulting subgraph is passed to
a second classifier GNN for classification. The classification loss is then backpropagated to train both GNNs.

To enable backpropagation through the sampling step, we need a gradient estimator. We compare a
reinforcement learning (RL) approach and a GFlowNet (GFN) approach (Bengio et al., 2021a). Both
approaches allow us to consider the sampling process and the GNN computation together and to train them
concurrently. This allows the sampler to adapt based on factors like the node features, the graph structure,
the sample size, and other contextual features.

In multi-class classification– where a node can be assigned only one of multiple classes– on homophilous
graphs, even a simple strategy like random sampling could be sufficient, since the neighborhood of a node
contains nodes with similar labels (see Fig. 2a). In the case of multi-label classification, on the other hand,
the number of possible labels assigned to a node is |2Y |, where Y is the unique set of labels. Furthermore, in
heterophilous graphs, the relationship between the neighborhood of a node and its label is more complex (see
Fig. 2b). We argue that in such cases, a sampling policy that directly adapts to the properties of the graph
and the downstream task is crucial.

Therefore, in addition to the datasets commonly used in the literature, we evaluate GRAPES on several
heterophilous and/or multi-label graphs and demonstrate its effectiveness on these complicated graphs.
Moreover, we spend significant effort on the evaluation protocol for fairly testing graph sampling methods. In
particular, we ensure that all sampling methods are evaluated under the same conditions and on the same
GNN architecture to eliminate any confounding factors and to ensure that any changes in performance can
only be attributed to the sampling method. To the best of our knowledge, we are the first to perform such a
rigorous comparison on twelve varied datasets.
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Figure 2: The downstream task and the structural properties of the graph affect the strategy used for
sampling. Fig. 2a shows a citation network where articles citing each other are likely to belong to the same
category. Fig. 2b shows a graph of interacting proteins, each with different biological functions.

Additionally, we provide a theoretical analysis indicating the effectiveness of adaptive sampling on a specific
category of heterophilous graphs, where only a subset of neighbors contains relevant information for an
accurate node classification.

We evaluate GRAPES on several node classification tasks and find that

1. Performance. GRAPES achieves state-of-the-art performance in multi-label classification bench-
marks over heterophilous graphs, while performing competitively on multi-class classification on
homophilous graphs.

2. Memory Efficiency. GRAPES uses orders of magnitude less GPU memory when compared with a
strong baseline that relies on historical embeddings for scaling GNN training.

3. Robustness. In comparison with other methods, GRAPES maintains good performance under
exponential reductions in sample size.

2 Related Work

Fixed Sampling Policy: In this category, the sampling policy is independent of the training of the GNN
and is based on a fixed heuristic that does not involve any training. Given a set of target nodes, i.e. the nodes
that are to be classified, node-wise sampling methods sample a given number of nodes for each target node.
GraphSage (Hamilton et al., 2017) is a node-wise sampling method that randomly samples nodes. However,
node-wise sampling can result in nodes being sampled multiple times redundantly because they can be the
neighbors of several nodes (Zou et al., 2019). A more efficient approach is layer-wise sampling, for example,
FastGCN (Chen et al., 2018b) and LADIES (Zou et al., 2019). They aim to minimize variance by sampling
nodes in each layer with probabilities proportional to their degree. MVS-GNN (Cong et al., 2020) proposes a
fixed sampling policy with the aim of minimizing sampling variance by decoupling it into two components.
The first component, embedding approximation variance, arises from neighbor sampling and is mitigated
through the use of historical embeddings. The second component, stochastic gradient variance, results from
mini-batching and is addressed by incorporating the norm of the node gradients into the sampling process.
Moreover, some techniques focus on sampling subgraphs in each mini-batch, like GraphSAINT (Zeng et al.,
2019) and ClusterGCN (Chiang et al., 2019). While these techniques effectively scale GNNs to larger graphs,
they do not adapt to the sampling policy based on the GNN’s performance on the task. In the graph signal
processing community, the authors in (Geng et al., 2023) propose a node sampling technique based on (Anis
et al., 2016) to sample nodes for a unique and stable graph signal reconstruction. However, this method is
only applied to small graphs.

Learnable Sampling Policy: A few methods learn the probability of including a node based on feedback
from the GNN. AS-GCN (Huang et al., 2018) is a method that learns a linear function that estimates the
node probabilities layer-wise. Similarly, PASS (Yoon et al., 2021) learns a mixture of a random distribution
and a learned policy with RL. Like GRAPES, it is task-adaptive; however, its sampling probability uses a
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bilinear similarity measure between neighboring node features, meaning the graph structure is not considered.
FairSample Cong et al. (2023) is a learnable sampling policy that borrows the PASS training mechanism
that utilizes reinforcement learning to combine classification loss and a fairness loss to balance accuracy and
fairness towards the underrepresented nodes. GNN-BS (Liu et al., 2020) formulates the node-wise sampling
problem as a bandit problem and updates the sampling policy according to a reward function that reduces the
sampling variance. SubMix (Abu-El-Haija et al., 2023) proposes a mixture distribution of sampling heuristics
with learnable mixture weights. DSKReG (Wang et al., 2021) learns the relevance of items in a user-item
knowledge graph by jointly optimizing the sampling strategy and the recommender model. The majority of
these methods focus on variance reduction and fail to consider the classification loss, unlike GRAPES. We
argue that adaptivity to the classification loss allows for sampling the influential nodes depending on the task
and results in better performance.

Other Scalable Methods: Authors of (You et al., 2022; Zhang et al., 2024) use graph lottery tickets to
eliminate unnecessary edges, while DSpar (Liu et al., 2023) uses a simple degree-based heuristic to sparsify the
graph. Ruiz et al. (2023) proposes a method to transfer the weights of a GNN trained on a mid-sized graph
to larger graphs, given the graphon similarity between the graphs. Another group of papers uses historical
embeddings of the nodes when updating the target nodes’ embeddings (Chen et al., 2018a; Fey et al., 2021;
Yu et al., 2022; Shi et al., 2023). GAS (Fey et al., 2021) approximates the embeddings of the 1-hop neighbors
using the historical embeddings of those nodes learned in the previous training iterations. These methods
reduce the GPU memory usage by training in mini-batches and learning from the 1-hop neighbors with the
historical embeddings saved in CPU memory. Unlike GRAPES, they process the whole graph.

3 Background: GNN Training and Sampling

We first provide the necessary background about GNNs and graph sampling. Although our method is
independent of the choice of GNN architecture, we limit our discussion to the GCN architecture for simplicity
(Kipf & Welling, 2016).

Let G = (V, E) be an undirected graph with a list of N nodes V = {1, . . . , N} and a set of edges E . The
adjacency matrix A ∈ {0, 1}N×N indicates a connection between a pair of nodes. Next, let Â = D̃−1/2ÃD̃−1/2,
where Ã = A + I and where D̃ is the degree matrix of Ã. Let X ∈ RN×f be the node embeddings and let Y
be the labels for the target nodes Vt ⊂ V, where Vt indexes the nodes with a label.

We consider a GCN with L layers. The output of the l-th layer of the GCN is H(l) = σ(ÃH(l−1)W (l)), where
W (l) is the weight matrix of GCN layer l and σ is a non-linear activation function. For a node i ∈ V, this
corresponds to the update

h
(l)
i = σ

 ∑
j∈N (i)∪{i}

Âijh
(l−1)
j W (l)

 , (1)

where N (i) : V → 2V is the set of i’s neighbors excluding i.

As the number of layers increases, the computation of the embedding of the node i involves neighbors from
further hops. As a result, the neighborhood size grows rapidly with the number of layers. We study how
to sample the graph to overcome this growth. We focus on layer-wise sampling, a common type of graph
sampling approach (Chen et al., 2018b; Zou et al., 2019; Huang et al., 2018). First, we divide the target
nodes into mini-batches of size b. Then, in each layer, we sample k nodes V(l) among the neighbors of the
nodes in the previous layer using the sampling policy q. To make this precise, we will need some additional
notation. The computation of the output of layer l is then:

for all i ∈ K(l), h
′(l)
i = σ

 ∑
j∈K(l−1)

Â
(l)
ij h

′(l−1)
j W (l)


with V(l−1),V(l) ∼ q(V(l−1),V(l)|k),

(2)

where
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1. K(0) = V(0) is the set of target nodes in the current mini-batch, where V(0) ⊂ Vt;
2. K(l) = V(l) ∪ V(0) for all l ∈ 1, . . . , L adds the batch nodes V(0) to the sampled nodes V(l) to ensure

self-loops between the batch nodes;
3. V(l) ⊆ N (K(l−1)) are the nodes sampled in layer l among the neighbors N (K(l−1)) of the nodes in

K(l−1). Note that V(l) cannot contain nodes in K(l−1);
4. Â(l) = D(l)−1/2

A(l)D(l)−1/2 is computed from the adjacency matrix A(l) containing the edges between
K(l) and K(l−1), and the corresponding degree matrix D(l).2 To be precise, the entries A

(l)
ij are 1 if

and only if i ∈ K(l), j ∈ K(l−1) and if there is an edge (i, j) in the original graph, that is, Ãij = 1;
5. q is a sampling policy that samples the k nodes V(l).

Existing layer-wise sampling methods, such as LADIES or FastGCN, use a fixed heuristic to determine q, for
instance, by computing node probabilities proportional to the node degrees. However, an adaptive method
learns the distribution q instead.

4 Graph Adaptive Neighbor Sampling (GRAPES)

We introduce Graph Adaptive Sampling (GRAPES). GRAPES is a layer-wise and layer-dependent adaptive
sampling method that learns a sampling policy that minimizes the training objective conditioned on the
input graph. In each layer l, we sample a subset V(l) that is much smaller than the neighborhood of the
previous layer. That is, |V(l)| = k ≪ |N (K(l−1))|, where again K(l−1) = V(0) ∪ V(l−1) adds the batch nodes
to the sampled nodes of the previous layer. We use a second GNN to compute the inclusion probability for
each node in N (K(l−1)). In the remainder of this section, we describe our sampling policy q and training
methods for the sampling policy. Furthermore, Algorithm 1 shows one epoch of GRAPES in pseudocode.

4.1 Sampling policy

Next, we specify the sampling policy GNN GCNS(K(l−1)), which computes inclusion probabilities on the
subgraph created from the nodes in K(l−1) and their neighbors N (l−1). The sampling policy q decomposes as
q(V(1), . . . ,V(L)|V(0)) =

∏L
l=1 q(V(l)|V(0), . . . ,V(l−1)). We compute each factor q(V(l)|V(0), . . . ,V(l−1)) as a

product of Bernoulli inclusion probabilities, given by GCNS, for each node i in the neighborhood N (K(l−1)):

q(V(l)|V(0), . . . ,V(l−1)) =
∏

i∈N (K(l−1))

Bern(i ∈ V(l)|pi), pi = GCNS(K(l−1))i. (3)

In addition to the regular embeddings X, the sampler GNN also has access to a one-hot vector of length
L + 1 that records the value l + 1 for nodes sampled in layer l (with 1 recorded for the target nodes). This
allows the sampler to differentiate between nodes sampled in different layers.

4.2 Sampling exactly k nodes

We have a clear constraint on the number of nodes we want to include in training: In Equation 2, we sample
exactly k nodes without replacement. However, our sampling policy q(V(l)|V(0), . . . ,V(l−1)) consists of many
independent Bernoulli distributions, and it is highly unlikely that we sample exactly k nodes from this
distribution.

Instead, we use the Gumbel-Top-k trick (Vieira, 2014; Huijben et al., 2022), which selects a set of exactly k
nodes V(l) by perturbing the log probabilities randomly and taking the top-k among those:

V(l) = top-k
i ∈ N (K(l−1))

log pi + ϵi, ϵi ∼ Gumbel(0, 1) (4)

This guarantees a sample from q(V(l)|V(0), . . . ,V(l−1), k) that conditions on the number of nodes sampled.
2Unlike the full-batch GCN, the adjacency matrix varies across layers when sampling because each layer involves a different

set of nodes. Note also that, unlike the full-batch setting, message passing is asymmetric: node i may be updated from node j
but not vice versa.
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While this results in a tractable and adaptive sampling procedure of exactly k nodes for the classifier GNN,
we have not yet given a method for learning the sampling policy. Unfortunately, a sampling operation, or
in this case, the top-k operation, provides no functional gradient (Mohamed et al., 2020). We will resort
to simple methods from the reinforcement learning and GFlowNet literature to still be able to train the
sampling policy, which we will explain next.

The choice of a Bernoulli distribution for sampling node neighborhoods is motivated by the idea that when
conditioned on a target node, we can sample a node independent of other nodes in the neighborhood to
maintain efficiency. Other assumptions could be more elaborate, such as sampling jointly pairs of nodes at a
time, but this would in turn increase the computational cost of computing probabilities and sampling. On the
other hand, the Gumbel top-k trick allows us to sample exactly k elements without replacement, and while
there are other applicable methods such as reservoir sampling, they are mathematically equivalent (Huijben
et al., 2022).

4.3 Training the Sampling Policy

We train the sampling policy to minimize the classification loss LC of the classifier GNN3. We use two methods
to train the sampling policy GCNS: a reinforcement learning (RL) method and a GFlowNet (GFN) method.
We also experimented with the straight-through estimator (Bengio et al., 2013) for learning in GRAPES,
which we observed not to perform well due to increased computation and high bias in the estimated gradients
(see Appendix G).

REINFORCE (GRAPES-RL) In the REINFORCE-based method, we use a simple REINFORCE
estimator (Williams, 1992) to compute an unbiased gradient of the classification loss.

LRL(X, Y,V(0)) = LC(X, Y, K(0), . . . , K(L)) log q(V(1), . . . ,V(L)|V(0)), (5)

where we sample V(1), . . . ,V(L) ∼ q(V(1), . . . ,V(L)|V(0), k). Taking the derivative with respect to the parame-
ters of q results in the standard REINFORCE estimator. Note that this is an off-policy estimator since we
sample from q conditioned on the number of samples k with the Gumbel-Top-k trick, but compute gradients
with respect to the distribution unconditioned on k. This is because computing likelihoods conditioned on k,
although possible (Ahmed et al., 2023), is computationally expensive. We discuss this issue in more detail in
Appendix A.

GFlowNets (GRAPES-GFN) The second method uses the Trajectory Balance loss (Malkin et al., 2022a)
from the GFlowNet literature (Bengio et al., 2021b;a), which is known to perform well in off-policy settings
(Malkin et al., 2022b).

LGFN(X, Y,V(0)) =
(

log Z(V(0)) + log q(V(1), . . . ,V(L)|V(0))

+ α · LC(X, Y, K(0), . . . , K(L))
)2

,
(6)

where log Z(V(0)) is a small GCN that predicts a scalar from the target nodes, and α is a tunable reward
scaling hyperparameter. For a detailed derivation, see Appendix F.3. GFlowNets minimize an objective
that ensures sampling in proportion to the negative classification loss, rather than minimizing it like in
REINFORCE. This may have benefits in the exploratory behavior of the sampler, as it encourages the
training of diverse sets of nodes, instead of only the single best set of nodes.

Memory complexity. Layer-wise sampling methods like GRAPES, FastGCN, and LADIES have a sampling
space complexity of O(Dbk), where D is the maximum node degree, b is the batch size, k is the sample size,
and L is the number of layers. In GAS time complexity is O(bk) due to the use of historical embeddings, and
memory complexity is O(DbL + N) where N is the extra overhead for storing historical embeddings for the
N nodes in the graph, which can be significantly larger than DbL.

3GRAPES can be extended to other tasks, but we focus on node classification in the current work.
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Algorithm 1 One GRAPES epoch
Require: Graph G, node embeddings X, node labels Y , target nodes Vt, batch size b, sample size k, GCN

for classification GCNC, and GCN for sampling policy GCNS.
1: Divide target nodes Vt into batches V(0) of size b
2: for each batch V(0) do
3: K(0) ← V(0)

4: for layer l = 1 to L do
5: for node i in N (K(l−1)) do
6: pi ← GCNS(K(l−1))i ▷ Compute probabilities of inclusion
7: ϵi ∼ Gumbel(0, 1) ▷ Sample Gumbel noise
8: V(l) ← top-ki∈N (K(l−1)) log pi + ϵi ▷ Get k best nodes (Eq. 4)
9: K(l) ← V(0) ∪ V(l) ▷ Add target nodes

10: ℓC ← LC(X, Y, K(0), . . . , K(L)) ▷ Compute classification loss
11: Compute sampling policy loss ℓS from Eq. 5 or 6
12: Update parameters of GCNS by minimizing ℓS
13: Update parameters of GCNC by minimizing ℓC

5 Theoretical Analysis

In this section, we provide theoretical insights on the performance difference between adaptive and non-
adaptive samplers, and we prove that adaptive sampling can achieve higher accuracy than non-adaptive
sampling for a specific category of heterophilous graphs. We show that if there exists specific crucial
information among the neighbors, there are adaptive sampling methods that perfectly identify these neighbors,
while non-adaptive sampling methods cannot distinguish them from the other neighbors.

Let G = (V, E) be an undirected graph with a set of N nodes V = {1, . . . , N} and a set of edges E = {eij}N
i,j=1

where eij denotes an edge between vi and vj . Let X ∈ RN×F be the node features and let Y = {yi}N
i=1 be a

set of node labels. The adjacency matrix A ∈ {0, 1}N×N indicates a connection between a pair of nodes. Let
N (vi) = {vj |eij ∈ E} indicate the set of vi’s neighbors and NL(vi) = {vj |l(vi, vj) ≤ L} indicate the L-hop
neighborhood of vi, where l(vi, vj) indicate the shortest path between vi and vj . In the following definitions
and theorems, for simplicity, we consider the batch size of one.
Definition 1 (Neigbor sampling). A neighbor sampling method is a method that assigns scores to neighbors
of a target node, and for a given sampling budget K, samples K neighbors proportional to their score. An
L-layer neighbor sampling method, for each layer l, assigns scores to the l-hop neighbors of a target node.
Definition 2 (Featureless and feature-based sampling). An L-layer feature-less sampling method is a neighbor
sampling method in which the sampling score for each node vi is a function of only its L-hop neighborhood,
i.e. s(vi) = g(vi,NL(vi)), where s(vi) is the sampling for node vi and g is the sampling function. In an
L-layer feature-based sampling method, the sampling function is a function of the node features in addition
to the L-hop neighborhood, that is, s(vi) = g′(vi, X,NL(vi)).

In practice, all feature-based sampling methods are adaptive since the sampling methods learns the sampling
score from the features, and all non-adaptive methods are featureless. Therefore, in this section, we refer to
the sampling methods as adaptive and non-adaptive.

Random sampling is a non-adaptive sampler with a constant sampling score. LADIES and FastGCN are
non-adaptive samplers whose sampling scores are proportional to the node degrees. GraphSAINT-RW, i.e.,
the random walk-based sampler of GraphSAINT, which we used in our experiments, is a non-adaptive sampler
where the score correlates with how frequently a node appears in L-hop neighborhoods, influenced by both
the node’s degree and its position in the graph. AS-GCN, PASS, and GRAPES are adaptive samplers.
Definition 3 (Zhu et al. (2020)). Edge homophily is the ratio of edges that connect two nodes of the same
label:

h = |{eij ∈ E : yi = yj}|
|E|
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In the next theorem, we show that the optimal adaptive and non-adaptive samplers perform differently
for a certain category of graphs, with adaptive samplers perfectly sampling the influential neighbors and
non-adaptive samplers sampling such nodes with a vanishing probability.
Theorem 1. There exist undirected graphs such that a GCN with an L-layer adaptive sampler and a sampling
rate of K neighbors per node per layer can perform with perfect accuracy, while GCNs with a non-adaptive
sampler can achieve an accuracy higher than chance level only with probability p ≤ LK

N .

For the proof of this theorem, please refer to Appendix H. In the proof, we construct a family of distributions
over graphs where the presence of a single neighbor is essential for a correct classification of a target node.
Then, we show that only feature-based samplers, by learning from the node features, can sample those
neighbors, while featureless samplers, with overwhelming probability, cannot. Since, in practice, all feature-
based samplers are adaptive and, inversely, all non-adaptive samplers are featureless, we conclude that
adaptive models can solve this task, while non-adaptive methods cannot.

Additionally, we show that such graphs are heterophilous. Moreover, often, multi-label graphs are heterophilous
because neighboring nodes are less likely to share the exact same set of labels. Even slight variations in
the labels of neighboring nodes can lead to heterophily. Therefore, adaptive sampling methods outperform
non-adaptive ones in such graphs.

6 Experiments

Our experiments aim at answering the following research question: given a fixed sampling budget and GNN
architecture, what is the effect of training with an adaptive policy for layer-wise sampling, in comparison with
the related work? While several works in the literature of sampling for GNNs have focused on classification
benchmarks to demonstrate the performance of sampling algorithms, several confounding factors in their
experimental setup prevent a proper understanding of whether the perceived performance improvements result
from the sampling method itself. Examples of such confounding factors found in related work include using
different architectures, like the GCN (Kipf & Welling, 2016) or GAT (Velickovic et al., 2017), different sizes
for the hidden layers, number of layers, batch sizes, number of nodes sampled per layer, and the number of
training epochs. These are factors independent of sampling algorithms that nonetheless affect the performance
in the benchmarks. We present a detailed overview of differences in the experimental setup of the related
work in Table 4 in the appendix.

To better understand the effect of sampling algorithms, we thus carry out experiments on a fixed GCN
architecture (Kipf & Welling, 2016) with two layers, a hidden size of 256, batch size of 256, sample size of 256
nodes per layer, and a fixed number of epochs per dataset (detailed in Appendix B). Under this setting, we
compare GRAPES with the following baselines: a Random baseline that uses the same setup as GRAPES but
with uniform inclusion probabilities; FastGCN (Chen et al., 2018b), LADIES (Zou et al., 2019), GraphSAINT
(Zeng et al., 2019), GAS (Fey et al., 2021), AS-GCN (Huang et al., 2018), and PASS Yoon et al. (2021).
With this setup, we aim to control our experiments in a way such that variations in performance can only be
attributed to the sampling method.

For all baselines (except Random), we rely on their publicly available implementations. For all methods,
we optimize the learning rate using the performance on the validation set. GRAPES requires selecting two
additional hyperparameters: the learning rate for the sampling policy and, for GRAPES-GFN, the reward
scaling parameter α. We tune these based on the classification performance on the validation set. These
hyperparameters are specific to our sampling method and do not explicitly affect the learning capacity of the
GCN classifier. We refer the reader to Appendix B for more details on hyperparameter settings.

6.1 Datasets

Most methods in the literature of sampling in GNNs are evaluated on homophilous graphs (where the
connected nodes are likely to have similar labels) and multi-class classification, where nodes are classified into
one of several classes (in contrast to multi-label). To further understand the effect of sampling, we carry out
experiments with heterophilous graphs, where nodes that are connected differ in their features and labels,
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Table 1: F1-scores (%) for different sampling methods trained on homophilous graphs, for a batch size of
256, and sample size of 256 per layer. We report the mean and standard deviation over 10 runs. The best
values among the sampling baselines (all except GAS) are in bold, and the second best are underlined. MC
stands for multi-class and ML stands for multi-label classification. OOM indicates out-of-memory.

Dataset Cora Citeseer Pubmed Reddit ogbn-arxiv ogbn-products DBLP
Homophily h = 0.81 h = 0.74 h = 0.80 h = 0.78 h = 0.65 h = 0.81 h = 0.76
Task MC MC MC MC MC MC ML
GAS 87.00 ± 0.19 85.87 ± 0.19 87.45 ± 0.23 94.75 ± 0.04 68.36 ± 0.55 74.69 ± 0.14 83.08 ± 0.31
FastGCN 76.17 ± 3.98 62.81 ± 7.19 53.52 ± 28.48 62.93 ± 3.28 39.49 ± 8.04 66.09 ± 3.04 62.93 ± 3.28
LADIES 76.02 ± 11.69 63.48 ± 12.21 72.81 ± 17.67 59.30 ± 2.69 43.52 ± 8.03 68.08 ± 1.95 59.97 ± 10.45
GraphSAINT 87.28 ± 0.49 77.28 ± 0.67 87.45 ± 0.75 91.47 ± 0.94 63.54 ± 1.75 67.66 ± 0.69 77.09 ± 0.56
AS-GCN 85.60 ± 0.54 79.21 ± 0.19 90.58 ± 0.40 93.52 ± 0.40 65.38 ± 1.80 73.94 ± 0.40 83.24 ± 0.51
PASS 82.03 ± 0.074 77.17 ± 0.69 88.33 ± 0.45 OOM 58.32 ± 0.05 OOM 54.40 ± 2.31
Random 86.58 ± 0.33 78.29 ± 0.52 90.09 ± 0.17 94.16 ± 0.06 61.35 ± 0.32 70.47 ± 0.32 76.87 ± 0.24
GRAPES-RL (ours) 87.62 ± 0.48 78.75 ± 0.35 89.40 ± 0.34 94.09 ± 0.05 62.58 ± 0.64 71.45 ± 0.20 76.88 ± 0.33
GRAPES-GFN (ours) 87.29 ± 0.32 78.75 ± 0.33 89.46 ± 0.34 94.30 ± 0.06 61.86 ± 0.51 70.66 ± 0.30 77.14 ± 0.48
Rank 1 2 3 1 3 2 2

Table 2: F1-scores (%) for different sampling methods trained on heterophilous graphs for a batch size of
256, and a sample size of 256 per layer. We report the mean and standard deviation over 10 runs. The best
values among the sampling baselines (all except GAS) are in bold, and the second best are underlined. MC
stands for multi-class and ML stands for multi-label classification. OOM indicates out of memory.

Dataset Flickr snap-patents Yelp ogbn-proteins BlogCat
Homophily h = 0.31 h = 0.22 h = 0.22 h = 0.15 h = 0.1
Task MC MC ML ML ML
GAS 49.96 ± 0.28 38.04 ± 0.20 37.81 ± 0.07 7.55 ± 0.01 6.07 ± 0.04
FastGCN 46.40 ± 2.51 29.68 ± 0.61 29.29 ± 4.39 7.80 ± 0.55 6.44 ± 0.41
LADIES 47.19 ± 3.42 29.09 ± 1.88 18.92 ± 3.18 4.31 ± 0.11 6.74 ± 0.67
GraphSAINT 48.01 ± 1.44 28.01 ± 0.57 34.68 ± 0.70 9.94 ± 0.07 6.89 ± 0.96
AS-GCN 48.42 ± 1.20 31.04 ± 0.19 38.51 ± 1.45 5.20 ± 0.36 5.43 ± 0.54
PASS 44.49 ± 0.76 OOM OOM 7.71 ± 0.12 6.88 ± 0.59
Random 49.39 ± 0.23 29.74 ± 0.34 40.63 ± 0.13 10.82 ± 0.05 7.13 ± 0.97
GRAPES-RL (ours) 49.54 ± 0.67 29.16 ± 0.54 40.69 ± 0.55 11.78 ± 0.14 9.06 ± 0.68
GRAPES-GFN (ours) 49.29 ± 0.32 29.58 ± 0.24 44.57 ± 0.88 11.57 ± 0.18 9.22 ± 0.40
Rank 1 4 1 1 1

and multi-label datasets in which a node can be assigned one or more labels. As shown in the literature (Zhu
et al., 2020; Zhao et al., 2023), we argue that node classification with GCN is more challenging on these
datasets compared to multi-class classification on homophilous graphs, where an adaptive policy could be
beneficial. In particular, we run experiments with the following datasets for the node classification task:

• Homophilous graphs: citation networks (Cora, Citeseer, Pubmed with the “full” split) (Sen et al.,
2008; Yang et al., 2016), Reddit (Hamilton et al., 2017), ogbn-arxiv and ogbn-products (Hu et al.,
2020), and DBLP (Zhao et al., 2023).

• Heterophilous graphs: Flickr (Zeng et al., 2019), Yelp (Zeng et al., 2019), ogbn-proteins (Hu et al.,
2020), BlogCat (Zhao et al., 2023), and snap-patents (Leskovec & Krevl, 2014).

We included the edge homophily ratio (Zhu et al., 2020) of all the datasets in Table 1 and 2. For the multi-label
datasets, we followed the same framework in (Zhao et al., 2023) to calculate their label homophily ratio.
Statistics about the datasets can be found in Appendix C.
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6.2 Results

Comparison with sampling methods We present the F1 scores of GCNs trained via sampling for GRAPES
and the sampling-based baselines in Table 1 and 2. We observe that on the majority of heterophilous datasets,
and all the heterophilous multi-label datasets, both variations of GRAPES achieve the highest F1-score. As
we mentioned earlier, node classification on heterophilous graphs is a challenging task for GCNs, due to the
diversity of the neighbor nodes’ labels. Our results suggest that GRAPES’ ability to adapt the sampling policy
to particular features of the data allows GRAPES to learn the complex patterns across the heterophilous
datasets. Table 1 shows that on most homophilous graphs, AS-GCN achieves the highest F1-score, indicating
the importance of adaptive sampling. However, unlike GRAPES, this method is only adaptive to the sampling
variance and fails to outperform GRAPES on the heterophilous graphs. Moreover, our results show that
PASS, another adaptive method, is unable to compete with GRAPES and results in an out-of-memory error
on several large datasets. This is due to its node-wise sampling feature, which results in a disconnected
sampled graph.

FastGCN and LADIES, which use a fixed policy, fail to compete with the other methods in our experimental
setup. They assign a higher probability to nodes with higher degrees. This heuristic results in neglecting
informative low-degree nodes. Although outperforming LADIES and FastGCN, GraphSAINT, which also
uses a fixed sampling policy, fails to outperform the more competitive baselines. We observe that on some
datasets, Random sampling achieves a comparable F1-score to GRAPES and the baselines. This mainly
happens on simple datasets, such as homophilous graphs, indicating that on these graphs, a simple sampling
approach is sufficient.

Comparison with a non-sampling scalable method GAS (Fey et al., 2021) is a non-sampling
method that uses the historical embeddings of the 1-hop neighbors of the target nodes. We present
classification results in Table 2, and we visualize memory usage in Fig. 3. While GAS has higher clas-
sification F1-scores for some datasets, GRAPES achieves comparable F1-scores and significantly out-
performs GAS for Yelp, ogbn-proteins, and BlogCat, all heterophilous multi-label graphs. Once again,
these results indicate the effectiveness of the adaptivity of GRAPES in sampling influential nodes in
complex graphs. For the memory usage, we compare GAS with AS-GCN and the GFlowNet version of
GRAPES-32 and GRAPES-256, where 32 and 256 (the default value) indicate the sample size per layer.
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Figure 3: GPU peak memory allocation
(MB) for GAS, and GRAPES-GFN-32 and
GRAPES-GFN-256.

The memory usage results show that, even with a large sam-
ple size, GRAPES can use up to an order of magnitude less
GPU memory than GAS, especially for large datasets. In large,
densely connected graphs such as Reddit, the 1-hop neighbor-
hood can be massive. Then, the difference in memory use for
GRAPES, which only sees a small set of neighbors, and GAS,
which uses all the neighbors, is significant. While GAS occa-
sionally achieves higher F1-scores, it consistently demands more
memory, indicating a potential compromise between accuracy
and computational efficiency. In contrast, GRAPES strikes
a balance, delivering comparable F1-score with more modest
memory footprints. In most cases, GRAPES also uses less
memory than AS-GCN, another sampling-based baseline. In
other cases, GRAPES uses more memory than AS-GCN, which
we attribute to the fact that there is an additional GNN in
GRAPES for learning the sampling policy. Some variations are
due to implementation details4, though in general we observe a
significant advantage of layer-wise sampling methods over historical embeddings.

GRAPES is robust to low sample sizes. A desirable property of sampling methods, in contrast with
full-batch GNNs or methods like GAS (which relies on historical embeddings), is the ability to control the
sample size to reduce memory usage as needed. To study this property, we show in Figure 4 the effects of

4We used PyTorch for our implementation, whereas AS-GCN is implemented in Tensorflow, which manages GPU memory
differently.
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varying the sample size on Reddit, Flickr, Yelp, and ogbn-arxiv. Our results show that both the RL and GFN
variants of GRAPES are robust to low sample size, and achieve strong performance with fewer sampled nodes
needed than the baselines, enabling training GCNs on larger graphs while using less GPU memory. Random
sampling also exhibits robustness to sample size for all datasets except Yelp, where accuracy drops in larger
sample sizes. GRAPES-RL shows the same behavior while performing slightly better than Random on Yelp.
AS-GCN and GraphSAINT show the largest dependence on sample size, especially on Flickr and Yelp.

GRAPES learns strong preferences over nodes. The ability to selectively choose influential nodes is a
crucial property of GRAPES. Figure 5 shows the mean and standard deviation of base 2 entropy for the node
preference probabilities for the two layers of GCNS for ogbn-products and DBLP for GRAPES-GFN. The
probabilities show preference towards particular nodes with a Bernoulli distribution. A well-trained model
must have a high preference (probability close to 1) for some nodes and a low preference (probability close to
0) for the rest. Therefore, we would like a low average entropy with a high standard deviation. As the figure
shows, the mean entropy in both layers decreases from almost 1 and converges to a value above 0, while the
standard deviation increases. This indicates that for ogbn-products, the sampling policy initially assigned
a probability near 0.5, indicating little preference. However, after several training epochs, GRAPES starts
preferring some nodes, resulting in lower mean entropy. We observe similar behavior for most datasets (DBLP,
BlogCat, Yelp, ogbn-arxiv, and ogbn-proteins). However, we observe that the sampling policy exhibits no
preferences among the nodes for the other datasets. For more details about the other datasets, see Appendix
D.
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7 Known Limitations and Future Work

Our experimental results show that GRAPES outperforms the baselines on some, but not all, heterophilous
datasets. We provide a theoretical analysis that shows the effectiveness of adaptive sampling on certain types
of heterophilous graphs. Further analysis is required to understand which graph characteristics contribute to
the performance gain observed with adaptive sampling methods such as GRAPES.

Moreover, in our experiments, we focused only on the problem of node classification. However, GRAPES is
not tied to a particular downstream task. GRAPES assumes access to a tractable reward function (Bengio
et al., 2021b). Therefore, GRAPES will be applicable for other graph-related tasks, like link prediction and
unsupervised representation learning.

Additionally, there is room for a more thorough investigation of the properties of the subgraphs that GRAPES
samples. The experiments at the end of Section 6.2 and in Appendix D are a first step towards this. We
leave these directions for future work.

Another direction for future work is applying GRAPES to architectures designed to address heterophily,
such as the ones proposed by Zhu et al. (2020); Abu-El-Haija et al. (2019). By leveraging GRAPES, these
architectures could potentially overcome their scalability issues.

8 Discussion, Broader Impacts, and Conclusion

We propose GRAPES, an adaptive graph sampling method based on reinforcement learning and GFlowNet,
facilitating the scalability of training GNNs on massive graphs. GRAPES samples a subgraph of influential
nodes by learning node preferences that adapt to classification loss, which depends on node features, GNN
architecture, classification task, and graph topology. Our experiments demonstrate that GRAPES effectively
selects nodes from large-scale graphs and achieves state-of-the-art performance in multi-label classification
tasks on heterophilous graphs, while performing competitively for multi-class classification on homophilous
graphs. Compared to the other sampling methods, GRAPES can maintain high classification accuracy
even with lower sample sizes, indicating GRAPES’ ability to scale to larger graphs by sampling a small but
influential set of nodes. GRAPES achieves comparable performance to GAS, while using up to an order of
magnitude less memory.

Focus on Heterophily in Sampling. Previous works have overlooked the impact of sampling on
heterophilous and multi-label graphs. To our knowledge, this is the first work to compare sampling effects
on both homophilous and heterophilous graphs, where adaptive sampling is especially crucial due to the
diversity among neighbors, making node selection vital for GNN accuracy.

Lack of Uniform Evaluation Protocol. Existing methods in the literature report performance on graph
sampling under settings with different GCN architectures, regularization techniques, feature normalization
strategies, and data splits, among other differences. These differences made it challenging to determine the
benefits of each sampling method. This motivated us to implement a unified protocol across all methods,
where we keep the architecture fixed. We encourage future work to consider a similar methodology for a fair
evaluation, or an experimental review study, as is common in other areas of machine learning research on
graphs (Shchur et al., 2018; Ruffinelli et al., 2019).

Broader Impacts. Our paper focuses on fundamental research to understand and advance sampling in
large-scale graphs. There may be multiple potential societal consequences of our work, but there are none
that can be easily predicted and specifically highlighted.
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A Off-Policy Sampling Setup

In this Appendix, we discuss the technical and mathematical challenges around our setup that resulted in our
off-policy learning setup. In each layer l of the GFlowNet, we aim to sample exactly k out of n nodes. An
initially natural setup would be to use the distribution over k-subsets of N (K(l−1)) (Ahmed et al., 2023).
Using Bayes theorem,

q(V(l)|V(0), . . . ,V(l−1), k) = I[|V(l)| = k]q(V(l)|V(0), . . . ,V(l−1))∑
V′(l+1) I[|V ′(l+1)| = k]q(V(l)|V(0), . . . ,V(l−1)) . (7)

When conditioned on k, q assigns 0 probability to sets of nodes V(l) that do not sample exactly k new nodes
(that is, when |V(l)| ≠ k). However, this requires renormalizing the distribution, which is the function of the
denominator term on the right-hand side. Note that this sum is over an exponential number of elements,
namely 2|N (K(l−1))|, and naive computation is clearly intractable. SIMPLE (Ahmed et al., 2023) provides an
optimized dynamic programming algorithm for computing this normalization constant. However, it scales
polynomially in |N (K(l−1))| and k, and in our experiments, computing the normalizer is a bottleneck already
for mid-sized graphs like Reddit.

Therefore, we decided to circumvent having to compute q(V(l)|V(0), . . . ,V(l−1), k) by sampling using the
Gumbel-Top-k trick (Equation 4) to ensure we always add exactly k nodes. However, we are now in
an off-policy setting: The samples using Equation 4 are distributed by q(V(l)|V(0), . . . ,V(l−1), k), not by
q(V(l)|V(0), . . . ,V(l−1)), and so we sample from a different distribution than the one we use to compute the
loss. Previous work (Malkin et al., 2022b) showed that the Trajectory Balance loss is amenable to off-policy
training without importance sampling and weighting without introducing high variance. This is important
since importance weighting would require us to weight by q(V(l)|V(0), . . . ,V(l−1))/q(V(l)|V(0), . . . ,V(l−1), k),
reintroducing the need to compute q(V(l)|V(0), . . . ,V(l−1), k).

The off-policy benefits of the Trajectory Balance loss provide a strong argument over more common Reinforce-
ment Learning setups. Off-policy training in Reinforcement Learning usually requires importance weighting
to be stable, which is not tractable in our setting.
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B Experimental Details

For all experiments, we used as architecture the Graph Convolutional Network (Kipf & Welling, 2016),
with two layers, a hidden size of 256, a batch size of 256, and a sampling size of 256 nodes per layer. We
implemented the GCNs in GRAPES via PyTorch Geometric (Fey & Lenssen, 2019). We train for 50 epochs
on Cora, Citeseer, and Reddit; 100 epochs on BlogCat, DBLP, Flickr, ogbn-products, Pubmed, snap-patents,
and Yelp; and 150 epochs on ogbn-arxiv and ogbn-proteins. The ogbn-proteins and BlogCat datasets do not
contain node features, and instead we learn node embeddings for them of dimension 128 for ogbn-proteins,
and 64 for BlogCat.

Our experiments were carried out in a single-node cluster setup. We conducted our experiments on a machine
with Nvidia RTX A4000 GPU (16GB GPU memory), Nvidia A100 (40GB GPU memory), and Nvidia RTX
A6000 GPU (48GB GPU memory) and each machine had 48 CPUs. In total, we estimate that our experiments
took 200 compute days.

B.1 Hyperparameter Tuning

We tune the hyperparameters of GRAPES using a random search strategy with the goal of maximizing
the accuracy of the validation dataset. We used Weights and Biases for hyperparameter tuning 5. The
best-performing hyperparameters for every dataset can be found in our repository https://anonymous.
4open.science/r/GRAPES. The following are the hyperparameters that we tuned: the learning rate of the
GFlowNet, the learning rate of the classification GCN, and the scaling parameter α. We used the log
uniform distribution to sample the aforementioned hyperparameters with the values from the following ranges,
respectively, [1e− 6, 1e− 2], [1e− 6, 1e− 2], and [1e2, 1e6]. We kept the other hyperparameters, such as the
batch size and hidden dimension of the GCN. We used the Adam optimizer (Kingma & Ba, 2014) for GCNC
and GCNS.

We did a hyperparameter sensitivity analysis performed using Weights & Biases Biewald (2020) for training of
GRAPES-GFN on Yelp. Importance measures how strongly each parameter influences the validation accuracy
(higher = more critical), while correlation shows the direction and magnitude of the linear relationship
(positive = increasing the parameter tends to increase the accuracy, negative = the opposite). From the
table below, lrgc, the learning rate for the classification GCN, has the strongest effect on accuracy and is
negatively correlated, suggesting that higher learning rates can harm performance. Meanwhile, lrgf and α
show smaller impacts and weaker correlations, indicating that the model is less affected by changes in these
two parameters.

Table 3: Importance and correlation of configuration parameters for training GRAPES-GFN on Yelp.

Config Parameter Importance Correlation
lr_gc 0.633 -0.610
lr_gf GCN) 0.280 0.055
α 0.087 0.097

B.2 Baselines

For a fair comparison, we adjusted the implementations of the baselines so that the only difference is the
sampling methods and the rest of the training conditions are kept the same. In the following, we explain the
details of the modifications to each of the baselines.

For LADIES, we used the official implementation, which also contains an implementation of FastGCN. We
changed the nonlinear activation function from ELU to ReLU, and we removed any linear layers after the
two layers of the GCN, set dropout to zero, and disabled early stopping. We also noticed that the original
LADIES implementation divided the target nodes into mini-batches, not from the entire graphs as we do,

5https://wandb.ai
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Table 4: Differences in experimental setups in related work, obtained from the original publications and their
official implementations. *This indicates the total budget in terms of nodes sampled across all layers.

FastGCN (Chen et al., 2018b) LADIES (Zou et al., 2019) GraphSAINT (Zeng et al., 2019) AS-GCN (Huang et al., 2018) GAS (Fey et al., 2021)
Architecture GCN GCN GCN GCN+attention GCN,GCNII,GAT,GIN,APPNP,PNA
Hidden size (16, 128) 256 (128, 256, 512, 2048) (16,256) (256, 512, 1024, 2048)
Number of layers 2 5 (2, 4, 5) 2 (2, 4, 64)
Batch size (256, 1024) 512 (400, 512, 1000) 256 (1,2,5,40,12,100)
Nodes per layer (100, 400) (5, 64, 512) (4500, 6000, 8000)* (128, 256, 512) No sampling
Training epochs (100, 200, 300) 300 2000 (50,100,300) (300, 400, 500, 1000)

but into random fragments. This means that LADIES and FastGCN do not see all the target nodes in the
training data. We kept this setting unchanged because otherwise it would have significantly slowed down the
training of these two methods.

For GraphSAINT, we noticed that the GNN consists of two layers of higher-order aggregators, which are a
combination of GraphSage-mean (Hamilton et al., 2017) and MixHop (Abu-El-Haija et al., 2019), and a linear
classification layer at the end. Moreover, the original implementation of GraphSAINT is only applicable to
inductive learning on the graphs, where the training graph only contains the training nodes and is entirely
different from the validation and test graphs, where only the nodes from the validation set and test are
available, respectively. We argue that in transductive learning, unlike inductive learning, the motivation to
scale to larger graphs is higher since the validation and test nodes are also available during training, and
therefore, the processed graph is larger. Finally, to keep all the configurations the same as GRAPES, we
used PyTorch Geometric’s function for GraphSAINT Random Walk sampler with depth two, which showed
the best performance across the three variations of GraphSAINT. Therefore, we use the same GCN and
data loader (transductive) as ours and use GraphSAINT to sample a subgraph of nodes for training. We use
the node sampler setting since it is the only setting that allows specifying different sampling budgets, and
therefore, can be compared to layer-wise methods with the same sampling budget. We also removed the early
stopping and used the same number of epochs as GRAPES. Note that for Figure 4, we need to change the
sample size while the Random Walk sampler can only sample equal to the batch size per layer. Therefore,
for these experiments, we used the Node Sampler version of GraphSAINT, which allows us to change the
sample size. For instance, for sample size 32 per layer, we set GraphSAINT’s Node Sampler’s sample size to
256 + 32 + 32 = 320 to sample a subgraph with 320 nodes. Please refer to our repository for more details
about the implementation of GraphSAINT.

For GAS, we used the original implementation. However, we changed the configuration of the GCN to have a
two-layer GCN with 256 hidden units. We turned off dropout, batch normalization and residual connections
in the GCN. We also removed early stopping for the training.

For AS-GCN we removed the attention mechanism used in the GCN classifier. Their method also uses
attention in the sampler, which is separate from the classifier, so we keep it.

For PASS, we changed the inference to full-batch to match the rest of the baselines. We set the parameter
sampling_scope to 512, because in the original experiments of the paper, this value was set to twice the
batch size. For Flickr, ogbn-arxiv, and ogbn-proteins, this value results in OOM; therefore, we set it to 128,
128, and 256, respectively. For the datasets that we report OOM in tables 1 and 2, we tested all possible
sampling_scope between 512 and 16.

C Dataset statistics

We present the statistics of the datasets used in our experiments in Table 5. The splits that we used for Cora,
Citeseer, and Pubmed correspond to the “full” splits, in which the label rate is higher than in the “public”
splits. For BlogCat, we take the average accuracy of all the methods across the three available splits provided
by (Zhao et al., 2023). For DBLP and snap-patents, we use the average of ten random splits because these
two datasets had no predefined splits.
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Table 5: Statistics of the datasets used in our experiments. The label rate indicates the percentage of nodes
used for training. ogbn-proteins and BlogCat do not contain node features, and instead, we learn embeddings
for nodes in these datasets.

Dataset Task Nodes Edges Features Classes Label Rate (%)
Cora multi-class 2,708 5,278 1,433 7 44.61
CiteSeer multi-class 3,327 4,552 3,703 6 54.91
PubMed multi-class 19,717 44,324 500 3 92.39
Reddit multi-class 232,965 11,606,919 602 41 65.86
DBLP multi-label 28,702 136,670 300 4 80.00
Flickr multi-class 89,250 449,878 500 7 50.00
snap-patents multi-class 2,923,922 27,945,092 269 5 50.00
Yelp multi-label 716,847 6,977,409 300 100 75.00
ogbn-proteins multi-label 132,534 79,122,504 — 112 65.30
BlogCat multi-label 10,312 667,966 — 39 60.00
ogbn-arxiv multi-class 169,343 1,157,799 128 40 53.70
ogbn-products multi-class 2,449,029 61,859,076 100 47 8.03

D Entropy as Node preference measure

Figures 6 and 7 show the mean and standard deviation of entropy in base two of all the datasets. We calculate
the mean entropy as the following:

E = 1
n

n∑
i=1

pi · log2(pi) + (1− pi) · log2(1− pi) (8)

where n is the number of neighbors of the nodes sampled in the previous layer and pi is the probability of
inclusion for each node, which is the output of the GFlowNet. As the figures show, for certain small datasets
(Cora, Citeseer, Pubmed, Flickr) the mean entropy is: 1) very close to 1, indicating that GRAPES prefers
every nodes with the probability close to 0.5, or 2) close to 0 but also with a low standard deviation, meaning
that it equally prefers the majority of the nodes with the probability 1 or 0. On the contrary, for the large
datasets (Reddit, Yelp, ogbn-arxiv, ogbn-products) by the end of training, the average entropy is lower than
1, with a standard deviation around 0.3 indicating that GRAPES learns different preferences over different
nodes, some with a probability close to 1, and some close to 0.

We analyzed the label distribution of the sampled subgraphs via GRAPES-GF for Yelp, by counting the
percentage of nodes having each label and calculating the difference between the original and sampled graphs,
i.e., percentage of nodes having label c in the original graph minus percentage of nodes having label c in the
sampled graph. As shown in the figure, all the values are positive, indicating that a higher ratio of nodes have
each label in the original graph. Moreover, this difference increases at the end of training. This means that
among the 100 labels in Yelp, GRAPES prefers the nodes with fewer labels or that are even single-labeled.
This may make the classification task easier and result in a lower loss. Moreover, among the 100 classes, some
are sampled the most and some the least. Figure 8 below shows this trend.

E GPU Memory usage comparison between GRAPES and GAS

We compared different variants of GRAPES, with different sample sizes (32, 256), with GAS (Fey et al., 2021),
which is a non-sampling method. Figure 3 shows the GPU memory allocation (MB), on a logarithmic scale for
GRAPES-32, GRAPES-256, and GAS. The three graph methods exhibit distinct performance characteristics
across various datasets. We used the max_memory_allocated function in PyTorch to measure the GPU
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Figure 6: Combined entropy plots for Citeseer, Cora, Flickr, ogbn-arxiv, ogbn-products, Pubmed, Reddit,
and Yelp showcasing the mean entropy. The shaded region indicates the standard deviation of the entropy
across nodes. The plots compare 1-hop node sampling against 2-hop node sampling.

memory allocation.6 Since this function measures the maximum memory allocation since the beginning of
the program, where the memory measurement is done is not relevant.

F GFlowNet details

This section provides additional details on GFlowNets in general and the GFlowNet version of GRAPES.

6https://pytorch.org/docs/stable/generated/torch.cuda.max_memory_allocated.html
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Figure 7: Combined entropy plots for BlogCat, snap-patents, DBLP, and ogbn-proteins, showcasing the mean
entropy across epochs. The shaded region indicates the standard deviation of the entropy across nodes. The
plots compare 1-hop node sampling against 2-hop node sampling.
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Figure 8: Comparison of Label distributions between GRSAPES-GFN and the original graph for Yelp. The
left figure shows the percentage of nodes in the last epoch of both graphs that have each label. The right
shows the difference between those percentages in the original graph and the sampled graph at the beginning
and end of training.

F.1 Generative Flow Networks

Generative Flow Networks (GFlowNets) (Bengio et al., 2021a;b) are generative models that can sample from
a very large structured space. GFlowNets construct the structure in multiple generation steps. Compared to
Reinforcement Learning approaches, GFlowNets learn to sample in proportion to a given reward function, while
in Reinforcement Learning, reward functions are maximized. This feature of GFlowNets encourages sampling
diverse sets of high-quality structures, instead of only considering the single best structure. GFlowNets have
been used in several applications like molecule design and material science (Bengio et al., 2021a; Gao et al.,
2022; Jain et al., 2022), Bayesian structure learning (Deleu et al., 2022), scientific discovery (Jain et al., 2023),
and GNN explainability (Li et al., 2023). Similar to our work, the latter utilizes a GFlowNet to sample
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subgraphs. However, this method explains a trained GNN and is not used to scale GNN training to large
graphs.

F.2 GFlowNet and Trajectory Balance Loss

We first give a brief overview of GFlowNets (Bengio et al., 2021a;b) and the trajectory balance loss (Malkin
et al., 2022a). Let GF = (S,A,S0,Sf , R) denote a GFlowNet learning problem. Here, S is a finite set of
states that forms a directed graph with A, a set of directed edges representing actions or transitions between
states. S0 ⊂ S is the set of initial states, Sf ⊂ S is the set of terminating states,7 and R : Sf → R+ is the
reward function defined on terminating states. At time t, a particular at ∈ A indicates the action taken
to transition from state s(t−1) to s(t). A trajectory τ is a path through the graph from an initial state s(0)

to a terminating state s(n) ∈ Sf : τ = (s(0) → . . .→ s(n)). A GFlowNet is a neural network that learns to
transition from an initial state s(0) to a terminating state where the reward R(s(n)) is given. The goal of the
GFlowNet is to ensure that following the forward transition probabilities PF (s(t)|s(t−1)) leads to final states
s ∈ Sf with probability in proportion to the reward R (Bengio et al., 2021a). The Trajectory Balance (TB)
loss (Malkin et al., 2022a) is developed with this goal. For a trajectory τ = (s(0) → . . .→ s(n)), the TB loss
is:

LT B(τ) =
(

log Z(s(0))
∏n

t=1 PF (s(t)|s(t−1))
R(s(n))

∏n
t=1 PB(s(t−1)|s(t))

)2

, (9)

where Z : S0 → R+ computes the total flow of the network from the starting state s(0) and PF and PB are
the forward and the backward transition probabilities between the states, where both can be parameterized
by a neural network (Malkin et al., 2022a).

F.3 GFlowNet Design: States, Actions, and Reward

Next, we explain our choice of GF , that is, the states, actions, terminating states, and reward function, and
the coupling of our GFlowNet with the sampling policy q. A state s(l−1) ∈ S represents a sequence of sets of
nodes s(l−1) = (V(0), . . . ,V(l−1)) sampled so far. An action from s(l−1) represents choosing k nodes without
replacement among N (K(l−1)). This forms the set of nodes V(l) in the next layer. Therefore, in an L layer
GCN, we construct a sequence of L sets of nodes to reach a terminating state.

We define the optimal sampling policy as having the lowest classification loss in expectation. Therefore, a set
of k nodes with a lower classification loss than another set must have a higher probability. Our goal is to
design GF so that it learns the forward and backward transition probabilities proportional to a given reward.
We define the reward function as below:

R(s(L)) = R(V(0), . . . ,V(L)) := exp(−α · LC(X, Y, K(0), . . . , K(L))), (10)

where LC is the classification loss and α is a scaling parameter, which we explain in Section F.4.

Forward Probability. The forward probability PF (s(l−1)|s(l)) in GRAPES is the sampling policy
q(V(l)|V(0), . . . ,V(l−1)) defined in Section 4.1.

Backward Probability. Trajectory balance (Equation 9) also requires defining the probability of transi-
tioning backwards through the states. The backward probability is a distribution over all parents of a state.
This distribution is not required in our setup, as the state representation s(l) = (V(0), . . . ,V(l)) saves the
trajectory taken through GF to get to s(l). This means the graph for the GFlowNet learning problem GF

is a tree, as each state s(l) = (V(0), . . . ,V(l−1),V(l)) has exactly 1 parent, namely s(l−1) = (V(0), . . . ,V(l−1)).
Since each state has a single parent, we find that PB(s(l−1)|s(l)) = 1 when we retrace the trajectory. We pass
the information on when a node is added to the GFlowNet by adding an identifier to the nodes’ embeddings
that indicates in what layer it was sampled, as explained in Section 4.1.

7Technically, GFlowNets have unique source and terminal (or ‘sink’) states ss and sf . The source state has an edge to all
initial states, and all terminating states have an edge to the terminal state.
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Table 6: Comparison between GRAPES and variants using the straight-through estimator (STE).

Cora Flickr ogbn-arxiv Yelp
Best GRAPES 87.62 ± 0.48 49.54 ± 0.67 62.58 ± 0.64 44.57 ± 0.88

STE 87.95 ± 0.18 46.33 ± 1.39 61.95 ± 0.32 37.29 ± 0.15
STEN 87.03 ± 0.35 46.29 ± 1.47 60.13 ± 0.41 15.63 ± 0.10

Loss derivation Combining our setup with the trajectory balance loss (Equation 9), the GRAPES loss is

LGFN(X, Y,V(0)) =
(

log Z(V(0))
∏L

l=1 PF (s(l)|s(l−1))
R(s(l))

)2
(11)

=
(

log Z(V(0)) +
L∑

l=1
log q(V(l)|V(0), . . . ,V(l−1))+ (12)

α · LC(X, Y, K(0), . . . , K(L))
)2

We model the initial-state-dependent normalizer Z(s(0)) in Equation 9 with a trainable GCN, namely
GCNZ(V(0)). It predicts the normalizer conditioned on the target nodes given. It is trained together with
GCNS by minimizing the trajectory balance loss.

We note that, like in GRAPES-RL, we use off-policy sampling from q(V(l)|V(0), . . . ,V(l−1), k) to train the
GFlowNet. See Appendix A for additional details.

F.4 Reward scaling

In our experiments, we noticed that with the bigger datasets, the GFlowNet is more affected by
the log-probabilities than the reward from the classification GCNC. The reason that the term
log q(V(l)|V(0), . . . ,V(l−1)) dominates LGFN is that log q(V(l)|V(0), . . . ,V(l−1)) =

∑
i∈N (K(l−1)) log pi, which

sums over |N (K(l−1))| elements. Given a batch size of 256, this neighborhood can be as big as 52, 000
nodes, resulting in summing 52, 000 log-probabilities. The majority of the probabilities pi are values close to
zero. Therefore, the above sum would be a large negative number. Since the loss LC is, in our experiments,
often quite close to zero, the log-probability and its variance dominate the loss. Therefore, we add the
hyperparameter α to the reward and tune it in our experiments.

G GRAPES and the straight-through estimator

The straight-through estimator Bengio et al. (2013) (STE) has been proposed as a method for learning in
computation graphs involving a non-differentiable function f of an input x, by replacing f with the identity
in the backward pass during computation of the gradients.

In practice, applying the STE for learning in GRAPES requires ensuring that the gradients flow through the
sampled nodes, for example by treating the top-k sampled nodes at each layer as a mask which multiplies the
messages from these nodes to all their neighbors. Such a computation over all neighboring nodes defeats the
purpose of sampling, increasing memory usage.

An alternative to keep memory usage low is to keep the gradients only for the top-k probabilities, though
this results in a biased estimate of the gradient. We implemented two versions of this approach. In the first
version (STE), we simply use the perturbed log probability (log probability plus the Gumbel noise) of the
top-k nodes as additional weights for the classification GCN. In the second version, we normalized these
weights to have a mean equal to one (STEN). We present results in Table 6. While in Cora the results
are relatively similar to our implementation of GRAPES, as we experiment with larger graphs, there is a
significant drop in performance when employing either variant of the STE.
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H Proof of Theorem 1

H.1 Proof

In this section, we prove Theorem 1 in section 5 as follows:

Proof. Let G = (V, E) be an undirected fully connected simple graph with an even number of nodes
N, V = {1, . . . , N}, a set of edges E = {eij}N

i,j=1, where eij denotes an edge between vi and vj . Let
Y = {yi|i ∈ {1, . . . , N}, yi ∈ {0, 1}} be the set of node labels and let X ∈ RN×2 be the node features. Let E1
and E2 be one partition of E , where E1 consists of N/2 edges with two conditions: 1) eij ∈ E1, if and only if
the first feature of nodes vi and vj are equal, i.e. eij ∈ E1 ⇔ xi1 = xj1, and 2) each node appears only at
one edge in E1. The second condition implies that each value for the first feature appears only in the nodes
connected by one edge in E1, i.e., for two distinct edges eij , ekl ∈ E1, x1i ̸= x1k.

For each edge eij in E1, sample xi2 ∼ Bern(0.5) on {0, 1}. Then, set the node label yj to xi2. That is,
the label of each node is equal to the second feature of its corresponding neighbor in E1. Since G is fully
connected, the L-hop neighborhood for all nodes is V. Therefore, non-adaptive methods cannot prefer any
node over another: a GCN with a non-adaptive sampler can only achieve accuracy above chance by sampling
K nodes such that for each target node, the neighbor with the same first feature is sampled. The probability
of sampling such a neighbor is p = (N−2

K−1)
(N−1

K ) = K
N−1 . The nominator indicates choosing the desired neighbor

connected to the target node in E1 and then choosing the remaining K − 1 nodes among the N − 2 nodes.
The denominator indicates choosing K nodes among N − 1 nodes (excluding the target node). Repeating the
sampling for L layers, eliminating K nodes from the candidate neighbors for sampling for the next layer, will
result in p =

∑L−1
i=0

K
N−iK−1 ≤

LK
N .

However, there is a GCN with an adaptive sampler that classifies nodes with an accuracy of 100%. Specifically,
such an adaptive sampler compares the first node feature of the neighbors with the target node vi, and then
always samples the unique vj where eij ∈ E1. Subsequently, it samples K − 1 additional neighbors randomly.
If the sampler perfectly samples the informative neighbors in E1, we assume there exists a GCN that can
classify the target nodes correctly. We show a construction of such a GCN in section H.2. Figure 9 shows an
example of such a graph with eight nodes and a homophily ratio of 0.43.

In the above proof, we show that there are graphs for which there is a performance gap between adaptive
and non-adaptive samplers. Usually LK ≪ N ; therefore, the probability p ≤ LK

N for non-adaptive sampling
methods to perform better than the chance level becomes very small. These graphs are heterophilous, with
an expected homophily ratio equal to 0.5. We calculate this expectation below:

E(hG) = E

((
m
2
)

+
(

N−m
2
)(

N
2
) )

, m ∼ Binomial(N, 0.5)

For that, we need E
((

m
2
))

= 1
2E (m(m− 1)). Because E(m) = N

2 and V ar(m) = N
4 , we have

E(m(m− 1)) = E(m2 −m) = E(m2)− E(m) = V ar(m) + (E(m))2 − E(m)

= N

4 +
(

N

2

)2
− N

2 = N2 −N

4 ,

so we have

E
((

m

2

))
= 1

2 ×
N2 −N

4 = N2 −N

8 .
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Figure 9: An example of a graph for Theorem 1 with eight nodes. Red edges belong to E1, features xi and
labels yi are shown beside every node. For nodes v1 and v2 we show the edge e12 as an example. As shown,
the label of each node is the second feature of its neighbor, where a red edge connects them. The edge
homophily ratio is h = 12

28 = 0.43.

Similarly, E
((

N−m
2
))

= N2−N
8 . Therefore, the expected homophily ratio is

E(hG) =
N2−N

8 + N2−N
8(

N
2
) = 0.5.

H.2 GCN Construction

In this section, we construct a GCN that can compute the classification rule assumed in the proof of Theorem
1. Let xi ∈ R2 be an input feature vector of a node vi ∈ V. We construct a GCN where the first layer
computes a 4-dimensional vector for a target node vi:

h(1)
i = W̃1xi + 1

|N (vi)|
∑

vj∈N (vi)

W1xj . (13)

Here, W̃1 is the self-loop weight, and W1 is the weight for the neighbors of a target node. We define the
following:

W̃1 =


1 0
0 1
0 0
0 0

 , W1 =


0 0
0 0
1 0
0 1

 (14)

For a given target node, the output of this layer is a vector h(1)
i ∈ R4 where the first two values correspond

to the target node’s features, and the other two values are the average of the features of its neighbors. The
next layer implements the following function: if values h

(1)
i1 and h

(1)
i3 are the same, then the output is the

second value of this vector, otherwise it is zero. We denote this function as h
(2)
i = f(h(1)

i ) ∈ R, which can
be implemented with a multi-layer perceptron due to its universal approximation properties (Hornik et al.,
1989). An MLP can be implemented in a GCN by omitting the neighbors and using a self-loop weight matrix
only. The last layer of the GCN selects the average value in the neighborhood of a target node from the
scalars computed by f , which can be computed using a simple GCN where the self-loop weight is set to zero:
h

(3)
i = 1

|N (vi)|
∑

vj∈N (vi) h
(2)
j . This output corresponds to the classification rule required for Theorem 1.
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