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Abstract

Adafactor is an early memory-efficient optimization algorithm proposed as an
alternative to Adam. By eliminating first-order momentum and employing a rank-1
matrix factorization to approximate the second-moment matrix, Adafactor achieves
near-zero memory overhead compared to traditional gradient descent methods. De-
spite its practical suitability for large-scale training tasks where memory efficiency
is critical, its theoretical convergence analysis remains unexplored, largely due to
the challenges posed by its matrix factorization and update clipping mechanisms.
In this work, we provide a convergence analysis of Adafactor for non-convex
smooth optimization. We establish optimal convergence rates (up to logarithmic
factors) for finding stationary points in both deterministic and stochastic settings,
the latter under sub-Gaussian noise. Central to our analysis is viewing Adafactor
as an approximation of Adam, and the use of a new proxy step-size to approxi-
mate the unique adaptive step-size induced by Adafactor’s matrix factorization
and update clipping, along with an induction argument to control the gradient
magnitude. Our findings may theoretically suggest that involving rank-1 matrix
approximation of the second-moment matrix in Adam does not fundamentally
hinder the convergence.

1 Introduction

Adaptive gradient-based methods, such as AdaGrad [12], RMSProp [41], Adadelta [47], Adam [22],
and AMSGrad [37], among others, are efficient approaches in solving the following unconstrained
stochastic optimization problem in deep learning fields:

min
X∈Rn×m

f(X) = EZ∈P [l(X;Z)], (1)

where f is a smooth potentially non-convex function, P denotes a probability distribution and X
denotes all the trainable weights of the model2. During the training process, these adaptive methods
store the historical gradients’ information to automatically tune their step-sizes. For example, both
RMSProp and Adam maintain the exponential moving average of squared gradients, and AdaGrad
stores the accumulation of squared gradients. Despite their effectiveness, adaptive gradient algorithms
incur memory overhead compared to standard gradient descent, as they must store additional gradient
statistics (e.g., first and second moments in Adam). This may become problematic when training
large-scale models, such as GPT-3 [4], which contains over 175 billion parameters. The extra memory
requirements may limit batch sizes or model complexity, posing challenges for resource-constrained
training environments.

∗The corresponding author is Junhong Lin.
2We consider the matrix parameter following the same setup in [38].
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Adafactor [38] was proposed as a memory-efficient alternative to Adam, and subsequently many other
memory-efficient optimization algorithms have been developed recently, see e.g., [38, 1, 31, 23, 32]
and the references therein. Unlike Adam, which maintains per-parameter first and second moments
of gradients, Adafactor employs a rank-1 matrix factorization to approximate the second-moment
matrix. This reduces memory usage for the second-moment from O(mn) to O(m+ n) with tracking
only the exponential moving averages of the row and column sums of the squared gradient matrix.
Additionally, Adafactor removes Adam’s first-moment buffer and incorporates update clipping to
improve training stability. In real applications, several LLMs including PaLM [8]3 and T5 [36] have
adopted Adafactor as one of their main optimizers [53], and recent numerous studies on memory-
efficient optimization algorithms have adopted Adafactor as the benchmark algorithm for comparative
experiments.

The given empirical results reveal that Adafactor achieves comparable performance to RM-
SProp/Adam on training Transformer models [38], despite discarding part of the gradient infor-
mation to save memory. Unlike Adam, whose convergence theory has been recently studied, e.g.,
[46, 55, 11, 50, 24, 42, 19], theoretical analysis for Adafactor remains absent to the best of our
knowledge, though the algorithm was proposed several years ago. Specifically, it is unknown whether
Adafactor can guarantee to find a stationary point as Adam for non-convex smooth optimization, and
if so, what its specific convergence rate is and what conditions on hyper-parameters are required.
We believe that the analysis is challenging, largely due to matrix factorization and update clipping
mechanisms.

In this paper, we take the first step to analyze Adafactor’s convergence theory for non-convex smooth
optimization problems with unbounded gradients. Our main theoretical results are summarized as
follows.

• With an appropriately chosen step-size and any decay rate β2,k ∈ [0, 1), full-batch Adafactor
can find a stationary point with a rate of O(1/T ), matching that of Gradient Descent (GD) and
the lower bound for first-order methods [5] up to constant factors.

• The stochastic Adafactor without update clipping can attain the convergence rate of Õ(1/
√
T )

under a common step-size parameter ρk ∼ O(1/
√
k) and a decay rate β2,k = 1 − 1/k. The

convergence rate is optimal up to logarithmic factors, matching the lower bound in [2].

• Adafactor with update clipping attains the nearly optimal convergence rate of Õ(1/
√
T ), pro-

vided that the clipping threshold and hyper-parameters are chosen appropriately.

We finally provide some simple numerical experiments on natural language processing to complement
our theoretical results.

The analysis is non-trivial compared to memory-unconstrained adaptive methods such as AdaGrad
and Adam due to the unique matrix factorization and update clipping. The core of our analysis is
viewing Adafactor as an approximation of Adam, and designing a new proxy step-size to approximate
the complicated adaptive step-size, while simultaneously breaking the correlation with stochastic
gradients. In addition, we rely on an induction argument to prove that the objective function value is
non-increasing in full-batch cases and that the gradient magnitude remains uniformly bounded during
the training process in stochastic cases.

The rest of the paper is organized as follows. The next section briefly mentions some of the most
relevant works. Section 3 presents some necessary notations and problem setups. Section 4 reviews
Adafactor and its major differences to RMSProp/Adam. Sections 5 and 6 provide convergence bounds
for full-batch Adafactor and stochastic Adafactor (without update clipping), respectively. Section 7
investigates Adafactor with the update clipping. Section 8 summarizes the main proof challenges and
the proof novelty. Section 9 briefly presents experimental results to complement our theory. All the
detailed proofs and some experiments can be found in the appendix.

2 Additional related work

We briefly list some typical works, due to page limitations.

3PaLM applies Adafactor without matrix factorization.
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Convergence of memory-unconstrained adaptive methods. In the early stages, most works focus
on the regret bound of adaptive methods on (online) convex optimization, e.g., [12, 40] for AdaGrad,
[22, 37] for Adam and AMSGrad. Several works study the convergence of adaptive methods for non-
convex smooth optimization, including [26, 44, 21, 13, 43, 3, 29] for AdaGrad-Norm, [43, 29, 20]
for AdaGrad, [39, 25] for RMSProp, [54] for AMSGrad, and [46, 10, 55, 11, 6, 17, 50, 24, 42, 19, 7]
for Adam. This body of work for non-convex smooth optimization consistently derives a convergence
rate of Õ(1/

√
T ), with differences mainly on the noise and smooth assumptions, hyper-parameter

dependencies and logarithmic factors in convergence bounds.

Memory efficient algorithms. The aforementioned memory-unconstrained adaptive methods such
as AdaGrad and Adam require additional memory usage to store gradient-related statistics compared
to traditional gradient descent methods. Consequently, a line of works focus on reducing the memory
usage of such adaptive methods. For instance, [1] presents a variant of AdaGrad, called SM3, by
maintaining k sets of gradient accumulators. Both Adafactor and CAME [31] use matrix factorization
to approximate the second moment of gradients in Adam. GaLore [51] factorizes the gradients
through Singular Value Decomposition (SVD) before they enter the optimizer state. [32] proposes a
variant of Adam called MicroAdam by compressing both gradients and error feedbacks. Adapprox
[52] leverages randomized low-rank matrix approximation for Adam’s second moment estimator.
[23] develops a 4-bit Adam using quantization techniques to compress the first and second moment
estimators in Adam. [49] reduces the memory by cutting down the learning rate resources in Adam.

However, most of these works provide empirical convergence results, with scarce exceptions on
theoretical analysis. [1] establishes a regret bound in convex and bounded-stochastic-gradient
setting for SM3. [32] provides convergence guarantees in expectation for MicroAdam with the
assumptions of bounded gradients and well-behaved compression operators in non-convex smooth
settings. Notably, these algorithms differ structurally from Adafactor, resulting in key differences in
the proof. Moreover, our results hold with high probability without requiring bounded gradients or
convexity assumptions.

Another line of works also use the idea of memory-efficiency over full-matrix preconditioned gradient
methods. For example, works such as [18, 14, 45, 28], employ various techniques to approximate
Hessian matrices in a memory-efficient way. [18] and [28] provide convergence bounds for their
proposed algorithms in convex settings, assuming certain bounded gradient/Hessian-related terms.

Notations. For any positive integer T , let [T ] = {1, 2, · · · , T}. ∥ · ∥F and ∥ · ∥∞ denote the
Frobenius norm and ℓ∞-norm, respectively. a ∼ O(b) and a ≤ O(b) denote a = C0b and a ≤ C0b
for some positive constant C0. For any two matrices X = (xij)ij ,Y = (yij)ij ∈ Rn×m, we define
⟨X,Y ⟩ =

∑n
i=1

∑m
j=1 xijyij . X ⊙ Y , X

Y or X/Y , and
√
X denote the element-wise product,

quotient, and square root, respectively. 0n and 1n denote the n-dimensional zero and one vectors
respectively, and 1n×m denotes the n×m-dimensional matrix of ones. For any sequence {αi}i≥1,
we define

∑b
i=a αi = 0 and

∏b
i=a αi = 1 if a > b. χA denotes the indicator function with the set A.

We define RMS(X) =
√

1
mn

∑n
i=1

∑m
j=1 x

2
ij .

3 Problem setup

We consider unconstrained stochastic optimization in (1) over Rn×m under the Frobenius norm. The
objective function f : Rn×m → R is differentiable. Given an n×m matrix X , we assume a gradient
oracle that returns a random matrix g(X,Z) ∈ Rn×m dependent on the random sample Z. The
gradient of f at X is denoted by ∇f(X) ∈ Rn×m.

Assumptions. We make the following assumptions throughout the paper.

• (A1) L-smoothness: for any X,Y ∈ Rn×m, ∥∇f(Y )−∇f(X)∥F ≤ L∥Y −X∥F ;
• (A2) Bounded below: there exists f∗ > −∞ such that f(X) ≥ f∗, ∀X ∈ Rn×m;
• (A3) Unbiased estimator: the gradient oracle returns an unbiased estimator of ∇f(X), i.e.,
E [g(X,Z) | X] = ∇f(X), ∀X ∈ Rn×m;

• (A4) Sub-Gaussian noise: for σ > 0, E
[
exp

(
∥g(X,Z)−∇f(X)∥2

F

σ2

) ∣∣∣X] ≤ e,∀X ∈ Rn×m.

3



Algorithm 1 Adafactor

Input: Horizon T , initialization X1 ∈ Rn×m, R0 = 0m, C0 = 0⊤
n , step-size parameters

{ρk}k≥1, decay rates {β2,k}k≥1 ∈ [0, 1), regularization constant ϵ1 > 0, clipping threshold d.
for k = 1, · · · , T do

Draw a random sample Zk and Gk = g(Xk,Zk);
Rk = β2,kRk−1 + (1− β2,k)(Gk ⊙Gk + ϵ11n1

⊤
m)1m;

Ck = β2,kCk−1 + (1− β2,k)1
⊤
n (Gk ⊙Gk + ϵ11n1

⊤
m);

Wk = (RkCk)/(1
⊤
nRk);

Uk = Gk/
√
Wk;

ηk = ρk/max{1,RMS(Uk)/d};
Xk+1 = Xk − ηk ·Gk/

√
Wk;

end for

Assumptions (A1)–(A4) are standard in the convergence analysis for smooth non-convex optimization.
In particular, the sub-Gaussian noise assumption is widely used in the convergence analysis of
gradient-based methods, including SGD [15], AdaGrad [27, 21, 29], and Adam [24].

4 A review of Adafactor

In this section, we briefly introduce Adafactor and highlight its major differences from Adam. The
pseudocode for Adafactor is presented in Algorithm 1.

Matrix factorization. Throughout the training process, Adam maintains two n×m matrices, Mk

and Vk, using the exponential moving average update: for β1,k, β2,k ∈ [0, 1),

Mk = β1,kMk−1 + (1− β1,k)Gk, Vk = β2,kVk−1 + (1− β2,k)(Gk ⊙Gk), (2)

which results in tripled memory usage. The key innovation of Adafactor in improving memory
usage is to approximate Vk as the outer product of two rank-1 matrices Rk and Ck/(1

⊤
nRk), as

shown in Algorithm 1. Moreover, Rk and Ck are exactly the row sums and column sums of Vk, and
they also follow the exponential moving average update. Therefore, Adafactor only maintains two
rank-1 matrices Rk and Ck, significantly reducing the memory usage of storing Vk from O(mn) to
O(m+ n).

Increasing decay rate. In Adam, corrective terms are introduced into Mk and Vk, leading to two
decay rates that increase toward one. Theoretically, it has been demonstrated that a value close to
one for β2,k would ensure the convergence, e.g., [11, 55, 50] whereas a constant one may lead to
divergence [37]. Inspired by this observation, Adafactor uses an increasing second-moment decay
rate β2,k = 1− 1/kc, c > 0 to replace corrective terms. As pointed out by [38], this setting allows
for enjoying the stability of a low β2,k at the early stages of training and the insurance of convergence
from a high β2,k as the run progresses. Moreover, it leverages the bias correction.

Update clipping. Adafactor modifies the update process by discarding the first-order moment Mk

and instead applies an update clipping technique inside the step-size ηk. It is worth highlighting
that the update clipping involves dividing the root-mean-square of Uk when it exceeds a threshold
d, which differs from the standard gradient-clipping with the form ηk = ρk/max {1, ∥Gk∥F /d}.
This mechanism helps to calibrate the second-moment estimator Wk when it’s larger-than-desired
Gk ⊙Gk. Empirical findings in [38] indicate that implementing update clipping leads to significant
performance improvements when the learning-rate warm-up is not used.

5 Convergence bound for full-batch Adafactor

We first provide the convergence bound for the full-batch Adafactor. At each iteration, full-batch
Adafactor obtains the gradient ∇f(Xk) and then updates Rk,Ck using ∇f(Xk) instead of Gk in
Algorithm 1. The proof can be found in Appendix A.
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Theorem 5.1. Let {Xk}k≥1 be generated by Algorithm 2, and Assumptions (A1) and (A2) hold. For
any constants c0, d > 0 and β2,1 ∈ [0, 1), we define

G :=
√
2L(f(X1)− f∗) + c0, ∆ := max{1, G2}+ c0

d(1− β2,1)
. (3)

If 0 ≤ β2,k < 1, ρk = ρ0, ∀k ≥ 1 and

ϵ1 =
c0

dmn(1− β2,1)
, 0 < ρ0 ≤ c30

Ld2mnG∆2
, (4)

then, for any T ≥ 1,

min
k∈[T ]

∥Ḡk∥2F ≤ 2G∆(f(X1)− f∗)

ρ0T
.

The result indicates that full-batch Adafactor can find a stationary point at a rate of O(1/T ), matching
that of Gradient Descent and the lower bound for deterministic non-convex smooth optimization [5]
up to constant factors. We require ϵ1 ∼ O

(
1

mn

)
and ρ0 ≤ O

(
1

mn

)
. The setting for β2,k is mild,

including the default setup in [38] where β2,k = 1− 1/k0.8. In addition, we can set ρ0 ∼ O
(

1
mn

)
to

derive a convergence bound of O(mn) with respect to the dimension.

6 Stochastic Adafactor without update clipping

In the stochastic case, we start from the simple scenario where ηk = ρk, dropping the update clipping
1/max{1,RMS(Uk)/d}. The main reasons are as follows.

• As a first step toward theoretically investigating the convergence of Adafactor, we retain its
most essential component—the matrix factorization—while temporarily omitting the relatively
secondary update clipping. This simplification makes the proof more tractable.

• As pointed out in the experiments from [38], Adafactor’s performance shows little difference
with and without update clipping when implementing learning rate warm-up which is a popular
method in deep learning [53].

We now present the probabilistic convergence bound for Adafactor without update clipping as follows.
The detailed proof can be found in Appendix B.

Theorem 6.1. Let {Xk}k≥1 be generated by Algorithm 1 with ηk = ρk, ∀k ≥ 1 and Assumptions
(A1)-(A4) hold. For any T ≥ 1, δ ∈ (0, 1/2), λ0, c0 > 0, we define

H2 := 2L(f(X1)− f∗) +
12σ2λ0

c0
log

(
T

δ

)
+

4λ0(24 + λ0)(1 + log T )

c20
,

ΣH := H + σ

√
log

(
eT

δ

)
, H := Σ2

H + c0
√
mn. (5)

If ρ0 satisfies that

0 < ρ0 ≤ λ0

L
min

{
1√
H
,

1

Σ2
HH3/2

,
1

ΣH

√
H

}
, (6)

and other parameters satisfy that ϵ1 = c0√
mn

, β2,1 = 1
2 , ρ1 = ρ0, and for some constant c ∈ [0, 1],

β2,k = 1− 1

kc
, ρk =

ρ0
k1−c/2

, ∀k ≥ 2, (7)

then, with probability at least 1− 2δ,

min
k∈[T ]

∥∇f(Xk)∥2F ≤ H2

ρ0LT c/2

(
H + σ

√
log

(
eT

δ

)
+

√
c0

)
. (8)
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Convergence rate. Since H2 ∼ O(log T ), we can set ρ0 ≈ λ0

LΣ2
HH3/2 ∼ O

(
1

log5/2(T )

)
satisfying

(6), which leads to O
(

log4(T )
T c/2

)
order of convergence rate. With logarithmic factors ignored, Adafac-

tor can achieve the nearly optimal Õ(1/
√
T ) convergence rate when c = 1, matching the ones for

RMSProp/Adam in literature and the lower bound [2] for stochastic non-convex smooth optimization.

Hyper-parameter setups. Our result indicates that the optimal rate is attained with β2,k = 1−
1/k, ρk = ρ0/

√
k, a pattern commonly appeared in theoretical analyses of RMSProp [55, 25] and

Adam [55]. When c increases from 0 to 1, the convergence rate also improves. We also test our
hyperparameter setup empirically, indicating a similar improvement as c increases, see Figure 1 and
Table 1 in the appendix.

We apply polynomial decay step-size parameters, which have been widely used in existing literature
such as [33]. We also require ρ0 ≤ O

(
1

poly(log T )

)
and ϵ1 ∼ O

(
1√
mn

)
.

Dimension dependency. We can set ρ0 ∼ O(H−3/2) ∼ O((mn)−3/4) given that H2 ∼ O(1)
and H ∼ O(

√
mn) in terms of dimension dependency. With the setup, the convergence bound is

O((mn)3/4) with respect to the dimension. Under the assumptions of smoothness, [29, 20] derive
bounds of at least O(mn) with respect to the dimension for AdaGrad. For Adam and RMSProp, many
existing works [11, 50, 42, 25] derive O(poly(mn)) dependency while [24] derive a dimension-free
convergence bound. Our convergence bounds show comparable dimension dependency to most results
for AdaGrad and Adam, though a gap remains toward achieving fully dimension-free guarantees, and
improving the dimension dependency could be further investigated in the future.

Time-invariant β2,k. The following convergence bound sets a time-invariant β2,k = 1−1/T, ∀k ∈
[T ], a setting commonly used in Adam’s convergence results [11, 42, 19]. The result indicates that
Adafactor can still achieve Õ(1/

√
T ) convergence rate. The detailed proof is in Appendix B.5.

Corollary 1. Let {Xk}k≥1 be generated by Algorithm 1 with ηk = ρk, ∀k ≥ 1 and Assumptions
(A1)-(A4) hold. Let T ≥ 1, δ ∈ (0, 1/2), H and H be defined in (5). If β2,1 = 1

2 , β2,k = 1− 1
T , ∀k ∈

[T ] \ {1}, ρk = ρ0√
T
, ∀k ∈ [T ], ϵ1 = c0√

mn
, and ρ0 ≤ λ0

L min
{

1√
H , 1

2Σ2
HH3/2 ,

1
ΣH

√
H

}
, then it holds

that with probability at least 1− 2δ,

1

T

T∑
k=1

∥∇f(Xk)∥2F ≤ H2

ρ0L
√
T

(
H + σ

√
log

(
eT

δ

)
+

√
c0

)
.

7 Stochastic Adafactor with update clipping

In this section, we consider the update clipping and slightly change the threshold d in Algorithm 1
to a time-varying threshold dk. The update clipping in Adafactor differs from the standard clipping
mechanism, bringing some more essential challenges for analysis. In what follows, we demonstrate
that incorporating such clipping can still ensure convergence for Adafactor under sub-Gaussian noise.
The detailed proof is in Appendix C.
Theorem 7.1. Let {Xk}k≥1 be generated by Algorithm 1 with d replaced by dk for any k-th iteration.
Let Assumptions (A1)-(A4) hold. For any T ≥ 1, δ ∈ (0, 1/2), λ0, c0 > 0 and α > 1, let

I2 := 2L(f(X1)− f∗) +
4λ0(24 + λ0)(1 + log T )

c20
+

4
√
δ(1 + log T )

c0

+
192λ0

c0
log

(
T

δ

)
+

2α+1λ0(1 + log T )

(mn)(α−1)/2cα0
. (9)

Also, let ΣI := I + σ
√
log
(
eT
δ

)
and I := Σ2

I + c0
√
mn. If ρ0 satisfies that

0 < ρ0 ≤ λ0

L
min

{
1

Σ2
I

√
I
,

1

Σ2
II3/2

,
1

ΣI

√
I
,

1

I(ΣI

√
I)α

}
, (10)
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ϵ1, β2,k and ρk follow the setups in (7) for any c ∈ [0, 1], and dk ≥ k
c

2(α−1) , ∀k ∈ [T ], then, with
probability at least 1− 2δ,

min
k∈[T ]

∥Ḡk∥2F ≤ I2

ρ0LT c/2

(
I + σ

√
log

(
eT

δ

)
+
√
c0

)
.

Convergence rate. With I2 ∼ O(log T ), both Σ2
I and I are O(log T ) order and the typical setup

of ρ0 is O
(
1/ logmax{ 5

2 ,
1+2α

2 }(T )
)

satisfying (10), which leads to O
(

logmax{4,2+α}(T )
T c/2

)
order for

the convergence bound. When c = 1, Adafactor still achieves the nearly optimal Õ(1/
√
T ) rate.

In addition, we can set ρ0 ∼ O(I−3/2) ∼ O((mn)−3/4) given that I2 ∼ O(1) and I ∼ O(
√
mn)

with respect to the dimension. Under this setup, the convergence bound is O((mn)3/4) with respect
to the dimension.

Impact of update clipping. When incorporating update clipping, α influences the selection of ρ0
and dk, and the log T order in the convergence bound. The results suggest that the update clipping
does not significantly impact the convergence rate under sub-Gaussian noise. We hypothesize that
under sub-Gaussian (light-tailed) noise, update clipping is not necessary for ensuring convergence.
However, for other cases such as the heavy-tailed noise, update clipping may play a crucial role,
similar to the role of standard gradient clipping, as demonstrated in e.g., [9, 48, 16, 7].

We require dk to increase with steps k. At the early stages of training where the updates are usually
unstable [38, Figure 1], dk is small to ensure the clipping works effectively. As training progresses, the
sequences become more stable. Consequently, there is less need for update clipping, corresponding
to a relatively large dk. We test this setup through some experiments, showing its comparable
performance with the standard setting dk = 1, see Figure 4 and Table 2 in the appendix.

Time-invariant β2,k. We also provide the convergence bound with β2,k = 1− 1/T , which shares
a similar form to the one in Corollary 1. The detailed proof is in Appendix C.4.
Corollary 2. Let T ≥ 1, δ ∈ (0, 1/2), I and I be defined in Theorem 7.1. If β2,1 = 1

2 , β2,k =

1 − 1
T , ∀k ∈ [T ] \ {1}, ρk = ρ0√

T
, ∀k ∈ [T ], ϵ1 = c0√

mn
, dk ≥ k

c
2(α−1) , ∀k ∈ [T ] and ρ0 ≤

λ0

L min
{

1
Σ2

I

√
I ,

1
2Σ2

II3/2 ,
1

ΣI

√
I ,

1
I(ΣI

√
I)α

}
, then it holds that with probability at least 1− 2δ,

1

T

T∑
k=1

∥∇f(Xk)∥2F ≤ I2

ρ0LT c/2

(
I + σ

√
log

(
eT

δ

)
+
√
c0

)
.

8 Summary of proof challenges and techniques

In this section, we will summarize the main proof challenges brought by Adafactor, which are
essentially different from other memory-unconstrained adaptive methods such as Adam due to the
unique matrix factorization and update clipping.

We let Ḡk := ∇f(Xk) and begin by the descent lemma of the smoothness [34, Theorem 2.1.5],

f(Xk+1) ≤ f(Xk)−ηk

〈
Ḡk,

Gk√
Wk

〉
︸ ︷︷ ︸

(I)

+
Lη2k
2

∥∥∥∥ Gk√
Wk

∥∥∥∥2
F︸ ︷︷ ︸

(II)

, ∀k ≥ 1. (11)

Then, the following challenges arise from estimating (I) and (II).

Challenge I. Correlation between Gk and Wk. The classical method for estimating (I) is to
decompose it as the “descent term” plus the “noise variance term”:

(I) = −ηk

∥∥∥∥ Ḡk
4
√
Wk

∥∥∥∥2
F︸ ︷︷ ︸

descent term

− ηk

〈
Ḡk,

Gk − Ḡk√
Wk

〉
︸ ︷︷ ︸

noise variance

.
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For non-adaptive methods such as SGD, “noise variance” is a martingale difference sequence.
However, its conditional expectation is not necessarily zero, and the property of martingale can no
longer be used due to the correlation of Gk and Wk in Adafactor. Other adaptive methods such as
AdaGrad and Adam, also face a similar problem. To overcome this, existing works for AdaGrad and
Adam such as [44, 11, 42, 19] typically introduce a proxy step-size matrix Ak that is conditionally
independent of Gk and decompose (I) as

(I) = −ηk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

− ηk

〈
Ḡk,

Gk − Ḡk√
Ak

〉
︸ ︷︷ ︸

martingale difference

+ ηk

〈
Ḡk,Gk ⊙

(
1√
Ak

− 1√
Wk

)〉
︸ ︷︷ ︸

error

. (12)

For these works, proxy step-sizes are designed based on the linear update of Wk, the adaptive part
in step-sizes, such as (2). However, Adafactor uses a more complicated adaptive step-size with a
non-linear update rule between Wk and Wk−1, as shown in Algorithm 1, making existing proxy
step-sizes not applicable.

Solution. We first define some temporary bounds for (stochastic) gradients: for fixed horizon T

and any k ∈ [T ], Dk := maxs∈[k] ∥Ḡs∥F ,Σk := Dk + σ
√
log
(
eT
δ

)
and

Gk,1 := Σ2
k +mϵ1, Gk,2 := Σ2

k + nϵ1, Gk := Σ2
k +mnϵ1. (13)

Relying on the property of sub-Gaussian noise, we can verify the following inequalities with proba-
bility at least 1− δ (an equivalent form of (42)),

max
s∈[T ]

∥Gs − Ḡs∥F ≤ σ

√
log

(
eT

δ

)
, max

s∈[k]
∥Gs∥F ≤ Σk, ∀k ∈ [T ]. (14)

We design a new proxy step-size matrix Ak as follows:

Ak :=
(β2,kRk−1 + (1− β2,k)Gk,1 · 1n)

(
β2,kCk−1 + (1− β2,k)Gk,2 · 1⊤

m

)
β2,kSk−1 + (1− β2,k)Gk

.

Ak satisfies two important properties: (a). It’s conditionally independent with Gk − Ḡk. Thereby,
“martingale difference” term in (12) can be bounded through the concentration inequality. (b).
The following “distance” between Wk and Ak can be estimated by Dk multiplying a small term√

1− β2,k as β2,k is set to close enough to one: let Wk = (w
(k)
ij )ij ,Ak = (a

(k)
ij )ij , then∣∣∣w(k)

ij − a
(k)
ij

∣∣∣√
a
(k)
ij

≤ O
(
Dk

√
1− β2,k

)
, ∀k ∈ [T ], i ∈ [n], j ∈ [m].

Relying on this bound and the setups of ηk and β2,k in (7), and probability event in (14), we get that

t∑
k=1

error ≤
t∑

k=1

ηk
4

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+O
(
ρ0Σ

2
tG

3/2
t log t

)
, ∀t ∈ [T ]. (15)

We also refer to the proof of Proposition B.1 in the appendix for more details.

Challenge II. Additional update clipping. The first solution only considers the case where the
update clipping is omitted. The update clipping introduces an even more complex adaptive step-size.
We incorporate the new proxy step-size method in Solution 1 and some techniques from the analysis
of algorithms with standard clipping [9, 30, 35].

Solution. We first rewrite the update rule as

Xk+1 = Xk − ρk
G̃k√
Wk

, G̃k =
Gk

max{1,RMS(Uk)/dk}
.
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Then, we follow the design of Ak in the first solution and provide a decomposition for (I) in (11),

(I) = −ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F︸ ︷︷ ︸

descent term

+ ρk

〈
Ḡk,

(
1√
Ak

− 1√
Wk

)
⊙ G̃k

〉
︸ ︷︷ ︸

error 1

−ρk

〈
Ḡk,

G̃k√
Ak

− EZk

[
G̃k√
Ak

]〉
︸ ︷︷ ︸

martingale difference

+ ρk

〈
Ḡk,

Ḡk√
Ak

− EZk

[
G̃k√
Ak

]〉
︸ ︷︷ ︸

error 2

,

where Zk is the k-th random sample. Note that “error 1” shares a similar form as “error” in (12),
which can be estimated similarly as in (15). The critical point is to handle the additional “error 2”.
With Ak conditionally independent with Zk and Ḡk = EZk

[Gk] from Assumption 3,

error 2 ≤ ρk

∥∥∥∥ Ḡk√
Ak

∥∥∥∥
F

· EZk
∥Ωk∥F , Ωk := Gk

(
1− 1

max{1, ∥Uk∥F /(dk
√
mn)}

)
. (16)

Under the probability event of (14), we will estimate EZk
∥Ωk∥F which is solely dependent on

Z1, · · · ,Zk−1. Then, we can further derive that

EZk
∥Ωk∥F ≤ Σk

√
δ

T
+Σα

k

(
2
√
Gk

dkmnϵ1

)α−1

. (17)

Combining the above, and applying setups for dk, ρk and ϵ1, we get the following bound under (14),

t∑
k=1

error 2 ≤ O

(
t∑

k=1

ρ0Dk

(
Σk

√
Gk

)α
k

)
≤ O

(
ρ0Dt

(
Σt

√
Gt

)α
log t

)
, ∀t ∈ [T ].

For more details, we refer to the proof of Proposition C.1 in the appendix.

Challenge III. Potential unbounded gradient magnitude. Throughout the paper, we do not
assume the gradient magnitude is bounded. Therefore, we can only estimate (I) and (II) through the
temporary bounds Dk,Σk and Gk in (13).

Solution (stochastic case). First, based on the estimations for (I) and (II), one can derive that for
some increasing positive function ϕ(x), with probability at least 1− δ,

f(Xt+1)− f∗ ≤ −1

2

t∑
k=1

ηk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+O
(
ρ0ϕ(Dt) log

(
T

δ

))
, ∀t ∈ [T ]. (18)

Then, we use an induction argument to restrict the gradient magnitude. The induction will start by
verifying D1 ≤ H and then assume that Dt ≤ H for some t ∈ [T ] where H is a value defined with
O(
√
log(T/δ)) order in prior. Using the induction assumption and ∥Ḡt+1∥2F ≤ 2L(f(Xt+1)− f∗)

into (18),

∥Ḡt+1∥2F ≤ −L

t∑
k=1

ηk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+O
(
ρ0Lϕ(H) log

(
T

δ

))
≤ O

(
c0 log

(
T

δ

))
, (19)

where the last inequality applies the setup ρ0 ≤ c0
Lϕ(H) . Then, we derive that ∥Ḡt+1∥2F ≤ H2 from

(19) as H2 is O(log(T/δ)) order and can be set equal to the RHS of (19). The induction is thereby
complete, and the gradient magnitude is bounded by H . We refer to the proof of Proposition B.1 for
more details.

Solution (full-batch case). In the noiseless case, (I) and (II) can be cancelled with each other
through a proper selection of ηk. Relying on this, we can use an induction to derive a stronger result
where f(Xt) is non-increasing with t. See the proof of Proposition A.1 for more details.
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(b) GPT-2 on BookCorpus dataset

Figure 1: Training loss vs steps for different decay rates using Adafactor (no update clipping)

9 Experiment

Many existing works, such as [38, 51, 32, 53], have empirically demonstrated the convergence of
Adafactor, showing that it achieves comparable performance to Adam in training NLP models.

While our main contribution lies in theoretical parts, we also test our hyper-parameter setups in the
full fine-tuning (FFT) scenario. We train BERT-Base and BERT-Large on GLUE/MNLI and GPT-2
on BookCorpus dataset. We follow the setup in Theorem 6.1 and require c to range from 0.6 to 1.0.
Training loss curves are presented in Figure 1 and Figure 3, and test accuracy is reported in Table
1 in the appendix. The results show that as c increases, both the training loss and the test accuracy
improve, complementing our theoretical findings. The detailed training settings can be found in
Appendix D.1.

We also compare our configuration at c = 1 (the optimal selection in theoretical) with the default
setting proposed in [38] and with Adam, finding that their performances remain comparable. When
incorporating update clipping, we test the increasing clipping threshold dk = k

c
2(α−1) proposed in

Theorem 7.1, and find its performance to be comparable to the default setting where dk = 1 and to
Adam. Detailed experimental results are provided in Appendix D.2.

10 Conclusion

In this paper, we take the first step toward understanding the convergence of Adafactor in the non-
convex smooth landscape under sub-Gaussian noise. Our theoretical results indicate that with the
proper hyper-parameter setups, Adafactor can achieve the nearly optimal convergence rate, matching
the lower bound for first-order methods in full-batch cases up to constant factors, and stochastic cases
up to logarithmic factors.

Limitations. First, the convergence behavior of Adafactor with a constant clipping threshold, which
may be more common in practical applications, remains theoretically unexplored. Second, it remains
unknown whether Adafactor can still converge under other noise assumptions, such as heavy-tail
noise and affine variance noise. Third, the convergence results for Adafactor are established under
the standard smoothness assumption. It would be interesting to further investigate the convergence
under more general smoothness conditions that better reflect practical applications, such as (L0, L1)-
smoothness. Finally, it’s beneficial to further support our theoretical results through experiments on
large language models.
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A Proof detail for Theorem 5.1

We first provide the form of full-batch Adafactor as follows. The only difference to Algorithm 1 is
the replacement of the stochastic gradient by the gradient ∇f(Xk) at each iteration.

Algorithm 2 Full-batch Adafactor

Input: Initialization point X1 ∈ Rn×m, R̄0 = 0n, C̄0 = 0⊤
m, step-size parameters {ρk}k≥1,

decay rate {β2,k}k≥1 ∈ [0, 1), regularization constant ϵ1 > 0, clipping threshold d.
for k = 1, · · · , T do
Ḡk = ∇f(Xk);
R̄k = β2,kR̄k−1 + (1− β2,k)(Ḡk ⊙ Ḡk + ϵ11n1

⊤
m)1m;

C̄k = β2,kC̄k−1 + (1− β2,k)1
⊤
n (Ḡk ⊙ Ḡk + ϵ11n1

⊤
m);

W̄k = (R̄kC̄k)/1
⊤
n R̄k;

Ūk = Ḡk/
√

W̄k;
η̂k = ρk/max{1,RMS(Ūk)/d};
Xk+1 = Xk − η̂k · Ḡk/

√
W̄k;

end for

A.1 Preliminary

We first denote the auxiliary matrix Ḡ2
k,ϵ1

= Ḡk ⊙ Ḡk + ϵ11n1
⊤
m. In addition, we define V̄k =(

v̄
(k)
ij

)
ij

as follows,

V̄0 = 0n×m, V̄k = β2,kV̄k−1 + (1− β2,k)Ḡ
2
k,ϵ1 , k ≥ 1. (20)

To simplify the notation, we let Ḡk =
(
ḡ
(k)
ij

)
ij

, R(i)

V̄k
, C(j)

V̄k
and SV̄k

be the i-th row sum, j-th column

sum and the coordinate sum of V̄k respectively. The same definition principal is applied to the
notation R

(i)

Ḡ2
k,ϵ1

and C
(j)

Ḡ2
k,ϵ1

. We also use w̄
(k)
ij , v̄

(k)
ij , ū

(k)
ij to denote the coordinates of W̄k, V̄k, Ūk

in Algorithm 2 respectively. In addition, we define the temporary upper bound for the gradient
magnitude

Dt := max
k∈[t]

∥Ḡk∥F , ∆t := D2
t +mnϵ1. (21)

A.2 Technical lemmas

Before proving the main result, we introduce some technical lemmas.

Lemma A.1. For any t ≥ 1,
∑t

k=1
1
k ≤ 1 + log t.

Proof. With a simple calculation, we have
t∑

k=1

1

k
= 1 +

t∑
k=2

∫ k

k−1

1

k
dx ≤ 1 +

∫ t

1

1

x
dx = 1 + log t.

The following result is standard in the analysis of smooth-based optimization.
Lemma A.2. Let f satisfy Assumptions (A1) and (A2). Then, ∥∇f(X)∥2F ≤ 2L(f(X)− f∗) and

f(Y ) ≤ f(X) + ⟨∇f(X),Y −X⟩+ L

2
∥Y −X∥2F , ∀X,Y ∈ Rn×m. (22)

Lemma A.3. Let β2,k ∈ [0, 1], ∀k ≥ 1 and Γk be defined by

Γ0 = 0, Γk = β2,kΓk−1 + (1− β2,k), ∀k ≥ 1.

Then, (1− β2,1) ≤ Γk ≤ 1,∀k ≥ 1.
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Proof. We could prove the result by induction. Since Γ0 = 0, it’s easy to derive that (1− β2,1) =
Γ1 ≤ 1. Suppose that for any j ∈ [k − 1], (1− β2,1) ≤ Γj ≤ 1. Then

Γk ≥ β2,k(1− β2,1) + (1− β2,k) ≥ 1− β2,1, Γk ≤ β2,k + (1− β2,k) = 1.

The induction is then complete.

Lemma A.4. Let V̄k be defined in (20), R̄k and C̄k be defind in Algorithm 2. For any k ≥ 0, it holds
that

R̄k = V̄k1m, C̄k = 1⊤
n V̄k, SV̄k

= 1⊤
n R̄k = 1⊤

n V̄k1m.

As a consequence, for any i ∈ [n], j ∈ [m],

R
(i)

V̄k
= β2,kR

(i)

V̄k−1
+ (1− β2,k)R

(i)

Ḡ2
k,ϵ1

, C
(j)

V̄k
= β2,kC

(j)

V̄k−1
+ (1− β2,k)C

(j)

Ḡ2
k,ϵ1

.

Proof. Note that R̄0 = V̄01m = 0n and C̄0 = 1⊤
n V̄0 = 0⊤

m. Suppose that for any j ≤ k − 1,
R̄j = V̄j1m, C̄j = 1⊤

n V̄j . Then, using the updated rule in Algorithm 2 and (20),
R̄k = β2,kR̄k−1 + (1− β2,k)Ḡ

2
k,ϵ11m =

(
β2,kV̄k−1 + (1− β2,k)Ḡ

2
k,ϵ1

)
1m = V̄k1m,

C̄k = β2,kC̄k−1 + (1− β2,k)1
⊤
n Ḡ

2
k,ϵ1 = 1⊤

n

(
β2,kV̄k−1 + (1− β2,k)Ḡ

2
k,ϵ1

)
= 1⊤

n V̄k.
(23)

Since SV̄k
represents the coordinate sum of V̄k, we could derive that

SV̄k
=

n∑
i=1

m∑
j=1

v̄
(k)
ij = 1⊤

n R̄k = 1⊤
n V̄k1m.

Since R(i)

V̄k
denotes the i-th row sum of V̄k, it’s the i-th coordinate of R̄k. Hence, for each coordinate

of R̄k, using (23), we get that

R
(i)

V̄k
= β2,kR

(i)

V̄k−1
+ (1− β2,k)R

(i)

Ḡ2
k,ϵ1

.

Similarly, we can derive the result related to C
(j)

V̄k
.

Lemma A.5. Let Dk and ∆k be defined in (21). Then, for any i ∈ [n], j ∈ [m], k ≥ 1, it holds that

R
(i)

V̄k
∈ [mϵ1(1− β2,1), D

2
k +mϵ1], C

(j)

V̄k
∈ [nϵ1(1− β2,1), D

2
k + nϵ1],

SV̄k
∈ [mnϵ1(1− β2,1),∆k].

Proof. Recalling the definition of V̄k in (20) and Γk in Lemma A.3, we derive that

SV̄k
=

n∑
i=1

m∑
j=1

v̄
(k)
ij =

n∑
i=1

m∑
j=1

k∑
p=1

(1− β2,p)

((
ḡ
(p)
ij

)2
+ ϵ1

) k∏
l=p+1

β2,l


≤

k∑
p=1

(1− β2,p)

 k∏
l=p+1

β2,l

 ∥Ḡp∥2F + Γkmnϵ1

≤ Γk(D
2
k +mnϵ1) ≤ ∆k, (24)

where the last inequality applies Lemma A.3. Following (24) and Lemma A.3, we also derive that
SV̄k

≥ mnϵ1Γk ≥ mnϵ1(1− β2,1).

We also derive the upper bounds for R(i)

V̄k
and C

(j)

V̄k
as follows,

R
(i)

V̄k
=

m∑
j=1

v̄
(k)
ij ≤

k∑
p=1

(1− β2,p)

 k∏
l=p+1

β2,l

 ∥Ḡp∥2F + Γkmϵ1 ≤ D2
k +mϵ1,

C
(j)

V̄k
=

n∑
i=1

v̄
(k)
ij ≤

k∑
p=1

(1− β2,p)

 k∏
l=p+1

β2,l

 ∥Ḡp∥2F + Γknϵ1 ≤ D2
k + nϵ1.

Similarly, the lower bound could be derived by

R
(i)

V̄k
≥ mϵ1Γk ≥ mϵ1(1− β2,1), C

(j)

V̄k
≥ nϵ1Γk ≥ nϵ1(1− β2,1).
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A.3 Non-increasing function value.

Before proving Theorem 5.1, we need to establish a key proposition as follows, indicating that the
objective function value is non-increasing under the proper selection of ϵ1 and ρk in (4). The proof
will rely on an induction argument.
Proposition A.1. Following the same conditions in Theorem 5.1, for any k ≥ 1,

f(Xk+1) ≤ f(Xk)−
ρk∥Ḡk∥2F
2G∆

, (25)

where G and ∆ are as in (3).

Proof. Using Lemma A.2 and the updated rule in Algorithm 2, we get that

f(Xk+1) ≤ f(Xk) + ⟨Ḡk,Xk+1 −Xk⟩+
L

2
∥Xk+1 −Xk∥2F

= f(Xk)− η̂k

〈
Ḡk,

Ḡk√
W̄k

〉
+

Lη̂2k
2

∥∥∥∥∥ Ḡk√
W̄k

∥∥∥∥∥
2

F

≤ f(Xk)− η̂k

∥∥∥∥∥ Ḡk

4
√
W̄k

∥∥∥∥∥
2

F︸ ︷︷ ︸
(a)

+
L

2
η̂2k

∥∥∥∥∥ Ḡk√
W̄k

∥∥∥∥∥
2

F︸ ︷︷ ︸
(b)

. (26)

Step 1: Estimating (a) and (b). To lower bound (a), we first discuss the maximum operator inside
η̂k. Let two index sets be defined as

E
(k)
1 =

{
s ∈ [k] | ∥Ūs∥F ≥ d

√
mn
}
, E

(k)
2 =

{
s ∈ [k] | ∥Ūs∥F < d

√
mn
}
.

Using Lemma A.5 and w
(k)
ij =

R
(i)

V̄k
C

(j)

V̄k

SV̄k

, and noting that R(i)

V̄k
, C

(j)

V̄k
≤ SV̄k

, we derive that

w̄
(k)
ij ≥ mnϵ21(1− β2,1)

2

∆k
, w

(k)
ij ≤ SV̄k

≤ ∆k. (27)

Then, we have

∥Ūk∥2F =

n∑
i=1

m∑
j=1

(
ḡ
(k)
ij

)2
w̄

(k)
ij

≤ ∥Ḡk∥2F∆k

mnϵ21(1− β2,1)2
≤ D2

k∆k

mnϵ21(1− β2,1)2
. (28)

Hence,when k ∈ E
(t)
1 , the clipping is effective and we get that

η̂k

∥∥∥∥∥ Ḡk

4
√
W̄k

∥∥∥∥∥
2

F

≥ d
√
mnρk

∥Ūk∥F

∥∥Ḡk

∥∥2
F

maxi,j

√
w̄

(k)
ij

≥ dϵ1mn(1− β2,1)
ρk∥Ḡk∥2F
Dk∆k

. (29)

When k ∈ E
(t)
2 , the clipping does not work and we obtain that

η̂k

∥∥∥∥∥ Ḡk

4
√
W̄k

∥∥∥∥∥
2

F

≥
ρk
∥∥Ḡk

∥∥2
F

maxi,j

√
w̄

(k)
ij

≥ ρk∥Ḡk∥2F√
∆k

. (30)

Combining with (29) and (30), and using ϵ1 = c0
dmn(1−β2,1)

, we derive that

(a) ≥ min

{
1√
∆k

,
c0

Dk∆k

}
ρk∥Ḡk∥2F . (31)

Using (27), we have

(b) ≤ Lρ2k∥Ḡk∥2F
2mini,j w̄

(k)
ij

≤ Lρ2k∥Ḡk∥2F∆k

2(1− β2,1)2mnϵ21
. (32)
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Step 2: Verifying k = 1. To prove the desired result in (25), we use an induction argument. First,
we need to prove the case of k = 1. Note that when k = 1, from Lemma A.2, ϵ1 in (4) and D1,∆1

defined in (21), we get that

D2
1 = ∥Ḡ1∥2F ≤ 2L(f(X1)− f∗) ≤ G2, ∆1 = D2

1 +mnϵ1 ≤ G2 +mnϵ1 ≤ ∆. (33)

Then, setting k = 1 in (31) and using (33),

(a) ≥ min

{
1√
∆
,
c0
G∆

}
ρ1∥Ḡ1∥2F =

c0ρ1∥Ḡ1∥2F
G∆

, (34)

where the equality applies that ∆ ≥ 1 and c0
G ≤ 1 from (3). Similarly, applying (33) into (32) with

k = 1, and combining with (34) and (26) with k = 1,

f(X2) ≤ f(X1) + ρ1∥Ḡ1∥2F
(

Lρ1∆

2(1− β2,1)2mnϵ21
− c0

G∆

)
≤ f(X1)−

c0ρ1∥Ḡ1∥2F
2G∆

,

where the last inequality applies the setups of ϵ1, ρ1 in (4).

Step 3: Verifying k = t. Suppose that for any k ≤ t− 1, (25) holds. Consequently, for any k ≤ t,

∥Ḡk∥2F ≤ 2L(f(Xk)− f∗) ≤ · · · ≤ 2L(f(X1)− f∗) ≤ G2, ∆k ≤ ∆. (35)

Then, setting k = t in (31) and (32), and using (35), we have

(a) ≥ min

{
1√
∆
,
c0
G∆

}
ρt∥Ḡt∥2F =

c0ρt∥Ḡt∥2F
G∆

, (b) ≤ Lρ2t∥Ḡt∥2F∆
2(1− β2,1)2mnϵ21

. (36)

Plugging (36) into (26) with k = t, and using ρt = ρ0 in (4), we get that

f(Xt+1) ≤ f(Xt) + ρt∥Ḡt∥2F
(

Lρt∆

2(1− β2,1)2mnϵ21
− c0

G∆

)
≤ f(Xt)−

c0ρt∥Ḡt∥2F
2G∆

.

Then, the induction is complete, and we prove the desired result.

A.4 Proof of Theorem 5.1

Now, based on Proposition A.1, we can easily prove the main convergence result. Consequently,
subtracting f∗ on both sides of (25) and summing up both sides over k ∈ [T ],

T∑
k=1

ρk∥Ḡk∥2F
2G∆

≤ f(X1)− f(Xt+1) ≤ f(X1)− f∗,

where the last inequality applies Assumption (A2). Then, with ρk = ρ0, we can derive that

min
k∈[T ]

∥Ḡk∥2F ≤ 1

T

T∑
k=1

∥Ḡk∥2F ≤ 2G∆(f(X1)− f∗)

ρ0T
.

B Proof detail for Theorem 6.1

B.1 Preliminary

We first follow the notations of Ḡk =
(
ḡ
(k)
ij

)
ij

:= ∇f(Xk). Let Gk =
(
g
(k)
ij

)
ij

and ξk :=

Gk − Ḡk. We define G2
k,ϵ1

:= Gk ⊙Gk + ϵ11n1
⊤
m and Vk =

(
v
(k)
ij

)
ij

such that

V0 = 0n×m, Vk = β2,kVk−1 + (1− β2,k)G
2
k,ϵ1 , k ≥ 1. (37)

We also define R
(i)
Vk

, C
(j)
Vk

and SVk
as the i-th row sum, j-th column sum and coordinate sum of Vk

respectively. R(i)

G2
k,ϵ1

and C
(j)

G2
k,ϵ1

represent the same definitions with respect to G2
k,ϵ1

. Then, using a

similar deduction in Lemma A.4, we obtain that for any k ≥ 1, i ∈ [n], j ∈ [m],

R
(i)
Vk

= β2,kR
(i)
Vk−1

+ (1− β2,k)R
(i)

G2
k,ϵ1

, C
(j)
Vk

= β2,kC
(j)
Vk−1

+ (1− β2,k)C
(j)

G2
k,ϵ1

. (38)
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As a consequence of (38), each coordinate of Wk satisfies that

w
(k)
ij =

R
(i)
Vk

C
(j)
Vk

SVk

=

(
β2,kR

(i)
Vk−1

+ (1− β2,k)R
(i)

G2
k,ϵ1

)(
β2,kC

(j)
Vk−1

+ (1− β2,k)C
(j)

G2
k,ϵ1

)
β2,kSVk−1

+ (1− β2,k)SG2
k,ϵ1

.

(39)

A well-constructed proxy step-size. For any k ≥ 1, define

Dk := max
s∈[k]

∥Ḡs∥F , Σk := Dk + σ

√
log

(
eT

δ

)
,

Gk,1 := Σ2
k +mϵ1, Gk,2 := Σ2

k + nϵ1, Gk := Σ2
k +mnϵ1. (40)

Then, we introduce a proxy step-size matrix Ak =
(
a
(k)
ij

)
ij

such that

a
(k)
ij =

(
β2,kR

(i)
Vk−1

+ (1− β2,k)Gk,1

)(
β2,kC

(j)
Vk−1

+ (1− β2,k)Gk,2

)
β2,kSVk−1

+ (1− β2,k)Gk
. (41)

The proxy step-size technique is a standard way in the convergence analysis of adaptive methods, e.g.,
[44, 11]. We provide a new proxy step-size in (41) to handle the matrix factorization in Adafactor.
This construction satisfies two properties. First, it’s independent from the k-th random sample Zk

and thereby conditionally independent with the k-th stochastic gradient Gk. Second, it needs to
remain sufficiently close to the original adaptive step-size Wk to avoid generating divergent terms, as
indicated in Lemma B.6.

B.2 Technical lemmas

In the following, we first provide some necessary technical lemmas. We introduce a concentration
inequality for the martingale difference sequence. See [27] for a proof.

Lemma B.1. Suppose that {Zs}s∈[T ] is a martingale difference sequence with respect to ζ1, · · · , ζT .
Assume that for each s ∈ [T ], σs is a random variable only dependent on ζ1, · · · , ζs−1 and satisfies
that

E
[
exp

(
Z2
s

σ2
s

) ∣∣∣ζ1, · · · , ζs−1

]
≤ e.

Then, for any λ > 0, and for any δ ∈ (0, 1), it holds that

P

(
T∑

s=1

Zs >
1

λ
log

(
1

δ

)
+

3

4
λ

T∑
s=1

σ2
s

)
≤ δ.

We also introduce a standard result showing that the maximum magnitude of a sequence of vectors
with sub-Gaussian norm is restricted. See [27, Lemma 5] for a proof.

Lemma B.2. Let T ≥ 1 and ξk = Gk − Ḡk, ∀k ∈ [T ] satisfy Assumption (A4). Then, with
probability at least 1− δ,

max
k∈[T ]

∥ξk∥2F ≤ σ2 log

(
eT

δ

)
. (42)

Then, the following lemmas will be established based on the probabilistic event in Lemma B.2.

Lemma B.3. Let T ≥ 1, β2,1 = 1/2, β2,k ∈ [0, 1), ∀k ≥ 2 and Gk,1,Gk,2,Gk be defined in (40). If
(42) happens, then, for any k ∈ [T ], i ∈ [n] and j ∈ [m],

R
(i)

G2
k,ϵ1

, R
(i)
Vk

∈ [mϵ1/2,Gk,1], C
(j)

G2
k,ϵ1

, C
(j)
Vk

∈ [nϵ1/2,Gk,2], SG2
k,ϵ1

, SVk
∈ [mnϵ1/2,Gk].
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Proof. First, using (42), we have for any k ∈ [T ],

∥Gk∥F ≤ ∥Ḡk∥F + ∥ξk∥F ≤ Dk + σ

√
log

(
eT

δ

)
= Σk. (43)

Using (40), we derive that

mnϵ1/2 ≤ SG2
k,ϵ1

=

n∑
i=1

m∑
j=1

((
g
(k)
ij

)2
+ ϵ1

)
= ∥Gk∥2F +mnϵ1 ≤ Gk,

mϵ1/2 ≤ R
(i)

G2
k,ϵ1

=

m∑
j=1

((
g
(k)
ij

)2
+ ϵ1

)
≤ ∥Gk∥2F +mϵ1 ≤ Gk,1,

nϵ1/2 ≤ C
(j)

G2
k,ϵ1

=

n∑
i=1

((
g
(k)
ij

)2
+ ϵ1

)
≤ ∥Gk∥2F + nϵ1 ≤ Gk,2.

Using Lemma A.3 and (43), we can show that

mϵ1(1− β2,1) ≤ R
(i)
Vk

≤
k∑

p=1

(1− β2,p)

 k∏
l=p+1

β2,l

 ∥Gp∥2F + Γkmϵ1 ≤ Γk(Σ
2
k +mϵ1).

With β2,1 = 1/2, we then obtain the desired result. The bounds for C(j)
Vk

, SVk
can be also derived by

the similar deduction.

We have the following lemma to control each coordinate of the proxy step-size matrix Ak.
Lemma B.4. Let T ≥ 1, β2,1 = 1/2, β2,k ∈ [0, 1), ∀k ≥ 2. If (42) happens, then it holds that for
any k ∈ [T ], i ∈ [n], j ∈ [m],

mnϵ21
4Gk

≤ w
(k)
ij ,

mnϵ21
4Gk

≤ a
(k)
ij ≤ min{Gk,1,Gk,2}.

Consequently,
∥∥∥ Gk√

Wk

∥∥∥2
F
≤ 4Σ2

kGk

mnϵ21
.

Proof. With w
(k)
ij =

R
(i)
Vk

C
(j)
Vk

SVk
, we can easily derive from Lemma B.3 that

w
(k)
ij ≥ mnϵ21

4Gk
,

∥∥∥∥ Gk√
Wk

∥∥∥∥2
F

≤ ∥Gk∥2F
mini,j w

(k)
ij

≤ 4Σ2
kGk

mnϵ21
,

where the last inequality applies (43). Since R
(i)
Vk−1

, C
(j)
Vk−1

≤ SVk−1
and Gk,1,Gk,2 ≤ Gk, we have

β2,kR
(i)
Vk−1

+ (1− β2,k)Gk,1

β2,kSVk−1
+ (1− β2,k)Gk

≤ 1,
β2,kC

(j)
Vk−1

+ (1− β2,k)Gk,2

β2,kSVk−1
+ (1− β2,k)Gk

≤ 1.

Then, using Lemma B.3, we derive that

a
(k)
ij ≤ min

{
β2,kR

(i)
Vk−1

+ (1− β2,k)Gk,1, β2,kC
(j)
Vk−1

+ (1− β2,k)Gk,2

}
≤ min{Gk,1,Gk,2}.

(44)

To lower bound a
(k)
ij , we can derive from Lemma B.3 that

β2,kR
(i)
Vk−1

+ (1− β2,k)Gk,1 ≥ β2,k(mϵ1/2) + (1− β2,k)(mϵ1/2) = mϵ1/2.

Similarly, we get that β2,kC
(j)
Vk−1

+(1−β2,k)Gk,2 ≥ nϵ1/2 and further deriv that a(k)ij ≥ mϵ1·nϵ1
4Gk

.

Next, we have the following probabilistic result relying on the property of the martingale difference
sequence and sub-Gaussian noise.
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Lemma B.5. Let ρk be defined in (7) and β2,k ∈ [0, 1). Let Assumptions (A3), (A4) hold and H be
as in (5). For any T ≥ 1, λ > 0 and δ ∈ (0, 1), it holds that with probability at least 1− δ,

−
t∑

k=1

ρk

〈
Ḡk,

ξk√
Ak

〉
≤ 3λσ2

4

t∑
k=1

ρ2k

∥∥∥∥ Ḡk√
Ak

∥∥∥∥2
F

+
1

λ
log

(
1

δ

)
, ∀t ∈ [T ].

Proof. Let ζk = −ρk

〈
Ḡk,

ξk√
Ak

〉
and the filtration Fk = σ (Z1, · · · ,Zk) where σ(·) denotes the

σ-algebra. Note that ρk, Ḡk and Ak are measurable with Fk−1 and ξk is measurable with Fk. Then,
{ζk}k≥1 is a martingale difference sequence with Fk since from Assumption (A3),

E [ζk | Fk−1] = −ρk

〈
Ḡk,

E [ξk | Fk−1]√
Ak

〉
= 0.

Let ωk = σρk

∥∥∥ Ḡk√
Ak

∥∥∥
F

. We derive from Cauchy-Schwarz inequality and Assumption (A4) that

E
[
exp

(
ζ2k
ω2
k

)
| Fk−1

]
≤ E

exp

∥∥∥ Ḡk√

Ak

∥∥∥2
F
∥ξk∥2F

σ2
∥∥∥ Ḡk√

Ak

∥∥∥2
F

∣∣∣Fk−1

 ≤ e. (45)

Then, using Lemma B.1, it leads to that for any λ > 0, with probability at least 1− δ,

−
t∑

k=1

ρk

〈
Ḡk,

ξk√
Ak

〉
≤ 3λσ2

4

t∑
k=1

ρ2k

∥∥∥∥ Ḡk√
Ak

∥∥∥∥2
F

+
1

λ
log

(
1

δ

)
. (46)

The following key lemma provides an upper bound for the “relative distance” between Wk and Ak.
Lemma B.6. Let T ≥ 1, β2,1 = 1/2, β2,k ∈ [0, 1), ∀k ≥ 2. If (42) happens, then for any
k ≥ 1, i ∈ [n], j ∈ [m] and Gk in (40), it holds that∣∣∣w(k)

ij − a
(k)
ij

∣∣∣√
a
(k)
ij

≤ 3
√

(1− β2,k)Gk. (47)

Proof. To simplify the notation, we let

Xk = β2,kR
(i)
Vk−1

+ (1− β2,k)R
(i)

G2
k,ϵ1

, X̄k = (1− β2,k)

(
Gk,1 −R

(i)

G2
k,ϵ1

)
,

Yk = β2,kC
(j)
Vk−1

+ (1− β2,k)C
(j)

G2
k,ϵ1

, Ȳk = (1− β2,k)

(
Gk,2 − C

(j)

G2
k,ϵ1

)
,

Zk = β2,kSVk−1
+ (1− β2,k)SG2

k,ϵ1
, Z̄k = (1− β2,k)

(
Gk − SG2

k,ϵ1

)
. (48)

Then, we have ∣∣∣w(k)
ij − a

(k)
ij

∣∣∣ = ∣∣∣∣XkYk

Zk
− (Xk + X̄k)(Yk + Ȳk)

Zk + Z̄k

∣∣∣∣
=

∣∣∣∣XkYkZ̄k −XkZkȲk − YkZkX̄k − ZkX̄kȲk

Zk(Zk + Z̄k)

∣∣∣∣ .
Recalling a

(k)
ij in (41), we get that a(k)ij = (Xk+X̄k)(Yk+Ȳk)

Zk+Z̄k
. Hence, we derive that∣∣∣w(k)

ij − a
(k)
ij

∣∣∣√
a
(k)
ij

=

∣∣XkYkZ̄k −XkZkȲk − YkZkX̄k − ZkX̄kȲk

∣∣
Zk

√
(Xk + X̄k)(Yk + Ȳk)(Zk + Z̄k)

≤
∣∣XkȲk + YkX̄k + (X̄kȲk)

∣∣√
(Xk + X̄k)(Yk + Ȳk)(Zk + Z̄k)︸ ︷︷ ︸

(c)

+
XkYkZ̄k

Zk

√
(Xk + X̄k)(Yk + Ȳk)(Zk + Z̄k)︸ ︷︷ ︸

(d)

.

(49)
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Since (42) happens, we can apply Lemma B.3 to verify that

0 ≤ X̄k ≤ (1− β2,k)Gk,1, 0 ≤ Ȳk ≤ (1− β2,k)Gk,2, 0 ≤ Z̄k ≤ (1− β2,k)Gk. (50)

Since XkYk ≥ 0 and Zk + Z̄k > 0, (c) can be bounded as

(c) ≤
∣∣XkȲk + YkX̄k + X̄kȲk

∣∣√
(XkȲk + YkX̄k + X̄kȲk)(Zk + Z̄k)

≤

√
XkȲk + YkX̄k + X̄kȲk

Zk + Z̄k
. (51)

Recalling the definition, we have Xk, X̄k ≤ Zk + Z̄k and Yk ≤ Zk + Z̄k. Further, applying (50), we
derive that

XkȲk

Zk + Z̄k
≤ Ȳk ≤ (1− β2,k)Gk,2,

YkX̄k

Zk + Z̄k
≤ X̄k ≤ (1− β2,k)Gk,1,

X̄kȲk

Zk + Z̄k
≤ Ȳk ≤ (1− β2,k)Gk,2.

We then derive from (51), Gk,1 ≤ Gk and Gk,2 ≤ Gk that

(c) ≤
√
3(1− β2,k)Gk. (52)

Then, we move to bound (d). Recalling the definitions in (48), we have 0 ≤ Xk ≤ Zk, 0 ≤ Yk ≤ Zk.
Combining (50) where X̄k, Ȳk, Z̄k ≥ 0, we have

(d) ≤ XkYkZ̄k

Zk

√
XkYkZ̄k

≤
√
XkYkZ̄k

Zk
≤
√

Z̄k ≤
√
(1− β2,k)Gk. (53)

Applying (52) and (53) into (49), we then derive the desired result.

B.3 Bounding gradient magnitude

In this part, we will control the gradient magnitude along the optimization trajectory. The result is
summarized in the following proposition.
Proposition B.1. Following the same conditions and notations in Theorem 6.1, for any T ≥ 1 and
δ ∈ (0, 1/2), it holds that with probability at least 1− 2δ,

Dt = max
k∈[t]

∥Ḡk∥F ≤ H, Σt ≤ ΣH , Gt ≤ H, ∀t ∈ [T ]. (54)

Proof. Using the inequality in Lemma A.2 and Algorithm 1, we have

f(Xk+1) ≤ f(Xk) + ⟨Ḡk,Xk+1 −Xk⟩+
L

2
∥Xk+1 −Xk∥2F

≤ f(Xk)− ηk

〈
Ḡk,

Gk√
Wk

〉
+

Lη2k
2

∥∥∥∥ Gk√
Wk

∥∥∥∥2
F

.

Introducing the proxy step-size matrix Ak in (41) and then summing up both sides over k ∈ [t], we
derive that

f(Xt+1) ≤ f(X1)−
t∑

k=1

ηk

〈
Ḡk,

Gk√
Ak

〉
︸ ︷︷ ︸

A

+

t∑
k=1

ηk

〈
Ḡk,Gk ⊙

(
1√
Ak

− 1√
Wk

)〉
︸ ︷︷ ︸

B

+

t∑
k=1

Lη2k
2

∥∥∥∥ Gk√
Wk

∥∥∥∥2
F︸ ︷︷ ︸

C

. (55)

First, we will assume that the probability event in (42) happens and estimate B, C relying on the
temporary upper bounds Dk,Σk,Gk in (40). The estimation for A is given during the induction
argument. Note that when the same conditions in Theorem 6.1 hold and (42) holds, Lemmas B.3,
B.4, B.6 hold. To start with, using (42), we have

∥Gk∥F ≤ ∥Ḡk∥F + ∥ξk∥F ≤ Σk. (56)
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Estimating B. B is essentially the error brought by the proxy step-size Ak. We will first calculate

the gap of 1/
√
w

(k)
ij and 1/

√
a
(k)
ij as follows,∣∣∣∣∣∣ 1√

w
(k)
ij

− 1√
a
(k)
ij

∣∣∣∣∣∣ = 1√
w

(k)
ij

√
a
(k)
ij

∣∣∣∣√w
(k)
ij −

√
a
(k)
ij

∣∣∣∣ ≤ 1√
w

(k)
ij

√
a
(k)
ij

√∣∣∣w(k)
ij − a

(k)
ij

∣∣∣. (57)

We then apply (57) and Young’s inequality,

B ≤
t∑

k=1

n∑
i=1

m∑
j=1

ηk

∣∣∣ḡ(k)ij g
(k)
ij

∣∣∣√
w

(k)
ij

√
a
(k)
ij

√∣∣∣w(k)
ij − a

(k)
ij

∣∣∣
≤ 1

4

t∑
k=1

n∑
i=1

m∑
j=1

ηk ·

(
ḡ
(k)
ij

)2
√
a
(k)
ij

+ 4

t∑
k=1

n∑
i=1

m∑
j=1

ηk ·

∣∣∣w(k)
ij − a

(k)
ij

∣∣∣√
a
(k)
ij

·

 g
(k)
ij√
w

(k)
ij

2

. (58)

Thus, plugging (47) from Lemma B.6 into (58), then using Lemma B.4 and ηk = ρk =
ρ0/k

1−c/2, β2,1 = 1/2, β2,k = 1− 1/kc, k ≥ 2, we derive that

B ≤ 1

4

t∑
k=1

ηk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+ 12

t∑
k=1

ηk

√
(1− β2,k)Gk

∥∥∥∥ Gk√
Wk

∥∥∥∥2
F

≤ 1

4

t∑
k=1

ηk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
48ρ0
mnϵ21

t∑
k=1

Σ2
kG

3/2
k

k

≤ 1

4

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
48ρ0Σ

2
tG

3/2
t (1 + log t)

mnϵ21
, (59)

where we apply Σk ≤ Σt,Gk ≤ Gt, k ≤ t and Lemma A.1 in the last inequality.

Estimating C. Using the setups of ηk and β2,k, Lemma B.4 and Lemma A.1, we have

C ≤ L

2

t∑
k=1

ρ20
k

∥∥∥∥ Gk√
Wk

∥∥∥∥2
F

≤ 2Lρ20
mnϵ21

t∑
k=1

Σ2
kGk

k
≤ 2Lρ20Σ

2
tGt(1 + log t)

mnϵ21
. (60)

An induction argument to bound Dk. The induction is established based on the events in (42)
and Lemma B.5. Hence, the target result will hold with probability at least 1− 2δ. First, it’s easy to
verify that G2

1 ≤ 2L(f(X1)− f∗) ≤ H2 from Lemma A.2. Let us suppose that for some t ∈ [T ],

Dk ≤ H, consequently with ϵ1 = c0/
√
mn, Σk ≤ ΣH , Gk ≤ H, ∀k ∈ [t], (61)

where the specific defitions of H,ΣH and H are in (5). Then, we move to the case of t+ 1. We first
subtract f∗ on both sides of (55) and use Lemma A.2 to derive that

∥Ḡt+1∥2F
2L

≤ f(Xt+1)− f∗ ≤ f(X1)− f∗ +A+B+C. (62)

Next, we provide the esimtation for A based on (42) and Lemma B.5.

Estimating A. We first introduce ξk = Gk − Ḡk into A and get that

A = −
t∑

k=1

ηk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

−
t∑

k=1

ηk

〈
Ḡk,

ξk√
Ak

〉
. (63)

Under (42) and ηk = ρk, we can combinine with Lemma B.4 and ρk in (7) to derive that when
c ∈ [0, 2),

ρk√
a
(k)
ij

≤ ρ0
k1−c/2

· 2
√
Gk√

mnϵ1
≤ 2ρ0

√
Gk√

mnϵ1
. (64)
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Therefore, setting λ =
√
mnϵ1/(6σ

2ρ0
√
H) in (46), using (64) and re-scaling δ, we derive that

−
t∑

k=1

ρk

〈
Ḡk,

ξk√
Ak

〉
≤ 1

4

t∑
k=1

ρk
√
Gk√
H

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
6σ2ρ0

√
H√

mnϵ1
log

(
T

δ

)
, ∀t ∈ [T ],

which leads to that

A ≤
t∑

k=1

( √
Gk

4
√
H

− 1

)
ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
6σ2ρ0

√
H√

mnϵ1
log

(
T

δ

)
, ∀t ∈ [T ]. (65)

Putting together. Note that the estimations in (59), (60) and (65) are established based on the
probability events in (42) and Lemma B.5. Then, using (61), ρ0 defined in (6) and ϵ1 = c0√

mn
into

these estimations, we have

A ≤ −3

4

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
6σ2λ0

Lc0
log

(
T

δ

)
,

B ≤ 1

4

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
48λ0(1 + log T )

Lc20
,

C ≤ 2Lρ20Σ
2
HH(1 + log t)

mnϵ21
≤ 2λ2

0(1 + log T )

Lc20
. (66)

Then, plugging (66) into (62), it leads to that

∥Ḡt+1∥2F
2L

≤ f(X1)− f∗ − 1

2

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
6σ2λ0

Lc0
log

(
T

δ

)
+

2λ0(24 + λ0)(1 + log T )

Lc20
. (67)

With both sides multiplying 2L, we derive that

∥Ḡt+1∥2F ≤ 2L(f(X1)− f∗)− L

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
12σ2λ0

c0
log

(
T

δ

)
+

4λ0(24 + λ0)(1 + log T )

c20

≤ H2 − L

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

≤ H2, (68)

where H is defined in (5). The induction is complete, and we prove the desired result.

B.4 Proof of Theorem 6.1

The final convergence bound is established based on the probabilistic events in (42) and Lemma B.5,
which thereby holds with probability at least 1− 2δ. As a consequence of (68),

L

T∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

≤ H2 − ∥ḠT+1∥2F ≤ H2. (69)

Moreover, using Lemma B.4, Proposition B.1 and ϵ1 = c0/
√
mn, we have√

a
(k)
ij ≤

√
Σ2

k +
√
mnϵ1 ≤ ΣH +

√
c0, ∀k ∈ [T ]. (70)

Thereby, with ρk = ρ0/k
1−c/2, we have

T∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

≥
T∑

k=1

ρk
∥∥Ḡk

∥∥2
F

maxi,j

√
a
(k)
ij

≥ ρ0
ΣH +

√
c0

T∑
k=1

∥∥Ḡk

∥∥2
F

k1−c/2
. (71)

Combining with (71) and (69), and using
∑T

k=1 1/k
1−c/2 ≥ T c/2, we derive that

min
k∈[T ]

∥Ḡk∥2F ≤
H2
(
ΣH +

√
c0
)

ρ0LT c/2
.
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B.5 Proof of Corollary 1

Here, we let ρk = ρ0/
√
T , k ∈ [T ], β2,1 = 1/2 and β2,k = β2 = 1 − 1/T, k = 2, · · · , T be a

constant. We still suppose that the probability events in (42) and Lemma B.5 hold. Then, all the
lemmas in Section B.2 still hold as they only require β2,1 = 1/2, β2,k ∈ [0, 1). Also, the estimation
for A in (65) remains unchanged. Following the similar deduction in (58) and applying β2,1 = 1/2,
β2,k = β2 = 1− 1/T, k ≥ 2 and ρk = ρ0/

√
T , we have

B ≤ 1

4

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
48ρ0Σ

2
tG

3/2
t

mnϵ21

(√
1

2T
+

t∑
k=2

1

T

)

≤ 1

4

t∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

+
96ρ0Σ

2
tG

3/2
t

mnϵ21
. (72)

Following the similar deduction in (60), and using ρk = ρ0/
√
T ,

C ≤ 2Lρ20
mnϵ21

t∑
k=1

Σ2
kGk

T
≤ 2Lρ20Σ

2
tGt

mnϵ21
. (73)

Thereby, with the similar induction argument based on (42) and Lemma B.5, we can derive that with
proabability at least 1− 2δ, (69) and the following results hold

Dt = max
k∈[t]

∥Ḡk∥F ≤ H, Σt ≤ ΣH , Gt ≤ H, ∀t ∈ [T ], (74)

when H,H and ΣH are as in (5) and

0 < ρ0 ≤ λ0

L
min

{
1√
H
,

1

2Σ2
HH3/2

,
1

ΣH

√
H

}
. (75)

Hence, we will derive the convergence rate based on the probabilistic events in (42) and Lemma B.5,
which thereby holds with probability at least 1− 2δ. Since β2,1 = 1/2, β2,k ∈ [0, 1), ϵ1 = c0/

√
mn

and (74) holds, we can get that √
a
(k)
ij ≤ ΣH +

√
c0, ∀k ∈ [T ].

Following the same result in (71), and using ρk = ρ0/
√
T , we have for any k ∈ [T ],

T∑
k=1

ρk

∥∥∥∥ Ḡk
4
√
Ak

∥∥∥∥2
F

≥
T∑

k=1

ρk
∥∥Ḡk

∥∥2
F

maxi,j

√
a
(k)
ij

≥ ρ0
ΣH +

√
c0

T∑
k=1

∥∥Ḡk

∥∥2
F√

T
. (76)

Then, combining (69), we get the desired result that

1

T

T∑
k=1

∥∥Ḡk

∥∥2
F
≤

H2
(
ΣH +

√
c0
)

ρ0L
√
T

.

C Proof detail for stochastic Adafactor with update clipping

C.1 Proof preliminary

We follow the notation definitions of Dk,Σk and Gk in (40). Next, we define

G̃k =
Gk

max{1, ∥Uk∥F /(dk
√
mn)}

. (77)

Since RMS(Uk) = ∥Uk∥F /
√
mn, the update rule for Adafactor becomes

Xk+1 = Xk − ρk
G̃k√
Wk

. (78)
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C.2 Bounding gradient magnitude

Before proving the main convergence result, we still need to control the gradient magnitude through
an induction argument in the following proposition. The proof detail, however, is different from the
one for Proposition B.1. We will rely on some techniques in the analysis of algorithms with standrad
clipping.
Proposition C.1. Following the conditions and notations of Theorem 7.1, it holds that with probability
at least 1− 2δ,

Dk ≤ I, Σk ≤ ΣI , Gk ≤ I, ∀k ∈ [T ].

Proof. Using the inequality in Lemma A.2 and (78), we have

f(Xk+1) ≤ f(Xk) + ⟨Ḡk,Xk+1 −Xk⟩+
L

2
∥Xk+1 −Xk∥2F

= f(Xk)− ρk

〈
Ḡk,

G̃k√
Wk

〉
+

Lρ2k
2

∥∥∥∥∥ G̃k√
Wk

∥∥∥∥∥
2

F

.

Subtracting f∗ on both sides and summing up both sides over k ∈ [t], we have for any t ≥ 1,

f(Xt+1)− f∗ ≤ f(X1)− f∗ +

t∑
k=1

−ρk

〈
Ḡk,

G̃k√
Wk

〉
︸ ︷︷ ︸

D

+

t∑
k=1

Lρ2k
2

∥∥∥∥∥ G̃k√
Wk

∥∥∥∥∥
2

F︸ ︷︷ ︸
E

. (79)

Introducing Ak defined in (41), we further have the following decomposition,

D = −
t∑

k=1

ρk

〈
Ḡk,

G̃k√
Ak

〉
+

t∑
k=1

ρk

〈
Ḡk,

(
1√
Ak

− 1√
Wk

)
⊙ G̃k

〉
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D.1
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ρk

∥∥∥∥ Ḡk
4
√
Ak
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F

+D.1

−
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ρk

〈
Ḡk,

G̃k√
Ak

− EZk

[
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Ak

]〉
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D.2

+

t∑
k=1

ρk

〈
Ḡk,

Ḡk√
Ak

− EZk

[
G̃k√
Ak

]〉
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D.3

. (80)

In the following estimations, D.1, E and D.3 are established based on the probability event in (42),
whereas D.2 does not rely on (42). First, based on (42), (77) and Dk,Σk defined in (40), we have

∥Ḡk∥F ≤ Dk, ∥Gk∥F ≤ ∥Ḡk∥F + ∥Gk − Ḡk∥F ≤ Σk, ∥G̃k∥F ≤ ∥Gk∥F ≤ Σk. (81)

Hence, under (42), we get that

∥EZk
[G̃k]∥F ≤ EZk

∥G̃k∥F ≤ EZk
∥Gk∥F

≤ EZk
∥Ḡk∥F + EZk

∥Gk − Ḡk∥F ≤ Dk + σ

√
log

(
eT

δ

)
≤ Σk. (82)

Estimating E. Under (42), we can use G̃k defined in (77), Lemma B.4 and (81) to verify that∥∥∥∥∥ G̃k√
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. (83)

Using ρk = ρ0/k
1−c/2 ≤ ρ0/

√
k,Σk ≤ Σt,Gk ≤ Gt, ∀k ≤ t and (83), we derive that

E ≤ Lρ20
2
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1

k

4Σ2
kGk

mnϵ21
≤ 2Lρ20Σ

2
tGt

mnϵ21

t∑
k=1

1

k
≤ 2Lρ20Σ

2
tGt(1 + log t)

mnϵ21
, (84)

where the last inequality applies Lemma A.1.
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Estimating D.1 We can follow the similar deduction in (57) and (58) to derive that
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. (85)

Under (42), we can apply Lemma B.6, Gk ≤ Gt, ∀k ≤ t, and (83) into (85) to derive that

D.1 ≤ 1

4

t∑
k=1

ρk

∥∥∥∥ Ḡk
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Using ρk = ρ0/k
1−c/2, β2,k = 1− 1/kc and Lemma A.1, we further have
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. (87)

Estimating D.2. Since Ak is independent from Zk, it leads to

D.2 = −
t∑

k=1

ρk

〈
Ḡk√
Ak

, G̃k − EZk

[
G̃k

]〉
.

Let φk := −ρk

〈
Ḡk√
Ak

, G̃k − EZk

[
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]〉
and the filtration Fk := σ (Z1, · · · ,Zk). Note that ρk,

Ḡk and Ak are measurable with Fk−1. Since ξk is measurable with Fk, we could prove that {φk}k≥1
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Using that ∥G̃k∥F ≤ ∥Gk∥F and ∥Ḡk∥F ≤ Dk, we derive that
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Let ω′
k = 4Σkρk

∥∥∥ Ḡk√
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F

which is measurable with Fk−1. We thus derive from the Cauchy-Schwarz
inequality, (88) and σ ≤ Σk, Dk ≤ Σk,
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Using Jensen’s inequality, we get that
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Using Jensen’s inequality and the definition of sub-Gaussian noise, we further have
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Estimating D.3. First, since Ak is independent from Zk and EZk
[Gk] = Ḡk, we have
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Then, we will estimate EZk
Ωk under the event in (42) and consequently (14) that we restate here:

max
l∈[k]

∥Gl∥F ≤ Σk, ∀k ∈ [T ]. (91)

We note that EZk
Ωk is a random variable depending only on {Z1, · · · ,Zk−1} and Zk can be

replaced by any Z ′
k that is i.i.d. with Z1, · · · ,Zk−1 and we shall use the similar notations such as ξ′k,

Ω′ and U ′
k for the corresponding variables with Zk replaced by Z ′

k. Then, we define the indicator
functions Ŝk,1 and Ŝk,2 as follows,
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k∥F Ŝk,2

]
≤
√
EZ′

k
∥Ω′

k∥2F ·
√
EZ′

k
[Ŝ2
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where the last inequality uses the following result since (42) holds, Ŝk,2 is dependent from
Z1, · · · ,Z ′

k and Z ′
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We next define the indicator functions Sk,1, Sk,2 and S̃k,1 as follows,
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Under (91) and the event of Ŝk,1, we can use the similar deduction in Lemma B.4 to derive that
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Consequently, we have Sk,1 ≤ S̃k,1 from (92). Note that when Sk,2 = 1, it implies that Ω′
k = 0n×m.
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where the last inequality applies ∥Ω′
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From the above analysis, we derive that under (91),
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Under (91), we can use Lemma B.4 to get that,∥∥∥∥ Ḡk√
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Combining with (90), (93) and (94), and using ρk = ρ0/k
1−c/2, c ∈ (0, 1], dα−1

k ≥ kc/2 and Lemma
A.1, we derive that under (91),
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where the last inequality further uses Dk ≤ Dt,Σk ≤ Σt,Gk ≤ Gt when k ≤ t.

An induction argument. The induction argument is based on the probability events in (42) and
(89), thereby the desired result holds with probability at least 1− 2δ. First, we can easily verify that
D2

1 ≤ 2L(f(X1)− f∗) ≤ I2 from Lemma A.2. Let us suppose that for some t ∈ [T ],

Dk ≤ I, consequently, Σk ≤ ΣI , Gk ≤ I, ∀k ∈ [t]. (96)

Since (42) holds, we can first use ρk = ρ0/k
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Plugging (97) into (89) and re-scaling δ, it leads to that for any λ > 0, with probability at least 1−2δ,
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Then, we can plug the estimations (84), (87), (98) and (95) into (80) and (79), and use (96) to get that
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Recalling the condition for ρ0 in (10) and ϵ1 = c0/
√
mn, then using ∥Ḡt+1∥2F ≤ 2L(f(Xt+1)−f∗)

from Lemma A.2,
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With both sides multiplying 2L, we obtain that
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where I is defined in (9). Then, the induction is complete, and we prove the desired result.

C.3 Proof of Theorem 7.1

The final convergence bound is established based on (42) and (89), which thereby holds with
probability at least 1− 2δ. As a consequence of (100),
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Under (42), we can use Lemma B.4 and Proposition C.1 to get that a(k)ij ≤ Σ2
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Using
∑T

k=1 1/k
1−c/2 ≥ T c/2, we derive that
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C.4 Proof of Corollary 2

Here, we let ρk = ρ0/
√
T , k ∈ [T ], β2,1 = 1/2 and β2,k = β2 = 1 − 1/T, k = 2, 3, · · · , T .

Setting β2,k = 1− 1/T and ρk = ρ0/
√
T , the estimations in (84), (98) and (95) remain unchanged

under the probability event in (42). Indeed, these estimations can be further tighten by replacing∑t
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1
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1
T ≤ 1. The minor difference comes from the estimation of D.1.

Following the similar deduction in (85) and (86), and using the new setups for ρk and β2,k, we have
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Thereby, with the induction argument and the probability events in (42) and (89), we can still verify
that with probability at least 1− 2δ, (100) and the following inequalities hold

Dk ≤ I, Σk ≤ ΣI , Gk ≤ I, ∀k ∈ [T ], (104)

when
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. (105)

Hence, we establish the convergence rate based on the (42) and (89), which thereby holds with
probability at least 1 − 2δ. Since β2,1 = 1/2, β2,k ∈ [0, 1), k ≥ 2 and ϵ1 = c0/

√
mn, we can use

Lemma B.4 and Proposition C.1 to get that
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Then, combining (101), we get the desired result that

1

T

T∑
k=1
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D Some complementary experiments

All the experiments are conducted using the fairseq implementation of Adafactor 4 and the Hugging
Face implementation of Adam on two NVIDIA GeForce RTX 4090 GPUs. The pretrained models of
BERT-Base/Large and GPT-2 are also downloaded from Hugging Face.

D.1 Experiments on Adafactor without update clipping

We conduct experiments on BERT-Base and BERT-Large using the GLUE/MNLI benchmark, and on
GPT-2 using the BookCorpus dataset. All models are trained with the Adafactor optimizer without
update clipping, under the parameter setting β2,k = 1 − 1/kc and ρk = ρ0/k

c, where the decay
rate c ranges over {0.6, 0.7, 0.8, 0.9, 1.0}. Additionally, we compare the optimal performance under
our setup (with c = 1) against both the default Adafactor configuration proposed by [38], that is,
β2,k = 1− 1/k0.8 and ρk = ρ0/

√
k, and the Adam optimizer with β1 = 0.9, β2 = 0.999.

Each experiment is conducted over three epochs with a batch size of 128 for BERT-Base/Large and a
batch size of 8 for GPT-2. The base learning rate ρ0 is selected via a two-stage grid search. First,
we search over the coarse grid {1, 0.1, 0.01, 0.001, 0.0001}. Then, based on the best candidate (e.g.,
0.001), we refine the search by evaluating its surrounding values with a step-size equal to one-tenth
of the candidate value (e.g., 1× 10−4), and choose the best-performing learning rate. All training
loss curves and test accuracy results are presented in Figures 2, Figure 3, and Table 1.

Our results show that both convergence rates and test accuracy consistently improve as the decay
rate c increases from 0.6 to 1.0, with the best performance achieved at c = 1, which aligns well with
Theorem 6.1. The training loss at c = 1 is slightly better or comparable to that under the default
Adafactor setting. However, test accuracy is marginally worse, which may be attributed to overfitting
under this configuration.

Furthermore, the best performances of Adafactor (at c = 1) for training BERT-Base and BERT-Large
are comparable to that of Adam, suggesting that the reduced memory overhead in Adafactor does not
necessarily compromise convergence speed or generalization performance.

4https://github.com/facebookresearch/fairseq/blob/main/fairseq/optim/adafactor.py
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Figure 2: Training loss of Adafactor (no update clipping) with c = 1 or default setup, and Adam
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Figure 3: Training loss vs steps of Adafactor (no update clipping) with different c

Table 1: The test accuracy after 3 epochs. We use Adafactor (no update clipping) and Adam to train
BERT-Base and BERT-Large on GLUE/MNLI .

c = 0.6 c = 0.7 c = 0.8 c = 0.9 c = 1.0 Default Adam

BERT-Large 74.78% 77.32% 78.90% 80.65% 82.28% 82.35% 83.28%
BERT-Base 70.08% 72.91% 75.56% 79.68% 80.24% 80.64% 82.56%

D.2 Experiments on Adafactor with update clipping

We further test our newly proposed increasing clipping threshold in Theorem 7.1 and compare it with
the standard setting where dk = 1. We fix c = 1 which is the optimal selection in our theory and use
dk = k

c
2(α−1) with α ∈ {2.0, 4.0, 5.0, 7.0, 9.0, 12.0}. The other settings keep the same as the ones

in Section D.1. We report the training loss curves in Figure 4 and test accuracy in Table 2.

Table 2: The test accuracy after 3 epochs. We use Adafactor with different clipping thresholds to
train BERT-Base/Large on GLUE/MNLI.

α = 2.0 α = 4.0 α = 5.0 α = 7.0 α = 9.0 α = 12.0 d = 1

BERT-Large 82.84% 82.88% 82.79% 82.21% 82.78% 82.43% 81.94%
BERT-Base 81.65% 81.61% 81.18% 81.08% 82.01% 81.71% 81.28%

The results indicate that the increasing clipping thresholds lead to a comparable performance to the
constant one as well as Adam. In addition, compared Table 2 with the test accuracy of c = 1 in Table
1, it’s clear to see that adding update clipping can enhance the performance, particularly when there
is no learning rate warm up. This finding is also aligned with the experimental results in [38].
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(b) BERT-Base on GLUE/MNLI

Figure 4: Training loss vs steps of Adafactor with different update clipping thresholds
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: See the Abstract and Introduction parts.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section 10.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: See Theorem 5.1, Theorem 6.1 and Theorem 7.1 and their corresponding
proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: See Section 9.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: Our code is based on Pytorch package which is standard. In addition, we
have clarified the detailed experimental setup in our paper and the experiments are easy to
reproduce.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: : We do not provide error bars, but instead explain how we report the results in
Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We use NVIDIA 4090 GPU.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: [NA]
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: [NA]
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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