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Abstract

Neural network models have achieved good per-
formance on morphological inflection tasks, in-
cluding English past tense inflection. However
whether they can represent human cognitive
mechanisms is still under debate. In this work,
we examined transformer models with different
size and distribution of training data to show
that: 1) neural model’s performance correlates
with the adult behavior, but not children’s be-
havior; and the model with small-size training
data that matches parents’ input distribution has
the highest correlation; 2) neural models’ er-
rors are not human-like; however, the errors on
the regulars and irregulars show a clear distinc-
tion. Therefore, we conclude that the current
transformer models exhibit some resemblance
of human behavior, but is insufficient as a cog-
nitive model of learning morphological rules.

1 Introduction

English past tense has been the subject of debate in
human language processing for decades. The past
tense has attracted so much attention because both
adults and children exhibit a clear distinction be-
tween the regulars and irregulars. The regular form
follows a formal rule: adding ‘-ed [/d/,/t/,/1d/]" to
the verb stem as in ‘help/helped’ applies to a vast
majority of English verbs and can be generalized
to novel words by adults and children (e.g. ‘wug-
wugged’, Berko (1958)). The irregular forms con-
sist of ~ 200 verbs in English. Some of the patterns
can be categorized by phonological similarities, as
in ‘sing/sang’, ‘sink/sank’, ‘drink/drank and ‘be-
gin/began’, but these patterns are rarely generalized
by human speakers. Thus, the debate of English
past tense has been focused on the nature of the
regular-irregular distinction, whether it is a discrete
distinction that is governed by rules (e.g. Pinker
and Prince, 1988), or a gradient distinction that is
generated by phonological analogy (e.g. Bybee and
Moder, 1983).

Rumelhart and McClelland (1986) (hence RM)
first proposed that past tense inflection can be
learned by the neural model. They constructed a
connectionist model that learns to associate phono-
logical features of the stem with phonological fea-
tures of the past-tense forms. Since the early fixed-
size feed-forward network can’t handle sequences
with varied lengths, they constructed wickelfea-
tures based on wickephones (Wickelgren, 1969) as
input. Each wickelfeature is a phonological fea-
ture set of a trigram in the root verb, e.g. /elp/ is
represented as [<+vowel, +continuous, +unvoiced>
+ <+low, +liquid, +stop>]. The model success-
fully learned the regular and irregular forms. RM’s
model received fierce criticisms that the neural net-
work is susceptible to the frequency distribution:
it may learn the most frequent pattern, but not the
regular pattern (Marcus et al., 1992).

Recent works on encoder-decoder (ED) neural
networks as cognitive models have focused on
the generalization ability, namely, does the neural
network have human-like performance on nonce
verb production. For English past tense, Kirov
and Cotterell (2018) showed that the ED RNN
model is able to generalized ‘-ed’ to nonce verbs
like adult speakers; however Corkery et al. (2019)
showed that the correlation between the ED RNN
model’s performance and adult speakers’ produc-
tion is weak.

This study further investigates this issue by com-
paring the model’s performance to both adults’ and
children’s production. In particular, we ask the
following questions: 1) Does the neural network
model’s performance correlate with human adults
and/or children’s behavior in nonce verb produc-
tion? 2) Are the errors on real verbs child-like?
What are the characteristics of the errors? In this
work, instead of using RNN, we use the transformer
model since it is the state-of-art system for lan-
gauge modeling in NLP. We begin by showing that
transformer models with different training sizes all



significantly correlate with human adult’s data, but
only the model with children’s input distribution
correlates with the children’s data. The model’s
errors are not child-like, but exhibit a distinction
between regulars and irregulars. We conclude that
the transformer model shows some resemblance of
human behavior, but is insufficient as a cognitive
model of morphological rule learning.

2 Background

2.1 Nonce verb experiment

With adult participants. One of the most repli-
cated nonce verb experiments is Albright and
Hayes (2003) (hence AH). They created a set of 58
nonce verbs that are similar to the English verbs.
Each nonce verb was assigned a regular past tense
form, e.g. ‘gleed /glid/’ - ‘gleeded /glidid/’ and an
irregular past form, e.g. ‘gled /gled/’. The partici-
pants were asked to produce the past tense of each
nonce verb, as well as rate the regular and irregular
forms. Each form’s production probability and
ratings were calculated. In general, the human par-
ticipants predominately produced the regular form
for most of the nonce verbs.

In addition, they also constructed a rule-based
model and an analogy model which predicts an
acceptance score for the past tense forms. The
analogy model’s score is calculated based on the
phonological similarity! of each nonce verb to
the existing verbs in the CELEX (Baayen et al.,
1995) database of English verbs (4253 verbs, 218
of which are irregulars). For example, the score
for regular form ‘/glidid/’ is calculated based on
phonologically similarities to the regular verbs such
as ‘speed’, ‘need’; the score for irregular form
‘/gled/” is calculated based on the similarities to
the irregular verbs such as ‘bleed’, ‘feed’. The
rule-based model’s score is calculated based on the
proportion of existing verbs that can be explained
by certain linguistic rules. For example, the regular
form ‘/glidid/” is formed based on the regular rule:
‘+ /1d/’ if verb matches [X /d/,/t/__], e.g. ‘want’,
‘need’, which explains 87.2% past tense forms of
the verbs ending in /d/ or /t/; thus the score for
‘/glidid/” is 0.872. The irregular form ‘/gled/’ is
generated based on an irregular rule: ‘/i/>/e/ if
verb matches [X /t/,/l/ __/d/], e.g. ‘bleed’, ‘read’,
which explains 79.3% past tens forms of verbs that
matches [X /r/,/1/ __/d/]; thus the score for ‘/gled/’

"The phonological similarity is measured based on the
natural class theory by Broe (1993).

is 0.793. AH compared the analogy model’s score
and rule-based model’s score with human partici-
pants’ production abilities and rating on each nonce
verb’s regular and irregular past tense form. They
concluded that the rule-based model correlates with
human speaker’s behavior better than the analogy
model.

With children participants. The nonce verb
experiment has also been replicated on children.
Blything et al. (2018) used the same 40 nonce verbs
and recruited children from 4 age groups (3-4 y/o,
5-6 y/o, 6-7 y/o and 9-10 y/o) for a production task.
The older children produced more regular forms
than the younger children. In addiction, children
also produced non past-tense forms of the nonce
verb, such as the verb root, 3rd singular (‘-s’) and
progressive (‘-ing’).

With neural models. Kirov and Cotterell (2018)
(hence KC) revisited the past tense debate with a
biLSTM encoder-decoder model. They used a sub-
set of verbs in the CELEX dataset, which contains
4039 verbs, 168 of which are irregular. Their model
reached near-perfect accuracy for the regular verbs
(98.9%) and also achieved some accuracy for ir-
regular verbs (28.6%). They also showed that the
encoder-decoder model effectively models human
behavior in nonce verbs. The correlation of model’s
nonce verb output is significantly correlated with
human production probabilities (Spearman’s p =
0.48 for regulars and p = 0.45 for irregulars).

Corkery et al. (2019) (hence CMS) also con-
ducted the a similar nonce verb experiments on
biLSTM models, but did not find such strong cor-
relations. They adopted the model architecture in
KC and trained the model on all 4253 verbs as in
AH and 4039 verbs in KC. They used the beam
probabilities of each regular and irregular form to
calculate the correlation with human data. They
showed that with different random initializations,
the model’s output correlates with the human pro-
duction probability differently, ranging from p =
0.1 - 0.6 for regulars and p = 0.2 - 0.4 for irregulars.
They wondered if these models should be treated
as individual participants instead of an averaged
representation. Therefore, they further trained 50
individual models with same training data and hy-
perparameters and sampled 100 past tense forms
from each model to have an aggregated model re-
sult. The aggregated model shows better correla-
tions than individual model, but still not as good as
the rule-based model in AH. CMS also suspected



that 100 training epochs might lead to model over-
fitting, and training for less time might have better
correlations with human data. Reducing training
epochs to 10 achieved the best correlation with
human data, but resulted in bad accuracy on real
verbs.

2.2 Children’s errors on past tense

English speaking children’s past tense error has
been one of the most widely studied phenomenon
in linguistics and psychology. The past tense ac-
quisition has been characterized by overregular-
ization error. (e.g. Plunkett and Marchman, 1991;
Marcus et al., 1992; Xu and Pinker, 1995; Marat-
sos, 2000; Maslen et al., 2004). Overregulariza-
tion errors are the incorrect past forms of irregular
verbs when children add ‘-ed [/d/,/t/,/1d/]’ to the
stem. The most common type of overregulariza-
tion errors is ‘Stem+ed’, e.g. ‘*drawed’, ‘*falled’,
“*maked’. Children also attach ‘-ed’ to the irregular
form (‘Past+ed’), such as ‘“*boughted’, ‘*felled’,
“*tored’. In addition, previous studies also found
other rare errors such as incorrect vowel change,
e.g. ‘bring-*brang’ on irregulars.

2.3 Evaluating model

Human Behavior. In this work, we first correlate
the model’s output on nonce verbs with both pro-
duction probability and rating data for adults and
children. In addition, we conduct error analysis
on the nonce verbs to examine the differences of
model’s prediction and human production. We also
compare the model’s errors on real English verbs
with children’s overregularization errors to see if
the model mimics children’s errors.

Cognitive theories. We further compare the
transformer model with the rule-based model and
the analogy model by correlating the model’s out-
put on nonce verbs with the acceptance score pre-
dicted by the two models reported in AH.

3 Methods

3.1 Architecture and hyperparameters

We use the transformer model for our training.
The transformer model is a self-attention-based
encoder-decoder model that is able to process se-
quential data in a parallel manner, which is dif-
ferent from the LSTM models. The transformer
model has achieved great success in complex tasks
like machine translation and language generation.

Since the datasets for our character-level mor-
phological inflection task are significantly smaller
than traditional transformer tasks, we employed a
smaller transformer with 2 layers in the encoder (1
attention layer, 1 feed-forward layer) and 3 layers
in the decoder (2 attention layers, 1 feed-forward
layer). Layer normalization is applied to the output
of encoder and decoder. Positional embedding lay-
ers are used to capture the positional information.
We use 6 self-attention heads, embedding size is
256 and hidden size of feed-forward layer is 1024.
The transformer model has ~ 5.83M parameters.
Training was done using Adadelta optimization
(Zeiler, 2012) with batch size of 32. We train 100
epochs for each model.

3.2 Models and Data

Modeling Adults. To counter the overfitting prob-
lem mentioned in CMS, we decide to reduce the
training data instead of reducing the number of
epochs. We randomly sampled 500, 1500 and 3000
verbs as training data from 4039 verbs used in
KC. We also adopt CMS’s idea that each model
should be treated as an individual participant. CMS
changed the initializations of each model to gen-
erate different ‘participants’. We change the train-
ing data for each model by randomly generating
30 samples with 500 verbs, 1500 verbs and 3000
verbs to create 30 ‘participants’ for each training
size. We aggregate 30 participants models’ out-
put for each training size to produce the models’
production probability. In the training data, the
average proportion of irregular is 4% for models
with 500, 1500 and 3000 verbs.

Modeling Children. Children are exposed to
less verbs than adults with higher proportion of
irregulars. To better model the verbs that chil-
dren are exposed to, we generate the training data
based on real-life parents’ input verbs. We selected
8 children’s corpora in the CHILDES database
(MacWhinney, 2000) that contain overregulariza-
tion errors. We included each child’s first recording
file to the first file where they made overregular-
ization errors, and aggregated the parents’ the past
tense verbs, which contains 246 unique past tense
verbs (65 irregular verbs) 2. The irregular propor-
tion is 26%, which is higher than other training
datasets. We randomly generated 30 samples with
246 verbs in CELEX dataset matching the numbers

*The detailed summary of parent’s data in shown in Table9
in Appendix.



of regular and irregular verbs in the parents’ input
as our training set and aggregate these models out-
put to produce production probability. The detailed
proportion of regular and irregular verbs in each
training set is shown in Table 1.

Data Regular % Irregular
size  /-d/ /-t/ /-1d/ irr%
500  50(2.2) 19(2.2) 27(0.7) 4(0.7)
1500 51(1.2) 18(0.9) 27(09) 4(0.4)
3000 51(0.5) 18(0.4) 27(0.4) 4(0.2)
246 42 22 10 26

Table 1: The mean proportions of regulars and irregu-
lars (standard deviation in brackets) averaged over 30
samples of training data with different size

Test Data. We evaluate the models on the nonce
verbs and real English verbs. We use all 58 unique
nonce verbs for comparing adult’s behavior, match-
ing AH, and 40 nonce verbs matching Blything
et al. (2018) to compare children’s behavior. We
also randomly selected 150 regular verbs (50 for
/d/, /t/ and /1d/) and 20 irregular verbs from the
CELEX dataset as the testing data for real English
verbs.

4 Experiments

First we report the train accuracy as a sanity check
in Table 2. All models achieved almost perfect
training accuracy on the regulars and over 90%
training accuracy on the irregulars, showing that
the model successfully learned the past tense forms
during training. The small training size model has
the best training accuracy on the irregulars, since
this model also has higher proportion of irregulars
in the training data.

Data size Regular % Irregular %

246 99.45 (0.04) 95.31(1.29)
500 99.37 (0.03) 90.56 (0.82)
1500 99.86 (0.03) 91.67 (0.78)
3000 99.84 (0.03) 90.83 (0.81)

Table 2: Mean training accuracy (standard deviations in
brackets) averaged over 30 samples for each data size.

4.1 Experiment 1: Correlation with human
data

4.1.1 Correlation with adults’ behavior

We calculated the correlation between the model’s
production probability and adult’s production prob-

ability and ratings using Pearson’s r. The results
are listed in Table 3.

Rating: Between Regular and Irregular: All
the models are significantly correlated with the
adult’s rating for both regulars and irregulars. The
correlation with regulars are generally higher than
the irregulars, but the differences are not signifi-
cant. Among models: The model with 246 verbs
has highest correlation with regulars and irregulars.
Increasing the training size of the model does not
result in higher correlation. Instead, small-training-
size model seems to correlate with adult ratings
better. Our models correlate with the adult ratings
better than CMS and KC. Only the model with 246
verbs matching parents’ distribution perform better
than the rule-based and analogy model.

Production probability: Between Regular and
Irregular: All models are significantly correlated
with the production probability for regulars. For
irregulars, the models with 3000 verbs and 1500
verbs are not significantly correlated with produc-
tion probability. In general, the correlation for reg-
ulars are higher than irregulars, but there is no sig-
nificant differences. Among models: Similar to the
rating, the model with 246 verbs has higher corre-
lation. There is no significant differences among
correlations. The model with 246 verbs also cor-
relates better than the rule-based model and the
analogy model.

Summary: In general, most of our models show
significant correlations with production probability
and rating for both regulars and irregulars. The
models have higher correlations with regulars than
irregulars. Model with 246 verbs correlates with
adult’s production probability and rating better than
other models. It is puzzling that models with more
training verbs did not have better correlation. One
possible explanation is that the irregular proportion
in the model with 246 verbs (26%) is higher than
other models, which better represents the verbs
distribution that adults exposed to.

4.1.2 Correlation with children’s behavior

We only used the 3-4 y/o children’s data in our
study. Only the model with 246 verbs is signifi-
cantly correlated with irregulars for the children
data. No other significant correlations were found.

4.1.3 Correlation with Cognitive Models

Between Regular and Irregular: For regulars, all
models are significantly correlated with the rule-
based model and the analogy model except for the




Regular Irregular

Correlation Adult (C312L1(;r/zl; Adult (Csljﬁc;r/il;

Production Rati Production | Production Rati Production
" Probability - "&  Probability | Probability - S Probability
246 0.67 0.77 0.11 0.75 0.66 0.63
500 0.47 0.53 0.01 0.35 0.38 0.14
1500 0.41 0.46 -0.1 0.21 0.30 -0.06
3000 0.50 0.52 -0.11 0.2 0.29 -0.08
Rule-based 0.62 0.70 0.31 0.46
Analogy 0.56 0.59 0.13 0.45
CMS 0.30 0.4 0.17 0.40
KC 0.48 0.45

Table 3: Correlations between the model’s production probability vs adult and children’s data. Significant correla-
tions highlighted in bold. CMS and KC didn’t report significance level.

Correlation Regular Irregular

r Rule-based Analogy | Rule-based Analogy
246 0.48 0.58 0.34 0.00
500 0.35 0.35 0.25 0.02
1500 0.25 0.27 0.34 0.10
3000 0.33 0.32 0.33 0.09

Table 4: Correlations between the model’s production probability vs the rule-based model and the analogy model.

Significant correlations highlighted in bold.

model with 1500 verbs. The correlations with rule-
based score is not significantly different from the
analogy score for regulars. For irregulars, none of
the models is correlated with the analogy model;
models with 246, 1500 and 3000 verbs are signif-
icantly correlated with rule-based score. It seems
that analogy score better correlates with regulars
and rule-based score better correlates with irregu-
lars. Among models: For regulars, the model with
246 verbs has the highest correlation with anal-
ogy score and rule-based score, and is significantly
higher than model with 1500 verbs and 300 verbs.
For irregulars, the correlations of rule-based score
are not significantly different among models. Sum-
mary: Most of the models correlate with the rule-
based model for both regulars and irregulars. This
result shows that the neural network models are not
completely incompatible with the rule-based the-
ory. However, the models only correlate with the
analogy model for regulars, but not for irregulars.
This interesting dichotomy might suggest that the
neural models may distinguish regulars and irregu-
lars in processing. In addition, the model with 246
verbs also only correlate with children’s data for
irregular but not regular. This result might suggest

that the mechanism to process irregulars for the
model and children might be more closer to what
rule-based model describes, therefore resulting in
significant correlation.

4.1.4 Nonce verb output

We also look at the models’ average production
of the regular and the suggested irregular forms,
as shown in Figure 1. Human speakers produce a
variety of regulars and irregulars, as well as other
forms not included in AH’s report. However, for
models with 500, 1500 and 3000 verbs, the models
predominately produce the regular form for most of
the verbs except for one verb: ‘fleep’-/flept/. Only
the model with 246 verbs exhibit some variety of
regular and irregulars in the prediction.

In addition, many ‘other’ forms the models pro-
duced are not human-like. Some common types in-
clude vowel change + ed, e.g. ‘bize’/baiz/ - /bavzd/
or /bo1zd/, and consonant change, e.g. ‘flidge’ /fli

&/ - fif/.
4.2 Experiment 2: Evaluating on real verbs

In this experiment, we aim to conduct an error anal-
ysis on the models’ real verb output to see if there’s
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Figure 1: Percentage of regular, irregular and other predictions by humans and models

differentiation between regulars and irregulars and
if the models make any overregularization errors.
First, we report the test accuracy on the real verb
set, listed in Table 5. The large train size mod-
els (with 500, 1500 and 3000 verbs) reached near-
perfect accuracy for the regular verbs and the small-
size model’s accuracy is poor. Also, all model’s
achieved some accuracy on irregular verbs.

Regulars % Irr
Size /-d/ -t/ /-d/ irr %
246 80(5.4) 89(4.2) 49(8.8) 17(4.6)
500  98(L.7) 97(1.7) 96(3.3) 5.2
1500 99(1.2) 98(1.4) 99(1.2) 134.7)
3000 99(1.2) 99(1.3) 99(22) 27(3.6)

Table 5: Mean accuracy of test set with 170 verbs (stan-
dard deviations in brackets) averaged over 30 samples
for each data size. There might be some overlapping in
the training data and test data, since training data are
generated randomly.

4.2.1 Distinction between regulars and
irregulars

We analyzed all the errors made by each model
with different data size and roughly divided them
into 5 categories. 1. No change: the model output
is the same as the root, e.g. ‘oversee’: /ouvorsi/
- */ouvarsi/, ‘teach’: /tiff/ - */tiff/ 2. Plural /d/:

the model erroneously produced multiple /d/s at
the end of the verb, e.g. ‘withdraw’: /wifdro/ -
*/wi0drodddddddd/. 3. Allomorphy: the model
either output a wrong regular ending to a regular
verb, e.g. ‘bribe’: /braib/ - */braibt/; or output a
regular ending to an irregular verb, e.g. ‘retell’:
/ritel/ - */riteld/. 4. Consonant change: the
model erroneously changed the consonant in the
root, e.g. ‘secure’: /sikjur/ - */sikturd/, ‘force-
feed’: /forsfi d/ - */forstid/’. 5. Vowel change: the
model erroneously changed the vowel in the root,
e.g. ‘rewrite’: /riratt/ - */rirott/’, ‘giggle’: /grgol/ -
*/gagold/.

We tabulated each model’s different types of
error in contingency Table 6 and conducted chi-
square analysis to test if there is association be-
tween error types and regularity. Since some cell
numbers are lower than 5, we used Fisher’s exact
test instead of chi-square test. The p-value is signif-
icant for model with 246 verbs, 500 verbs and 1500
verbs, suggesting that these models make different
errors for regulars and irregulars. There is no sig-
nificant distinction in error types for regulars and
irregulars in model with 3000 verbs, probably due
to the low number of errors. The error type associ-
ations with regularity are different for model with
246, 500 and 1500 verbs, as shown in Table 7. All
three models tend to make Plural /d/ and Allomor-
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phy errors on irregulars. Model with 246 and 500
verbs tend to make No change and Vowel change
errors on regulars. Model with 500 and 1500 verbs
tend to make Consonant change errors on irregulars.
The differences in the regular-irregular association
might be explained the low number of errors on
regulars in model with 500 and 1500 verbs.

Si- 246 500 3000
ze R 1 R I R 1 I

1500

4.2.2 Overregularization Errors on irregulars

We found all three types of overregularization er-
rors in our model output, as listed in Table 8. In
addition, the model also made many novel errors,
such as incomplete suffix (e.g. rewrite - */rirartt/),
double suffix (e.g. awake - */oweiktd/) and trun-
cation (e.g. stand - */sten/). A more careful qual-
itative analysis on these errors should help us to
understand more of the model’s behavior.

R

591 4 60 42 6 57 7 43

4 83 3 275 1 78 0 19
4

31 62 7 8 2 107 32

466 115 60 37 31 52 14 48

Type Examples

Stem+ed deal - /dild/, stick - /stikt/
Past+ed sink - /scepkt/, awake - /owaukt/
Incorrect

swing-/sweery/, oversee-/overse/
vowel change

<.001 <.001 <.001 0.14
p=Fisher’s test p value, R=regular, I=irregular,
1=No change, 2=Plural /d/, 3=Allomorphy
4=Consonant Change, 5=Vowel Change

1
2
3
4 134 48 11 8 8 116 7 48
5
p

Table 6: Contingency table of the frequency of errors of
different type in models with different size. The Fisher’s
exact p-value is significant for three models, highlighted
in bold.

Size 246 500 1500
1.No change Reg Reg Irr
2.Plural /d/ Ir  Irr  Inr
3.Allomorphy Ir Ir  Inr
4.Consonant Change Reg Irr  Irr
5.Vowel Change Reg Reg Iir

Table 7: The different types of errors each model tend
to make on regulars or irregulars

The distinction between regular error type and
irregular error type is very interesting. We won-
der how the model learned this distinction: is it
learned based on the verb stem or the past tense
forms? To further investigate this distinction, we
trained 6 more models with only regular verbs with
training size ranging from 500 - 3000 and tested it
on the same real verb test set. Since there is no ir-
regular verbs in the training data, we expect model
to produce the regular past tense (‘+ed’) for the
irregulars. The 6 models all have 100 accuracy on
regulars and O accuracy in irregulars. However, we
only found 2 ‘+ed’ errors on the irregulars: ‘deal’:
/dild/, ‘retell’:/riteld/. All the models produced Plu-
ral /d/ errors on the rest of the 18 irregular verbs.
This result further confirms that the model learned
the regular-irregular distinction, and suggests that
the distinction is learned from verb stem.

Table 8: Examples of overregularization errors made by
models

5 Discussion

In this work, we showed that the transformer model
is currently insufficient as a cognitive model, but
exhibits some human-like characters. We found
that all neural models have significant correlations
with adult behavior’s in both regulars and irregulars.
The model with 246 verbs of the same distribution
as parent’s input correlates with children’s irregular
behavior, but not the regulars. The models corre-
late with rule-based model on regulars and with
analogy model on irregulars. The dichotomy in
correlations with cognitive models and children’s
data suggested that the model’s behavior and chil-
dren’s behavior on irregular verbs are more closer
to what rule-based theory describes. For nonce
verb production, the model with 246 verbs show
some variety as in human speakers, but such variety
is not found in other models.

We also found overregularization errors the mod-
els make that are similar to children’s errors. Al-
though the models make many non-human like
errors, we show that these errors exhibit a clear
distinction between regulars and irregulars. The
model possibly learned the regular-irregular distinc-
tion from the verb stem instead of the past tense
forms. The error data also confirms that models
mimic human behavior.

One important difference of our neural models
and KC, CMS is that we manipulated the train-
ing data. We showed that model with small-size
training data with high proportion of irregulars cor-
relates better with human behavior and cognitive



models’ score. However, the small-size model that
replicates parents’ verb distribution generally have
lower accuracy than human children. If we can
improve the accuracy without flooding the model
with more training data, we could better demon-
strate that neural networks can be good cognitive
models.

To further evaluate neural networks, there are
many other potential aspects that can be explored,
such as a more careful error analysis, inflections
in other languages, or visualizing hidden layers
to help us understand what the neural networks
learned. We hope that our evaluation could moti-
vate more future explorations of neural networks
as cognitive models.
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A Appendix

Parent’s
Irregular
Child  Files /-d/ /t/ /-1d/ irr
Adam' 18 18 18 3 36

Tokens Parent’s Regular

Eve! 5 5 7 3 18
Sarah! 33 13 17 0 33
Peter? 14 1 30 8

Naomi® 20 9 9 4 27
Allison* 6 8 4 1 18

April® 2 5 5 1 17
Fraser 90 83 44 17 62

1.Bloom (1973), 2.Bloom et al. (1974), 3.Sachs (1983),
4.Bloom (1973), 5. Higginson (1985),
6.Lieven et al. (2009)

Table 9: Summary of each parent’s regular verb and
irregular verb tokens



