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ABSTRACT

Coherence serves as a pivotal metric in evaluating the quality of a text. It quan-
tifies how well the sentences within the text are connected and how well the text
is structured and organized. It plays a vital role in various downstream Natural
Language Processing tasks such as text summarization, question answering and
machine translation among others. In this work, we explore the use of topological
data analysis (TDA) techniques on attention graphs of text documents to model
coherence. TDA techniques are known to capture structural information and pat-
terns in data, making it suitable for modeling the structure and flow of a document,
i.e. coherence. We validate our approach with experiments on the GCDC dataset,
achieving state-of-the-art results with a simple MLP (code available publicly).

1 INTRODUCTION & RELATED WORK

Coherence is an essential feature of any well-organized text that explains the relationship between
textual segments and shapes its flow. It is a measure of text quality, comprehensibility and logical
consistency. Coherence assessment has significant implications in various tasks like text summariza-
tion (Parveen et al., 2016), machine translation (Mohiuddin et al., 2021) and language generation
(Kiddon et al., 2016). Yet, modeling it is challenging due to its abstract nature, the ambiguities
of language, and its subjective interpretation. Over time, various formal coherence models such
as Centering Theory (Grosz et al., 1995) and Rhetorical Structure Theory (Mann & Thompson,
1987; Lin et al., 2011) have emerged, integrating concepts of syntactic features, co-references and
lexical cohesion (see A.1). Classical methods however often overlook semantic aspects in text, lead-
ing to limitations. With the advent of deep learning, neural models like RNNs and LSTMs (Li &
Hovy, 2014; Farag et al., 2020) which utilize the embedded semantic information, have advanced.
More recently, Transformer based architectures have been used for coherence modeling and achieve
state-of-the-art performance (Abhishek et al., 2022). Existing approaches in coherence modeling
prioritize semantic accuracy but overlook text structure, potentially leading to incoherence even in
semantically correct passages lacking cohesive flow. To address this gap, we take an integrated
approach to utilizing Topological Data Analysis (TDA) techniques in conjunction with semantic in-
formation to model coherence. TDA is typically used to analyse sparse high-dimensional and noisy
data that contain relevant low-dimensional features and patterns. Recent works utilize TDA based
techniques for various domains like topic modeling (Byrne et al., 2022), artificial text detection
(Kushnareva et al., 2021) and various text classification tasks (Doshi & Zadrozny, 2018; Elyasi &
Moghadam, 2019). We make use of TDA methods on the attention maps extracted from a trans-
former to extract nuanced features that capture intricate structural and surface patterns within the
text data. Built on contextualized embeddings from pre-trained language models, these features
carry rich linguistic information and semantic properties. We show that simple neural networks
trained on the TDA features computed from the attention maps outperform other neural baselines
and achieve state-of-the-art performance in coherence modeling of text.

2 METHODOLOGY AND EXPERIMENTS

We extract attention matrices from a pre-trained language model (RoBERTa (Liu et al., 2019)) and
transform them to a weighted graph where vertices represent tokens and edges represent the attention
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CLS

madam rodham

hillary

Dear Madam Secretary: It has been a 
pleasure and an honor to serve you and the 

President in Afghanistan. We have seen 
extraordinary developments over the past year, 

including the conclusion of the Strategic 
partnership Agreement and its associated 

Memorandum of Understanding. It is with great 
reluctance that I must ask that you and the 

President accept my resignation this July at a 
date convenient to you. Once again, it has 
been an honor to serve. Sincerely, Ryan C. 
Crocker Ambassador The Honorable Hillary 

Rodham Clinton Secretary of State 
Washington, DC.

(a) (b) (c)

Figure 1: (a) Sample text from the GCDC dataset, (b) Attention map of a sentence in the document,
(c) Thresholded attention graph of the document (darker color implies higher attention weight)

weights. We adopt the TDA-based modeling from Kushnareva et al. (2021) to generate features from
the attention graphs: (i) Topological features: Standard directed graph properties like number of
edges, cycles, connected components etc., which capture the global geometric information from the
text’s spatial representations; (ii) Barcode features: Descriptive characteristics of each barcode - a
representation of the graph’s persistent homology (Cherniavskii et al., 2022). These characterize the
graph’s persistent topological properties; (iii) Distance to patterns: Features based on distances of
the text’s attention maps to distinct attention patterns known to carry linguistic information (Clark
et al., 2019). Detailed explanation of the three types of topological features are outlined in A.2.

These features are used to train a simple two-layer neural network for the downstream task of three-
way classification for coherence assessment. The model is trained and tested on the Grammarly Cor-
pus of Discourse Coherence (GCDC) dataset (Lai & Tetreault, 2018), a real world dataset, wherein
each document is labelled as ”low”, ”medium” or ”high” based on the coherence of the text. The
model architecture, dataset statistics and optimal parameters are outlined in detail in A.3 and A.4.

3 RESULTS

Model Yahoo Clinton Enron Yelp Average
PARSEQ 54.9 60.2 53.2 54.4 55.7
Avg-XLNET-Doc 60.5 65.9 56.9 59.0 60.6
Fact-aware MTL 60.7 67.4 56.4 59.0 60.8
TDA-MLP (Ours) 61.0 67.5 58.5 57.5 61.1

Table 1: GCDC Dataset: Three-way classification results (accuracy in %)

Table 1 reports the accuracy scores on the GCDC dataset. Our model TDA-MLP is benchmarked
against different baselines, including PARSEQ (Lai & Tetreault, 2018), Avg-XLNET-Doc (Jeon &
Strube, 2020), and the state-of-the-art transformer model - Fact Aware MTL (Abhishek et al., 2022).
TDA-MLP outperforms the different baselines in most domains, demonstrating the ability of the
topological features to capture structural properties. The superior performance also validates the
capacity of this method to mitigate noisy data patterns in the data, thus generating robust and highly
stable discriminative features. We observe that our model also has a difficulty in classifying medium
coherence samples, which we attribute to the inherent class imbalance in the data. (see A.5)

4 CONCLUSION

We introduce a topological perspective for the task of text coherence modeling. Our approach builds
on the limitations of existing methods by utilizing a TDA-based features which capture structure
and spatial information. Experimental results on the GCDC dataset show that a simple MLP trained
using TDA-based features outperforms state-of-the-art transformers. Potential future directions can
be aimed at investigating how TDA can complement existing methods in a few-shot setting or longer
documents with distinct hierarchical structures and varying coherence definitions.
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A APPENDIX

A.1 RELATED WORK: CLASSICAL COHERENCE MODELING

Preceding the emergence of deep learning, coherence modeling predominantly leveraged on entity-
grid based models, proficiently encapsulating sentence structure, discourse entities, and grammatical
transitions (Barzilay & Lapata, 2005). It breaks down a text into sequences of entities and evaluates
coherence by modeling their relations to each other. Further advancements in this paradigm incor-
porate entity features (Elsner & Charniak, 2008), graph transformation (Mesgar & Strube, 2015),
and refined ranking schemes (Feng & Hirst, 2012). However, these methods are unable to consider
long transitions and model’s inability to learn task specific features. Linguistic methods utilizing
discourse relations, syntactic features and lexical cohesion exhibit effectiveness in coherence analy-
sis. (Louis & Nenkova, 2012) show that sentences exhibit detectable structural patterns in a coherent
text.(Morris & Hirst, 1991) use lexical chains to capture semantic context of structural elements of
the text that contribute to coherence properties.

A.2 TDA FEATURES GENERATION

Following the feature generation process outlined by (Kushnareva et al., 2021), we design three
groups of features which are described in detail below.

Topological Features: These encompass various graph-based metrics derived from both directed
and undirected graphs for multiple filtrations produced using a set of threshold values. A filtration
for a graph for a particular threshold corresponds to a variant of the graph that only retains edges
weighing more than the threshold value. Metrics measured includes edge count, strongly connected
components, directed cycles, and average vertex degree. We also use the first two Betti numbers
calculated from the undirected variant of the graphs. The final set of topological features are formed
by concatenating these metrics for all thresholds.

Barcode Features: These set of features are extracted from barcodes of the first two persistent
homology groups (H0 and H1) using ripser++Bauer (2021); Zhang et al. (2020). These barcodes
in persistent homology represent topological features’ lifespans across varying spatial scales for the
data Ghrist (2007). The features we use encapsulate the following characteristics for the barcodes:

• Sum of length of bars

• Mean of length of bars

• Variance of length of bars

• Entropy of the barcode
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• Time of birth of longest barcode (excluding infinite)
• Time of death of longest barcode (excluding infinite)
• Overall number of bars
• Total persistence
• Number of barcodes with time of death more than threshold value 0.75
• Number of barcodes with time of death more than threshold value 0.5
• Number of barcodes with time of death less than threshold value 0.25

Here, we also introduce a barcode feature called total persistence which is defined as the sum of
squared lengths of barcodes, due to it being a powerful summary statistic, invariant towards rotation
of embeddings and robust against perturbations of input filtration Horoi et al. (2022).

Distance to Patterns Features: Some patterns that appear in the attention graphs have been identi-
fied to carry linguistic information Clark et al. (2019). We calculate the distance to these patterns and
use them as features from the graph. The distance between two graphs GA and GB with incidence
matrices A and B is calculated as follows:

d(GA, GB) =

√∑
i,j(aij − bij)2∑
i,j(a

2
ij + b2ij)

(1)

We get the attention graph G from the attention matrix and take the distance from the given graph G
to these attention patterns Gi as the features, where Gi is:

• Attention to previous token: Gi = E(i+ 1, i) , i = 1, n− 1

• Attention to next token: Gi = E(i, i+ 1) , i = 1, n− 1

• Attention to [CLS]-token: Gi = E(i, 1) , i = 1, n

• Attention to [SEP]-token: Gi = E(i, it) , i = 1, n, t = 1, k where i1, i2 ... ik are indices of
[SEP]-token.

• Attention to punctuation marks: Gi = E(i, it) , i = 1, n, t = 1, k where i1, i2 ... ik are indices
of tokens corresponding to commas and periods.

A.3 DATASET DESCRIPTION

The Grammarly Corpus of Discourse Coherence (GCDC) comprises diverse texts, including emails
and reviews, spanning domains such as Yahoo forum posts, Hillary Clinton’s office emails, Yelp
reviews, and Enron emails. Unlike synthetic low-coherence documents, GCDC features authentic
texts with varying language proficiency. Expert annotations categorize documents into low, medium,
and high coherence, transforming GCDC into a 3-way classification task. Dataset statistics are
summarized in Table 2. We can see that the dataset is imbalanced i.e. - there are a low number of
”Medium” coherence samples.

Domain #Docs Avg #Words Avg #Sents Low, Medium, High (%)
Yahoo 1200 162.1 7.5 46.6, 17.4, 37.0
Clinton 1200 189.0 6.6 28.2, 20.6, 51.2
Enron 1200 196.2 7.7 29.9, 19.4, 50.7
Yelp 1200 183.1 7.5 27.1, 21.8, 51.1

Table 2: GCDC dataset statistics

A.4 MODEL DESCRIPTION

Following the extraction of the TDA features for each document, we consolidate them into a single
feature vector of size 9216 x 1 and pass it through a simple 2-layer MLP model as described in
Figure 2
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Figure 2: MLP Model Architecture

Also, this MLP model is trained using the Adam optimizer, employing Cross Entropy Loss as the
objective function with key hyperparameters as 100 epochs, learning rate set of 1e−5, weight decay
of 5e− 2, and epsilon (used to control numerical stability in Adam optimizer) configured to 1e− 8.
These optimal set of hyperparameters are obtained using hyperparameter tuning via Grid Search
method. The results reported for our model are averaged over 10 runs to ensure stability.

A.5 ANALYSIS OF RESULTS

Table 3 contains a detailed report of multiple performance metrics across each of the coherence
classes in GCDC (Low, Medium, High). TDA-MLP performs very poorly on the Medium Coher-
ence class, with an average recall of 2.75, indicating that most samples belonging to this class are
misclassified as High/Low coherence. A promising direction for future research is to verify if other
methods like Fact-aware MTL Abhishek et al. (2022) also perform poorly on the Medium Coherence
class and investigate the reason.

Metrics Yahoo Clinton Enron Yelp Average
Accuracy 76.8, 0.0, 75.3 54.9, 2.6, 92.7 70.9, 2.0, 87.5 36.0, 2.3, 88.8 59.6, 1.7, 86.1
Precision 63.0, 0.0, 59.0 50.0, 100.0, 72.0 70.0, 25.0, 58.0 51.0, 50.0, 59.0 58.5, 43.75, 62.0
Recall 77.0, 0.0, 75.0 55.0, 3.0, 93.0 71.0, 2.0, 88.0 36.0, 2.0, 89.0 59.7, 2.75, 86.25
F1-Score 69.0, 0.0, 66.0 52.0, 5.0, 81.0 70.0, 4.0, 70.0 42.0, 5.0, 71.0 58.25, 3.5, 72.0

Table 3: Performance Metrics for TDA-MLP on GCDC. Results are reported as a triple of <Low,
Medium, High> coherence samples.

Our model TDA-MLP takes as input 3 kinds of features: 1) Topological Features 2) Barcode Features
3) Distance-to-Patterns features. (described in A.2). Table 4 contains the results for each of these
features independently with the same architecture.

Yahoo Clinton Enron Yelp Average
Topological 39.5 54.5 48.0 48.0 47.5
Barcode 37.5 52.5 45.5 50.0 46.37
Distance-to-Patterns 38.5 52.5 45.5 54.0 47.62
TDA-MLP 61.0 67.5 58.5 57.5 61.1

Table 4: Ablation studies for TDA-MLP

We observe that each of the three feature groups perform passably well on the GCDC, indicating that
each group captures coherence differently. When put together, TDA-MLP shows strong performance
on the GCDC dataset, despite using a simple MLP.
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