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ABSTRACT

Latent Action Models (LAMs) have rapidly gained traction as an important com-
ponent in the pre-training pipelines of leading Vision-Language-Action models.
However, they fail when observations contain action-correlated distractors, often
encoding noise instead of meaningful latent actions. Humans, on the other hand,
can effortlessly distinguish task-relevant motions from irrelevant details in any
video given only a brief task description. In this work, we propose to utilize the
common-sense reasoning abilities of Vision-Language Models (VLMs) to provide
promptable representations, effectively separating controllable changes from the
noise in unsupervised way. We use these representations as targets during LAM
training and benchmark a wide variety of popular VLMs, revealing substantial
variation in the quality of promptable representations as well as their robustness
to different prompts and hyperparameters. Interestingly, we find that more recent
VLMs may perform worse than older ones. Finally, we show that simply asking
VLMs to ignore distractors can substantially improve latent action quality, yielding
up to a six-fold increase in downstream success rates on Distracting MetaWorld.

1 INTRODUCTION

Latent action models [42, 53] have quickly become integral to the pre-training pipelines of leading
Vision–Language–Action (VLA) systems [5, 7, 58, 6, 25]. By inferring compact, semantically
meaningful latent action representations at scale, Latent Action Models (LAM) mitigate the scarcity
of high-quality action-labeled data, giving a promise to unlock vast amounts of unlabeled videos [33].
Removing the data bottleneck facilitates further scaling in embodied AI and robotics; consequently,
any improvements to LAMs can have outsized downstream impacts.

Unfortunately, most LAMs [42, 53, 10, 18] to date have been trained on relatively clean datasets,
where changes between observations can be explained almost entirely by ground-truth actions—such
as in static scenes with a single manipulator. In contrast, real-world data often contains numerous
action-correlated distractors, including background human movement or other spurious correlations.
As shown by Nikulin et al. [36], Zhang et al. [56], without explicit supervision, LAMs struggle to
disentangle controllable changes from noise, completely failing to produce meaningful latent actions
in the presence of action-correlated distractors. While providing supervision via true actions can be
effective [36], it is not scalable — especially in domains where these actions are impossible to obtain,
such as egocentric human videos.

Humans, however, interpret the world through semantics rather than raw pixels, and with only a
brief task description can easily separate task-relevant features from irrelevant details in any video.
Wouldn’t it also be convenient to simply ask LAM to focus on the relevant features, e.g. robotic
arm, and ignore any other details? Inspired by the work of Chen et al. [9], Huang et al. [24] on
promptable representations, we propose to utilize the common-sense reasoning abilities of modern
Vision-Language Models (VLMs) as an unsupervised approach for effectively separating controllable
changes from noise, thereby restoring the LAM’s ability to recover ground-truth actions even in the
presence of distractors.

In this work, we present our investigation on whether promptable representations produced by
prompting VLMs to focus on task-specific details can serve as an effective target for latent action
learning in the presence of distractors. Using Distracting MetaWorld as our main environment
(Section 3), we begin from a simple demonstration experiment, showing that limitations of LAM
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can be mitigated with the right target (Section 4). We then conduct large-scale benchmarking
of different VLMs, comprising over 29k+ experiments, to assess their effectiveness at providing
promptable representations (Section 5), revealing substantial variation in quality and robustness to
hyperparameters. Finally, using the best setup found, we demonstrate that without any supervision
with true actions, promptable representations can significantly improve latent action quality and
downstream performance, increasing the success rate six-fold (Section 6).

2 BACKGROUND

Problem setting. We consider a setting of offline imitation learning from observation [32, 46],
which closely matches the regime increasingly utilized by the field of embodied AI [33, 7, 5]
(e.g. robotics). Our goal is to pre-train a policy π(o|a), given a large dataset of expert trajectories
D := {(oni )}τi=1, containing observations but not actions (e.g. videos), and a limited number of real
action labels. Ideally, the pre-trained agent should achieve maximum performance (e.g. success rate)
in the environment after fine-tuning with a minimum amount of action-labeled data. The commonly
considered ratio of labeled to unlabeled data is around 2− 10% in the existing work [57, 36], while
in our experiments, we consider a ratio as low as < 1%.

Promptable representations. A VLM processes multimodal inputs by encoding both the image
and text before generating an output. The resulting sequence of token embeddings has length I
+ P + O, where I represents the visual token count, P represents the prompt token count, and O
corresponds to the number of tokens produced during generation. We follow the Chen et al. [9] and
define promptable representations simply as a process of obtaining observation embeddings from
the VLMs given a task-specific prompt and some extraction and aggregation strategy. We obtain
such representations from the last and next-to-last layers [9]. In contrast to the Chen et al. [9], Huang
et al. [24] we cannot learn pooling from the data to better predict true actions or obtain better reward.
Thus, we experiment only with simple fixed strategies, such as taking the mean over all embeddings
or taking only the embedding of the last token from either prompt or the generated answer. Thus, the
final promptable representations is always just a single vector s ∈ RD, where D is a VLMs hidden
size.

Latent action models. Given the dataset of observations D := {(oni )}τi=1, latent action models
(LAM) [41, 17, 42] try to infer latent actions zt such that they are maximally predictive of observed
transitions (ot, ot+1) while being minimal [42], i.e. describe changes only relevant to control. After
pre-training, LAM is used to supply latent actions for behavioral cloning (BC) on unlabeled dataset
to obtain useful behavioral priors. As a final stage, small decoder is trained to map from latent to
ground-truth actions on a small number of labels.

Modern LAMs [6, 53, 12, 11, 10, 18] mostly follow the same high-level architecture introduced by
LAPO [42], which uses a combination of inverse (IDM) and forward (FDM) dynamics models to
infer latent actions. Given a transition (ot, ot+1), IDM first infers latent action zt ∼ fIDM(·|ot, ot+1),
which FDM further uses to predict the next observation ôt+1 ∼ fFDM(·|ot, zt). Both models are
trained jointly to minimize the loss LMSE = E(ot,ot+1)∼D

[
∥fFDM(fIDM(ot,ot+1),ot)− ot+1∥2

]
.

Limitations of latent action models. Recent studies highlighted LAM failure when action-correlated
distractors are present [36, 28, 56]. While they can recover ground-truth actions when only control-
lable changes are present, real-world videos typically involve both controllable factors and exogenous
noise (e.g., people moving in the background). In such cases, LAMs cannot disentangle the dynamics,
leading latent actions to primarily capture noise, which makes them useless for imitation learning.
Both Nikulin et al. [36], Zhang et al. [56] proposed providing supervision with a small number of true
actions during LAM training to help identify controllable changes. While this solution is effective, it
is not generalizable, as in many domains, such as egocentric human videos [52], it is not possible to
obtain true actions in a reasonable way.

3 EXPERIMENTAL SETUP

Environments and datasets. In contrast to Nikulin et al. [36], we use MetaWorld Multi-Task 10
[54] as our primary benchmark, as it provides greater realism than Distracting Control [44], while
being lightweight enough to allow experimentation with VLMs under limited resources. We modify
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Figure 2: Demonstration that quality of latent actions learned by LAPO completely degrades in the
presence of distractors, which results in almost zero success rate. Action probe represents MSE
of a linear probe trained to predict real actions from latent actions. See Section 3 for detailed
explanation. We show that with the ideal target for FDM, which perfectly disentangles controllable
features from the noise, performance may be restored, serving as a main motivation for us to explore
promptable representations. We use three random seeds and report IQM and 95%-CI based on
stratified bootstrapping, following the Agarwal et al. [1]. See Section 4 for details.

MetaWorld to include distracting dynamics videos in the background, using the same DAVIS videos
as in Nikulin et al. [36]. We also move the default camera position farther back and remove borders
around the table to include more of the background video in the observation, making latent action
learning more challenging. See Figure 1 for a visualization.

We follow the standard three-stage pipeline [42, 53, 36]: (1) pre-train the LAM, (2) train behavioral
cloning (BC) agent on latent actions, and (3) train a decoder head on a small number of true-action
labels. For each task, we collect 5k trajectories from the scripted experts provided by MetaWorld and
up to 16 additional labeled trajectories for the final stage, which is less than 1% of the full datasets.

Figure 1: Visualization of observations
with and without distractors in our modi-
fication of MetaWorld environment.

Evaluation. For evaluation, we follow standard metrics
similar to Nikulin et al. [36]: action probe and success
rate. Specifically, we train linear probes to predict real
actions from the latent ones during LAM training, while
stopping the gradient through the latent actions. The final
MSE serves as our quality metric, as it indicates whether
the latent actions encode the real ones. This metric is also
used for hyperparameter tuning, which may be impractical
in real-world settings but allows us to estimate the upper-
bound performance of each method for fair comparison.

However, as Nikulin et al. [36] notes, linear probing has
a key limitation: it can reveal whether true actions are present in the latent space, but it does not
guarantee minimality, meaning that exogenous noise may still be encoded. To preserve this guarantee,
we fix the latent action dimensionality to 128 for all methods, which at least allows us to rank quality
under equal information bottleneck. Finally, to measure the true usefulness of latent actions, we
evaluate the success rate in the environments after fine-tuning on true action labels.

Latent action model architecture. We use the architecture proposed by Schmidt & Jiang [42],
omitting action quantization, due to its harmful effect [36, 31, 51]. We use frame stacking, but only
in IDM, while FDM uses only the current frame to predict the next, as in Chen et al. [10]. Other
than that, in our main experiments, we do not use any improvements upon LAPO (if not explicitly
stated otherwise), such as augmentations or multi-step predictions in FDM [36, 10, 53, 12], to remove
possible confounders on latent action quality. When predicting in the latent space instead of images,
we follow Nikulin et al. [36] and use multiple MLP blocks similar to those used in Transformers [47].
For action decoder head, we use a small three-layer MLP. See Section C for hyperparameters used.

4 THE IMPORTANCE OF RIGHT TARGET

We begin with a demonstration experiment to show that the limitation of LAMs in the presence of
distractors arises entirely from the poor target used in the forward dynamics model (FDM), rather than
from any flaw in the overall idea or architecture. By LAM construction, latent actions are optimized
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to maximally explain the dynamics. Therefore, the root of the failure to recover true actions lies in
the dynamics we predict, which is directly determined by the target in FDM: ôt+1 ∼ fFDM(·|ot, zt).
What would be the ideal target for FDM? And if it exists, what would be the final performance?
Could LAM recover the ground-truth actions despite distractors in the input observations to IDM and
FDM? If not, the idea with promptable representations would be impractical.

Setup. To answer these questions we construct a special dataset with twin observations for each task:
during data collection we render and save same observation with and without distractors. Next, during
training we feed observations with distractors as inputs to IDM and FDM, but as the target for FDM
we use next observation without distractors. As the actual controllable changes are preserved (the
underlying state is the true next state), it serves as a target with ideal disentanglement of controllable
features from exogenous noise (see Figure 1). To show that existing limitations are agnostic to the
architecture of FDM and IDM, we explore both ResNet [42] and spatio-temporal transformer [6, 53]
backbones.
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Figure 3: Baseline LAPO action
probes on MT10. Averaged over 3
random seeds. Action probe repre-
sents MSE of a linear probe trained
to predict real actions from latent
actions. See Section 3 for detailed
explanation.

Results. First of all, as can be seen in Figure 3, we confirm
that in our domain simply adding distractors results in complete
degradation of latent actions quality regardless of backbone
used. This subsequently leads to almost zero success rate after
fine-tuning on true actions (see Figure 2c), which does not
happen without distractors. Ideally, probes should be close to
each other, as real underlying actions are identical between both
settings.

Next, in Figures 2a and 2b we show the effect of using perfect
targets during LAPO training (with -Twin postfix). To better
illustrate the trend, in Figure 2a we report the ratio of probes
with and without distractors for each method. With the ideal
target probes immediately drop to the level of LAPO without
distractors, and ratio converges to one. To our surprise, it is in
fact possible to get even better result, as LAPO-ResNet achieves
ratio below one, i.e. outperforming LAPO-ResNet without
distrators. We attribute this to the implicit augmentation effect
of distractors. Finally, improvement in latent action quality
directly results in leveling success rates (see Figure 2c).

Overall, this result supports that the right target is the key
to unlock latent action learning in the presence of distractors.
Although these experiments may seem obvious in hindsight,
they allow us to convey a key empirical observation about
latent action learning, one that provides the same intuition that
originally led us to explore promptable representations.

5 THE PROMISE OF PROMPTABLE REPRESENTATIONS

Our main hypothesis is that VLMs, due to their common-sense reasoning abilities, can serve as an
effective unsupervised way of obtaining clean observation representations, which would disentangle
controllable features from the noise. As we demonstrated in the previous section, it would be enough
to unlock latent action learning in the presence of distractors.

We have no doubt that most modern VLMs would easily identify the robotic arm location in the
image (like Figure 1) and describe it in detail, even in the presence of background noise. However,
the ability to generate valid text does not necessarily imply that the underlying embeddings are
suitable for our purposes. For a representation to serve as an effective target for LAM, it should
(1) contain task-centric visual information, (2) be minimal by filtering out visual details irrelevant
to the prompt, and (3) remain consistent across dynamics to mimic changes caused by real actions.
Unfortunately, current VLMs are known to struggle with visual focus [40, 43] and pixel-level
understanding [19, 13, 30]. Given these limitations, we begin by benchmarking a wide variety of
modern VLMs to assess their viability, conducting ∼ 29k experiments in total. As an additional
baseline, we included representations from self-supervised methods such as CLIP [39] and DINOv2
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Figure 4: Benchmarking the effectiveness of promptable representations provided by different VLMs
for latent action learning on all tasks from MT10. Action probe represents MSE of a linear probe
trained to predict real actions from latent actions. See Section 3 for detailed explanation. Results
aggregated over ∼ 29k experiments. Overall, all VLMs provide some improvement over LAPO, with
Molmo performing the best and Gemma-3 the worst. For details and exact experimental protocol
see Section 5. We additionally provide the ranking for each combination of hyperparameters in the
Figure 5.

[37], which are not promptable VLMs but were pre-trained on large amounts of visual data. Based
on this benchmark, we then select the most effective VLM along with the best hyperparameters (e.g.,
prompt, aggregation strategy, and others).

Proper way to evaluate VLMs via small scale experiments. Conducting large scale VLMs
evaluation on the full datasets would be prohibitively expensive. Chen et al. [9] proposed assessing
prompts via linear probing on small datasets, for example by asking whether task-relevant entities
are present in the image and measuring probe accuracy. While feasible, this approach is suboptimal
in our setting. Probing representations to predict real actions may help rank prompts for a single
VLM, but it cannot reliably compare across multiple VLMs or hyperparameters, since probing
does not capture the minimality of representations, an essential property for LAMs. Instead, we
directly train LAPO+VLM on a small subset of trajectories, e.g. 64 instead of full 5k, and measure
the resulting latent action quality. We validated that hyperparameter rankings obtained in this way
transfer reasonably well to the full dataset, although probes can have different values.

Bechmarking general VLMs. We summarize our main benchmarking results in Figure 4 and provide
full per-hyperparameter rankings in Figure 5. For each VLM, we evaluated eight prompt variants
designed in different styles to exploit diverse VLM capabilities (e.g., CLIP-style captions, pointing,
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0 1 2 3 4 5 6 7 8

Action probe

(Do not describe background features. Focus on the robot arm and the [task obj]., -2, mean, prompt)
(Do you see a robot gripper?, -2, mean, prompt)

(Point to where I should grasp to accomplish the following task - [task] ., -2, mean, prompt)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, mean, prompt)

(Robot [doing task] on a table., -2, mean, prompt)
(Point to the robotic arm gripper., -2, mean, prompt)

(Is there [task obj] and a robot in the image?, -2, mean, prompt)
(Segment a robot., -2, mean, prompt)

(Do you see a robot gripper?, -1, mean, prompt)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, mean, prompt)

(Do not describe background features. Focus on the robot arm and the [task obj]., -1, mean, prompt)
(Point to the robotic arm gripper., -1, mean, prompt)

(Point to where I should grasp to accomplish the following task - [task] ., -1, mean, prompt)
(Is there [task obj] and a robot in the image?, -1, mean, prompt)

(Segment a robot., -1, mean, prompt)
(Do not describe background features. Focus on the robot arm and the [task obj]., -1, last, prompt)

(Robot [doing task] on a table., -1, mean, prompt)
(Point to where I should grasp to accomplish the following task - [task] ., -1, last, prompt)

(Do not describe background features. Focus on the robot arm and the [task obj]., -2, last, prompt)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, last, prompt)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, last, prompt)

(Robot [doing task] on a table., -1, last, prompt)
(Segment a robot., -1, last, prompt)

(Point to where I should grasp to accomplish the following task - [task] ., -2, last, prompt)
(Robot [doing task] on a table., -2, last, prompt)

(Point to the robotic arm gripper., -2, last, prompt)
(Do you see a robot gripper?, -2, last, prompt)

(Point to the robotic arm gripper., -1, last, prompt)
(Do you see a robot gripper?, -1, last, prompt)

(Segment a robot., -2, last, prompt)
(Is there [task obj] and a robot in the image?, -2, last, prompt)
(Is there [task obj] and a robot in the image?, -1, last, prompt)

(Is there [task obj] and a robot in the image?, -1, mean, output)
(Point to the robotic arm gripper., -1, mean, output)

(Is there [task obj] and a robot in the image?, -2, mean, output)
(Do you see a robot gripper?, -1, mean, output)

(Point to where I should grasp to accomplish the following task - [task] ., -1, mean, output)
(Do you see a robot gripper?, -2, mean, output)

(Robot [doing task] on a table., -2, mean, output)
(Point to the robotic arm gripper., -2, mean, output)

(Point to where I should grasp to accomplish the following task - [task] ., -2, mean, output)
(Do you see a robot gripper?, -1, last, output)

(Robot [doing task] on a table., -1, mean, output)
(Segment a robot., -2, mean, output)
(Segment a robot., -1, mean, output)

(Do not describe background features. Focus on the robot arm and the [task obj]., -1, mean, output)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, mean, output)

(Do you see a robot gripper?, -2, last, output)
(Do not describe background features. Focus on the robot arm and the [task obj]., -2, mean, output)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, mean, output)
(Is there [task obj] and a robot in the image?, -1, last, output)
(Is there [task obj] and a robot in the image?, -2, last, output)

(Point to where I should grasp to accomplish the following task - [task] ., -1, last, output)
(Point to the robotic arm gripper., -1, last, output)
(Point to the robotic arm gripper., -2, last, output)

(Point to where I should grasp to accomplish the following task - [task] ., -2, last, output)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, last, output)

(Do not describe background features. Focus on the robot arm and the [task obj]., -1, last, output)
(Robot [doing task] on a table., -1, last, output)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, last, output)
(Segment a robot., -1, last, output)

(Do not describe background features. Focus on the robot arm and the [task obj]., -2, last, output)
(Segment a robot., -2, last, output)

(Robot [doing task] on a table., -2, last, output)

Figure 5: Action probe rankings across all explored hyperparameter combinations. Smaller probe
is better. Hyperparameters in order: prompt, layer, reduction type and source of the embeddings.
Reported values are averaged over all VLMs, tasks, and settings (with and without distractors). Feel
free to zoom in!

segmentation; see Table 1 in Section B). We further varied the source of representations (last vs.
next-to-last layer, prompt vs. generated embeddings) and the aggregation strategy (averaging vs. last
non-padding token). This yields 64 runs per VLM, per task, per dataset, amounting to roughly 29k
experiments in total (including VLMs which we will explore later). The full list of VLMs, including
exact model names, sizes, and prompt templates, is provided in Section B.

As can be seen in Figure 4a, overall all VLMs provide some degree of improvement over LAPO in
terms of the median action probe. However, some of them, especially Molmo [16], are generally
preferable and have lower variance, indicating higher robustness to different hyperparameters. In
Figure 4b we visualize ranking by averaging best scores for each task. While this changes ranking a
bit, we still observe that Gemma-3 [45] is the worst and Molmo [16] is consistently the best. Based on
Figure 5, we observe that in general, promptable representations aggregated by averaging next-to-last
layer prompt embeddings perform the best. From a practical standpoint, this is beneficial, as it
eliminates the additional time spent on answer generation. Ironically, the best prompt is Do not
describe background features. Focus on the robot arm and the [task-obj], which explicitly asks VLM
to filter out distractors.

This brings us to a striking conclusion that state-of-the-art VLMs do not necessarily provide better
promptable representations. For example, InstructBLIP [14] outperforms both Gemma-3 [45] and
Pixtral [2], despite being considerably older. Furthermore, Cosmos-Reason [4] results indicate that
explicit fine-tuning on robotics data is not sufficient to guarantee improved representations. We
believe that our results, besides relevance to LAMs, reveal a large blind spot in how VLMs are
currently evaluated, with critical implications for robotics and VLA models.

On the other hand, the results from DINOv2 and CLIP (see Figure 4) highlight the vital importance
of language conditioning. Although DINOv2 and CLIP may possess helpful inductive biases, for
example by attending to moving objects, without language conditioning there is no guarantee that
these objects are the ones that are controllable. Both methods achieve the worst latent action quality
among all approaches we considered. For instance, OTTER uses the same CLIP model but applies
simple training-free filtering using text CLIP embeddings. This small modification significantly
improves latent action quality, although still not to the level of native VLMs such as Molmo.

Benchmarking embedding VLMs. In our main benchmark (see Figure 4), we evaluated conventional
VLMs, which were not explicitly trained to produce strong unified representations and therefore
required heuristics such as embedding averaging. Recently, a new class of embedding VLMs has
emerged [27, 34]. These models are designed specifically to learn high-quality, promptable, and
multimodal embeddings for zero-shot retrieval. Given the similarity of their objective to ours, one
might expect them to perform better. To test this, we evaluated three recent state-of-the-art models
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Figure 6: Benchmarking the effectiveness of
promptable representations provided by recent
embedding VLMs for latent action learning on
all tasks from MT10. Overall, embedding VLMs,
despite their promise, do not deliver any substan-
tial gains compared to traditional VLMs, such as
Molmo. We include Gemma-3 and Molmo results
here for convineince.
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Figure 7: Molmo performance investigation, us-
ing aggregation over the best hyperparameters.
We benchmark both Molmo versions, which both
use CLIP but differ in LLM backbones (OLMo
vs Qwen2), as well as Qwen2-VL. Since both
Molmo share the pre-training data but differ in
architecture, we conclude that the likely source of
their superior performance lies in the data.

[34, 23, 26] using the same protocol as earlier, but separately as they require different prompt formats.
As can be seen in Figure 6, such models do not deliver any substantial gains. In fact, VLM2Vec-V2
[34], best model in its class, performed worse than Gemma-3, which was the weakest model in the
main benchmark, and none of the models surpassed Molmo. Our results indicate that embedding
VLMs do not actually encode only prompt-specific visual information into the embeddings and fail
to deliver the anticipated benefits.

Why does Molmo perform so well? Given Molmo’s strong performance, it is natural to ask
what drives its improved representations. Directly answering this is difficult, but we can gather
indirect evidence suggesting that the gains stem primarily from pre-training data rather than from the
specific LLM or vision encoder architecture. Fortunately, Molmo provides two variants: Molmo-D,
which uses Qwen2 as its backbone [50], and Molmo-O, which uses OLMo [22], while both employ
CLIP [39] as the vision encoder. In contrast, Qwen2-VL [49] does not use CLIP, offering a useful
comparison point to disentangle architectural effects. We therefore benchmarked and compared these
models, as shown in Figure 7. The results show that CLIP alone performs the worst, Molmo-O
ranks second after Molmo-D, and Qwen2-VL performs worse still. Since the Molmo variants share
the same pre-training data but differ in backbone architecture, we conclude that the likely source
of their superior performance lies in the data rather than the architecture. A further hypothesis is
that Molmo’s advantage may come from its visual pointing abilities, but this seems unlikely since
Moondream-2 also has this ability yet performs worse.

6 PROMPTABLE REPRESENTATIONS UNLOCK TASK-CENTRIC LATENT
ACTIONS

Based on the benchmark results (see Figure 4), we selected multiple VLMs from worst to best for
further experiments: Gemma-3, Phi-4, Molmo and GraspMolmo. As an additional baseline we
evaluated OTTER [24] approach to promptable representations. Although all of them achieved
improvements in latent action quality upon LAPO on small datasets, it remains necessary to validate
whether this performance transfers to the full 5k datasets and yields improved success rates, as this is
not guaranteed [36]. We chose the best hyperparameters for each VLM and trained LAPO+VLM on
the full datasets, using three random seeds. As specified in Section 3 we used 16 labeled trajectories
with ground-truth actions for final fine-tuning. See Section C for complete hyperparameters.

Results. We present the resulting action probes for each task in Figure 8 and final success rates after
fine-tuning on 16 trajectories with real actions in Figure 9. As can be seen in Figure 8, LAPO+VLMs
achieve a substantial improvement in latent action quality, both with and without distractors. With
distractors, they nearly close the gap to LAPO trained without distractors, and without distractors,
they slightly outperform it (e.g., Molmo). Note that we used the best hyperparameters, which can be
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Figure 8: Action probes comparison for LAPO and LAPO+VLMs on full datasets for all tasks in
MT10. Results are averaged over three random seeds. As can be seen, LAPO+VLMs significantly
improves upon LAPO in terms of the latent actions quality, and without any supervision with true
actions closes the gap with LAPO without distractors. While all VLMs with bring improvements,
Molmo achieve best results overall, especially given it high robustness to hyperparameter choices
(see Figure 4a). For resulting success rates see Figure 9. We provide per-environment probes in
Figure 13, Section A.
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hard to find without ground-truth actions in real-world scenarios. Thus, the high robustness of Molmo
to different hyperparameter choices (see Figure 4) is an important property for practical scenarios.

Crucially, the improvement in action probes on full datasets carries over to downstream performance
(see Figure 9): success rates increase by a factor of six at max in the presence of distractors, while
remaining almost unchanged without them. Interestingly, we found Phi-4 to outperform GraspMolmo,
despite having worse probes on small datasets. On full datasets (Figure 8), however, Phi-4 is better.
This indicates, that while results from a small dataset may carry over to a larger one with some
error, probes on the full dataset predict the final success rate with high accuracy. We also observe
that OTTHER’s [24] training-free promptable representation extraction from CLIP [39] performs
worse than native VLMs such as Gemma3 or Molmo. Overall our results confirm the viability of
promptable representations as a clean target for latent action modeling under distracting conditions.

Varying the latent action information bottleneck. In all previous experiments, we fixed the latent
action dimension to 128 to ensure the same level of latent action minimality across all methods.
However, 128 was inherited from LAPO and may not be optimal. Therefore, we conducted additional
experiments varying the latent action dimension, using full datasets and three random seeds. The
results are summarized in Figure 10. We observe that promptable representations not only increase
success rates in the presence of distractors but also significantly improve upon LAPO without
distractors under stronger minimality constraints (e.g. 16 action dimensions). This further supports
the claim that VLMs help filter out information that is not relevant to controllable changes, allowing
for more compact latent action space.
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7 DISCUSSION AND LIMITATIONS

Segmentation, while simple, is not enough. The concept of extracting VLM embeddings with the
hope that they will filter out distractors may initially seem strange. If the goal is to filter out distractors,
would not it be more straightforward to simply segment the relevant parts and train LAPO directly in
image space using masks? In fact, our benchmark includes VLMs capable of segmentation, such as
Sa2VA [55], and we even utilize such prompts (see Table 1), yet we still rely on embeddings instead
of masks. While segmentation is appealing, it does not address the fundamental problem. Consider a
scenario with a robotic arm and varying lighting conditions. Even if we segment the arm, we will
still get changes in our observations that are not related to the actual actions, such as color shifts and
reflections on the arm. The same issue arises with camera movement and changes in perspective. The
key, therefore, is to work in a semantic latent space, which is where the common-sense reasoning
capabilities of VLMs become crucial.

On the choice of MetaWorld benchmark. One notable limitation of our study is its small scale,
as we rely on MetaWorld as our primary benchmark and do not extend our analysis to large VLAs
and datasets, such as Open-X [38]. However, this choice is deliberate for two reasons. First, while
MetaWorld is simple, with distractors, it is difficult enough to completely break traditional LAMs and
to distinguish different VLMs in terms of the promptable representations’ quality (as we demonstrate
in Section 5). As an early exploration, it was crucial to expand in variety (e.g., exploring more VLMs)
within our limited resources. We hope that our analysis provides practitioners with valuable insights
into the available options. Second, encoding entire datasets is both expensive and time-consuming,
as it involves inference with large VLMs (e.g., 8B parameters) and generating answers. For our 5k
trajectory datasets, the process can quickly exceed 24 hours, let alone for truly large datasets. Since
this is purely inference and gradients are not required, the process can be significantly accelerated,
for example, using vLLM [29]. However, we have left this as future work.

8 RELATED WORK

Latent action learning. Imitating policy given only observations is the problem that latent action
learning tries to tackle. Edwards et al. [17] suggested extracting latent actions from consecutive
states with the help of some amount of true actions present. LAPO [42] scales up the approach
by introducing a bottleneck between forward and backward dynamics. Building on LAPO, other
approaches emerged that continued to scale latent action extraction for pre-training action models
[5, 7, 58, 6, 25]. However, most of the above methods imply the presence of either noise-free datasets
or an abundance of ground-truth action labels, which in general is not true for in-the-wild video data
Grauman et al. [20; 21].

Some of the previous works Nikulin et al. [36], Zhang et al. [56] show that, with noise, the quality of
latent actions degrades promptly, and the only proposed remedy was to increase the number of action
labels. In our work, we propose a way to extract latent actions that is robust to exogenous noise and,
at the same time, does not require true action labels.

Promptable representations. In contrast to state augmentation techniques, code generation, or
reward modeling [3, 48, 15], the approach of promptable representations uses the internal embeddings
of large models for performing a downstream task. Chen et al. [9] use VLM embeddings generated
with a task-specific prompt to extract better state representations. Using them as input, it enhances the
performance of an RL model both in Minecraft and Habitat environments. Similar work by Huang
et al. [24] also employs semantic extraction by using a dot product of text and visual features from
CLIP, which allows for claiming superior performance of an action model on robotic benchmarks.
The important difference must be emphasized: both aforementioned works use VLM to enhance the
performance of downstream algorithms. In contrast, when exogenous noise is present in the data, the
quality of latent actions is exponentially worse [35] (than without the noise). Thus, filtering the noise
with the common-sense abilities of VLMs is a way to make Latent Action Models show reasonable
performance.

There exists another approach, UniVLA [8], aimed at task-specific latent action filtering. UniVLA
adds the language task instruction embedding to the IDM and FDM inputs, which may help disentan-
gle task-relevant videos from noise at a high level, but does not provide the per-step learning signal
needed to accurately recover low-level ground-truth actions. As a result, during single-task learning
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the task instruction is a constant vector, and UniVLA effectively reduces to LAPO. This is a general
limitation of UniVLA, whereas we show that promptable representations remain effective even in the
single-task learning regime.

9 CONCLUSION

In this work, we demonstrated that promptable representations provided by Vision-Language Models
can effectively filter out action-correlated distractors, enabling task-centric latent actions. Our ex-
periments on the Distracting MetaWorld benchmark confirmed that using task-centric promptable
representations as targets for LAPO substantially improves both latent action quality and down-
stream success rates. We hope that our results will inspire the community to explore promptable
representations at scale for the next generation of Vision-Language-Action models.

REFERENCES

[1] Rishabh Agarwal, Max Schwarzer, Pablo Samuel Castro, Aaron C Courville, and Marc Belle-
mare. Deep reinforcement learning at the edge of the statistical precipice. Advances in neural
information processing systems, 34:29304–29320, 2021.

[2] Pravesh Agrawal, Szymon Antoniak, Emma Bou Hanna, Baptiste Bout, Devendra Chaplot,
Jessica Chudnovsky, Diogo Costa, Baudouin De Monicault, Saurabh Garg, Theophile Gervet,
et al. Pixtral 12b. arXiv preprint arXiv:2410.07073, 2024.

[3] Michael Ahn, Anthony Brohan, Noah Brown, Yevgen Chebotar, Omar Cortes, Byron David,
Chelsea Finn, Chuyuan Fu, Keerthana Gopalakrishnan, Karol Hausman, et al. Do as i can, not
as i say: Grounding language in robotic affordances. arXiv preprint arXiv:2204.01691, 2022.

[4] Alisson Azzolini, Junjie Bai, Hannah Brandon, Jiaxin Cao, Prithvijit Chattopadhyay, Huayu
Chen, Jinju Chu, Yin Cui, Jenna Diamond, Yifan Ding, et al. Cosmos-reason1: From physical
common sense to embodied reasoning. arXiv preprint arXiv:2503.15558, 2025.
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Figure 11: Aggregation over all hyperparameters for each task in MT10.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

C
L

IP

G
em

m
a-

3

Q
w

en
2.

5-
V

L

O
T

T
E

R

In
st

ru
ct

B
L

IP

C
os

m
os

-R
ea

so
n

S
m

ol
V

L
M

P
ix

tr
al

L
L

aV
A

-O
n

eV
is

io
n

Q
w

en
2-

V
L

S
A

IL

M
iM

o-
V

L

In
te

rn
V

L
3

D
IN

O
v
2

M
ol

m
o

L
la

m
a-

3.
2

P
h

i-
4

P
h

i-
3.

5

A
ya

-V
is

io
n

L
L

aV
A

-N
eX

T

M
o
on

d
re

am
-2

G
ra

sp
M

ol
m

o

M
ol

m
o-

O

0.0000

0.0025

0.0050

0.0075

0.0100

0.0125

A
ct

io
n

p
ro

b
e

0.01
0.01

0.01

0.01
0.01

0.01 0.01
0.01

0.00

0.00
0.01

0.01

0.00
0.01

0.00

0.00 0.00

0.00 0.00 0.00

0.01

0.00 0.00

0.01

0.01

0.01 0.01
0.01 0.01

0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

0.00 0.00 0.00
0.00

reach-v2-goal-observable

C
L

IP

D
IN

O
v
2

O
T

T
E

R

M
iM

o-
V

L

G
em

m
a-

3

Q
w

en
2.

5-
V

L

P
h

i-
4

In
st

ru
ct

B
L

IP

A
ya

-V
is

io
n

P
ix

tr
al

S
A

IL

L
L

aV
A

-N
eX

T

S
m

ol
V

L
M

C
os

m
os

-R
ea

so
n

P
h

i-
3.

5

L
la

m
a-

3.
2

L
L

aV
A

-O
n

eV
is

io
n

M
ol

m
o-

O

Q
w

en
2-

V
L

M
o
on

d
re

am
-2

In
te

rn
V

L
3

M
ol

m
o

G
ra

sp
M

ol
m

o

0.00

0.05

0.10

0.15

0.20

A
ct

io
n

p
ro

b
e

0.15

0.14

0.12

0.09

0.12

0.08 0.08
0.09

0.07 0.07

0.09

0.12

0.10

0.08 0.08
0.09 0.08

0.07 0.08
0.07

0.09

0.07

0.08

0.20

0.16

0.15

0.13 0.13
0.12 0.12 0.12

0.11 0.11 0.11 0.11 0.10 0.10 0.10 0.10 0.10 0.10
0.09 0.09 0.09 0.09 0.08

push-v2-goal-observable

In
st

ru
ct

B
L

IP

C
L

IP

P
ix

tr
al

D
IN

O
v
2

O
T

T
E

R

G
em

m
a-

3

M
iM

o-
V

L

S
A

IL

P
h

i-
4

L
L

aV
A

-N
eX

T

M
ol

m
o-

O

S
m

ol
V

L
M

A
ya

-V
is

io
n

P
h

i-
3.

5

Q
w

en
2.

5-
V

L

Q
w

en
2-

V
L

L
la

m
a-

3.
2

C
os

m
os

-R
ea

so
n

In
te

rn
V

L
3

L
L

aV
A

-O
n

eV
is

io
n

M
o
on

d
re

am
-2

G
ra

sp
M

ol
m

o

M
ol

m
o

0.00

0.05

0.10

0.15

A
ct

io
n

p
ro

b
e 0.13

0.15
0.14

0.13
0.14

0.11 0.11
0.12

0.09 0.09

0.08

0.10

0.11

0.10

0.12

0.14 0.14

0.11
0.11

0.06

0.09 0.09
0.09

0.19
0.18

0.18
0.17

0.16 0.16
0.15

0.14 0.14
0.13

0.12 0.12
0.11 0.11

0.10 0.10 0.09 0.09
0.09 0.09 0.09

0.08 0.08

pick-place-v2-goal-observable

D
IN

O
v
2

G
em

m
a-

3

M
iM

o-
V

L

Q
w

en
2.

5-
V

L

C
os

m
os

-R
ea

so
n

P
ix

tr
al

L
la

m
a-

3.
2

In
st

ru
ct

B
L

IP

Q
w

en
2-

V
L

In
te

rn
V

L
3

P
h

i-
3.

5

S
A

IL

L
L

aV
A

-O
n

eV
is

io
n

O
T

T
E

R

L
L

aV
A

-N
eX

T

P
h

i-
4

M
ol

m
o

M
o
on

d
re

am
-2

C
L

IP

M
ol

m
o-

O

G
ra

sp
M

ol
m

o

A
ya

-V
is

io
n

S
m

ol
V

L
M

0.0

0.2

0.4

0.6

0.8

1.0

A
ct

io
n

p
ro

b
e

0.66

0.51

0.37 0.38 0.40

0.30

0.38
0.41

0.35

0.18

0.33

0.25
0.28

0.24 0.26 0.26 0.26

0.18
0.24

0.28

0.15

0.26
0.31

1.15

0.59
0.55

0.52 0.50 0.49 0.48 0.47
0.41 0.40 0.38 0.38

0.34 0.34 0.34
0.31 0.29 0.29 0.28 0.26 0.25

0.22
0.19

door-open-v2-goal-observable

C
L

IP

G
em

m
a-

3

D
IN

O
v
2

O
T

T
E

R

L
L

aV
A

-N
eX

T

M
iM

o-
V

L

Q
w

en
2-

V
L

S
m

ol
V

L
M

S
A

IL

M
ol

m
o-

O

A
ya

-V
is

io
n

P
h

i-
3.

5

C
os

m
os

-R
ea

so
n

G
ra

sp
M

ol
m

o

P
ix

tr
al

Q
w

en
2.

5-
V

L

In
te

rn
V

L
3

P
h

i-
4

M
o
on

d
re

am
-2

M
ol

m
o

L
L

aV
A

-O
n

eV
is

io
n

L
la

m
a-

3.
2

In
st

ru
ct

B
L

IP

0.00

0.05

0.10

0.15

0.20

A
ct

io
n

p
ro

b
e 0.14

0.07 0.07 0.07

0.05 0.05
0.04

0.05
0.04

0.04
0.03

0.06

0.10

0.03

0.07

0.11

0.03

0.05
0.05

0.09

0.06

0.04

0.07

0.20

0.15

0.12
0.11

0.10 0.10 0.10 0.09 0.09
0.08

0.08 0.08 0.07 0.07 0.07 0.07
0.06 0.06 0.06 0.06

0.05
0.04 0.04

drawer-open-v2-goal-observable

C
L

IP

O
T

T
E

R

In
st

ru
ct

B
L

IP

D
IN

O
v
2

M
iM

o-
V

L

G
em

m
a-

3

Q
w

en
2-

V
L

L
la

m
a-

3.
2

S
A

IL

M
o
on

d
re

am
-2

P
h

i-
4

Q
w

en
2.

5-
V

L

P
ix

tr
al

L
L

aV
A

-O
n

eV
is

io
n

G
ra

sp
M

ol
m

o

In
te

rn
V

L
3

C
os

m
os

-R
ea

so
n

M
ol

m
o

L
L

aV
A

-N
eX

T

M
ol

m
o-

O

S
m

ol
V

L
M

P
h

i-
3.

5

A
ya

-V
is

io
n

0

1

2

3

A
ct

io
n

p
ro

b
e

1.52

1.30

0.58
0.71

0.92
0.74

0.61 0.54
0.43 0.40

0.26 0.33
0.42 0.47

0.20
0.31 0.31

0.19
0.28 0.28 0.31 0.29

0.20

3.33

1.44

0.95 0.94 0.87 0.83 0.79
0.65 0.62 0.59 0.59 0.59 0.58 0.54 0.48 0.41 0.41 0.40 0.39 0.38 0.37 0.34 0.32

drawer-close-v2-goal-observable

C
L

IP

D
IN

O
v
2

G
em

m
a-

3

O
T

T
E

R

In
st

ru
ct

B
L

IP

Q
w

en
2-

V
L

P
h

i-
3.

5

C
os

m
os

-R
ea

so
n

P
ix

tr
al

Q
w

en
2.

5-
V

L

S
m

ol
V

L
M

L
la

m
a-

3.
2

M
iM

o-
V

L

P
h

i-
4

S
A

IL

In
te

rn
V

L
3

A
ya

-V
is

io
n

G
ra

sp
M

ol
m

o

L
L

aV
A

-N
eX

T

M
ol

m
o-

O

M
o
on

d
re

am
-2

M
ol

m
o

L
L

aV
A

-O
n

eV
is

io
n

0.0

0.2

0.4

0.6

A
ct

io
n

p
ro

b
e

0.61

0.50

0.26

0.16
0.19

0.16 0.16

0.11
0.13 0.14

0.10
0.13

0.10
0.08 0.09 0.09

0.06
0.08 0.09 0.07 0.08 0.08 0.07

0.78 0.77

0.30

0.22 0.22
0.20 0.20

0.18 0.16 0.16 0.15 0.14
0.12 0.12 0.12 0.11 0.11 0.11 0.11 0.10 0.09 0.09 0.08

button-press-topdown-v2-goal-observable

D
IN

O
v
2

O
T

T
E

R

C
L

IP

P
ix

tr
al

G
em

m
a-

3

M
iM

o-
V

L

S
m

ol
V

L
M

M
ol

m
o-

O

P
h

i-
4

C
os

m
os

-R
ea

so
n

S
A

IL

In
te

rn
V

L
3

M
o
on

d
re

am
-2

L
L

aV
A

-N
eX

T

L
L

aV
A

-O
n

eV
is

io
n

In
st

ru
ct

B
L

IP

Q
w

en
2.

5-
V

L

P
h

i-
3.

5

A
ya

-V
is

io
n

M
ol

m
o

Q
w

en
2-

V
L

L
la

m
a-

3.
2

G
ra

sp
M

ol
m

o

0

1

2

3

4

A
ct

io
n

p
ro

b
e

3.07

2.56
2.46

2.12
2.32 2.39

2.57

2.02

2.48

2.18 2.26

2.02
2.13

2.32

1.95 1.95 2.02 1.93 1.96 2.03

2.63

2.25
2.14

4.14

2.82 2.78
2.66 2.62 2.61 2.55

2.30 2.23 2.17 2.15 2.12 2.10 2.10 2.07 2.06 2.04 2.00 1.95 1.93 1.89 1.80 1.79

peg-insert-side-v2-goal-observable

C
L

IP

D
IN

O
v
2

P
ix

tr
al

Q
w

en
2-

V
L

In
st

ru
ct

B
L

IP

G
em

m
a-

3

S
m

ol
V

L
M

Q
w

en
2.

5-
V

L

C
os

m
os

-R
ea

so
n

O
T

T
E

R

G
ra

sp
M

ol
m

o

M
o
on

d
re

am
-2

In
te

rn
V

L
3

L
L

aV
A

-O
n

eV
is

io
n

M
ol

m
o

M
iM

o-
V

L

L
la

m
a-

3.
2

P
h

i-
3.

5

S
A

IL

P
h

i-
4

A
ya

-V
is

io
n

L
L

aV
A

-N
eX

T

M
ol

m
o-

O

0.0

0.5

1.0

1.5

A
ct

io
n

p
ro

b
e 1.12

0.72

0.53
0.48

0.91

0.64

0.43 0.43 0.42 0.45
0.35

0.55

0.38 0.39
0.30

0.35 0.36 0.33
0.29

0.39
0.30

0.22
0.27

1.71

1.14

0.75 0.72
0.68 0.66 0.66 0.65 0.64 0.61

0.53
0.49 0.48 0.44 0.44 0.43 0.42 0.41 0.39

0.32 0.31
0.25 0.24

window-open-v2-goal-observable

D
IN

O
v
2

C
L

IP

G
em

m
a-

3

Q
w

en
2.

5-
V

L

M
iM

o-
V

L

P
ix

tr
al

O
T

T
E

R

In
st

ru
ct

B
L

IP

Q
w

en
2-

V
L

C
os

m
os

-R
ea

so
n

P
h

i-
3.

5

L
la

m
a-

3.
2

M
o
on

d
re

am
-2

S
m

ol
V

L
M

M
ol

m
o

L
L

aV
A

-O
n

eV
is

io
n

M
ol

m
o-

O

S
A

IL

P
h

i-
4

L
L

aV
A

-N
eX

T

A
ya

-V
is

io
n

G
ra

sp
M

ol
m

o

In
te

rn
V

L
3

0.0

0.2

0.4

0.6

0.8

1.0

A
ct

io
n

p
ro

b
e

0.66

0.33

0.45

0.26
0.29

0.22
0.28 0.28

0.34

0.26

0.19

0.29

0.17
0.23 0.21

0.18
0.21 0.22

0.08
0.14

0.27 0.24 0.24

1.13

0.60

0.52

0.36 0.35 0.34 0.34 0.33 0.33 0.32 0.32 0.30 0.28 0.25 0.24 0.24 0.22 0.22 0.22 0.21 0.20 0.19 0.18

window-close-v2-goal-observable

LAPO+VLM wo/ distractors LAPO+VLM w/ distractors

Figure 12: Probe values for best hyperparameters for each task in MT10.
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Figure 13: Action probes comparison for LAPO and LAPO+VLMs on full datasets for all tasks in
MT10. Results are averaged over three random seeds. As can be seen, LAPO+VLM significantly
improves upon LAPO in terms of the latent actions quality, and without any supervision with true
actions closes the gap with LAPO without distractors. While all VLMs bring improvements, Molmo
achieve best results overall. For resulting success rates see Figure 9

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

0 1 2 3 4 5 6

Action probe

(Segment a robot., -2, mean, prompt)
(Point to the robotic arm gripper., -2, mean, prompt)

(Robot [doing task] on a table., -2, mean, prompt)
(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, mean, prompt)

(Point to where I should grasp to accomplish the following task - [task] ., -2, mean, prompt)
(Is there [task obj] and a robot in the image?, -2, mean, prompt)

(Do you see a robot gripper?, -2, mean, prompt)
(Point to where I should grasp to accomplish the following task - [task] ., -1, mean, prompt)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, last, prompt)
(Point to where I should grasp to accomplish the following task - [task] ., -1, last, prompt)

(Point to the robotic arm gripper., -2, mean, output)
(Do not describe background features. Focus on the robot arm and the [task obj]., -1, mean, prompt)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, mean, prompt)
(Do not describe background features. Focus on the robot arm and the [task obj]., -2, mean, prompt)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, last, prompt)
(Do not describe background features. Focus on the robot arm and the [task obj]., -2, last, prompt)
(Do not describe background features. Focus on the robot arm and the [task obj]., -1, last, prompt)

(Is there [task obj] and a robot in the image?, -1, mean, prompt)
(Point to the robotic arm gripper., -1, mean, output)

(Robot [doing task] on a table., -2, last, prompt)
(Do you see a robot gripper?, -1, mean, prompt)

(Is there [task obj] and a robot in the image?, -1, last, prompt)
(Robot [doing task] on a table., -1, mean, prompt)

(Robot [doing task] on a table., -1, last, prompt)
(Do you see a robot gripper?, -1, last, prompt)
(Do you see a robot gripper?, -2, last, prompt)

(Point to where I should grasp to accomplish the following task - [task] ., -2, last, prompt)
(Point to the robotic arm gripper., -1, last, prompt)

(Point to where I should grasp to accomplish the following task - [task] ., -1, mean, output)
(Point to the robotic arm gripper., -1, mean, prompt)

(Is there [task obj] and a robot in the image?, -2, last, prompt)
(Point to where I should grasp to accomplish the following task - [task] ., -2, mean, output)

(Segment a robot., -2, mean, output)
(Segment a robot., -2, last, prompt)

(Segment a robot., -1, mean, prompt)
(Segment a robot., -1, last, prompt)
(Segment a robot., -2, last, output)

(Point to where I should grasp to accomplish the following task - [task] ., -2, last, output)
(Point to the robotic arm gripper., -2, last, prompt)

(Segment a robot., -1, mean, output)
(Point to where I should grasp to accomplish the following task - [task] ., -1, last, output)

(Segment a robot., -1, last, output)
(Do you see a robot gripper?, -1, mean, output)

(Is there [task obj] and a robot in the image?, -1, mean, output)
(Robot [doing task] on a table., -2, mean, output)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, mean, output)
(Do you see a robot gripper?, -2, mean, output)

(Do not describe background features. Focus on the robot arm and the [task obj]., -1, mean, output)
(Robot [doing task] on a table., -1, mean, output)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, mean, output)
(Is there [task obj] and a robot in the image?, -2, mean, output)

(Do not describe background features. Focus on the robot arm and the [task obj]., -2, mean, output)
(Point to the robotic arm gripper., -2, last, output)
(Point to the robotic arm gripper., -1, last, output)

(Do you see a robot gripper?, -2, last, output)
(Is there [task obj] and a robot in the image?, -1, last, output)
(Is there [task obj] and a robot in the image?, -2, last, output)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -2, last, output)
(Do not describe background features. Focus on the robot arm and the [task obj]., -2, last, output)

(The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?, -1, last, output)
(Robot [doing task] on a table., -2, last, output)

(Do you see a robot gripper?, -1, last, output)
(Do not describe background features. Focus on the robot arm and the [task obj]., -1, last, output)

(Robot [doing task] on a table., -1, last, output)

Figure 14: Action probes ranking for all combinations of hyperparameters explored for Molmo VLM.
Values are averaged over all tasks and settings, e.g. with and without distractors.
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B VISION-LANGUAGE MODELS DETAILS

Table 1: Prompt templates used in our experiments. We adapt them to each task by inserting
information relevant to the task. All VLMs explored share the same prompts per task.

Prompt
The robot task is to [task]. Briefly, what is the next logical action for the robotic arm?
Do not describe background features. Focus on the robot arm and the [task-obj].
Do you see a robot gripper?
Is there [task-obj] and a robot in the image?
Robot [doing task] on a table.
Point to the robotic arm gripper.
Point to where I should grasp to accomplish the following task - [task].
Segment a robot.

Table 2: Exact HuggingFace IDs for all VLMs we used. We shortened their names in Figures to save
some space.

Name HuggingFace ID
InstructBLIP Salesforce/instructblip-vicuna-7b
Molmo allenai/Molmo-7B-D-0924
Gemma-3 google/gemma-3-12b-it
Llama-3.2 unsloth/Llama-3.2-11B-Vision-Instruct
Qwen2.5-VL Qwen/Qwen2.5-VL-7B-Instruct
InternVL3 OpenGVLab/InternVL3-8B
Cosmos-Reason nvidia/Cosmos-Reason1-7B
Phi-4 microsoft/Phi-4-multimodal-instruct
LLaVA-OneVision llava-hf/llava-onevision-qwen2-7b-ov-hf
SmolVLM HuggingFaceTB/SmolVLM2-2.2B-Instruct
Pixtral mistral-community/pixtral-12b
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C HYPERPARAMETERS

Table 3: LAPO-ResNet hyperparameters. Names are exactly follow the configuration files used in
code.

Part Parameter Value

General

frame stack 4
probe learning rate 0.0003
disable distractors True
seed 0
eval seed 0
eval episodes 50

Latent action learning

latent action dim 128
idm encoder scale 5
idm encoder num res blocks 1
idm encoder channels [16, 16, 32, 32, 128, 128, 256]
fdm encoder scale 1
fdm encoder num res blocks 1
fdm encoder channels [16, 16, 32, 32, 128, 128, 256]
num epochs 10
batch size 64
learning rate 0.0001
weight decay 0.0
warmup epochs 1
grad norm -

Latent behavior cloning

num epochs 10
batch size 64
learning rate 0.0001
weight decay 0.0
warmup epochs 0
encoder scale 5
encoder num res blocks 1
encoder channels [16, 16, 32, 32, 128, 128, 256]

Latent actions decoding

total updates 100000
batch size 64
learning rate 0.001
hidden dim 128
num labeled trajectories [16, 8, 2, 4]
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Table 4: LAPO-Trans hyperparameters. Names exactly follow the configuration files used in code.

Part Parameter Value

General

frame stack 4
probe learning rate 0.0003
disable distractors True
seed 0
eval seed 0
eval episodes 50

Latent action learning

latent action dim 128
patch size 32
fdm use cross attn False
idm hidden dim 896
idm num layers 4
idm num heads 16
fdm hidden dim 256
fdm num layers 4
fdm num heads 8
normalize qk False
pre norm True
num epochs 10
batch size 64
learning rate 0.0001
weight decay 0.0
warmup epochs 1
grad norm -

Latent behavior cloning

num epochs 10
batch size 64
learning rate 0.0001
weight decay 0.0
warmup epochs 0
encoder scale 5
encoder num res blocks 1
encoder channels [16, 16, 32, 32, 128, 128, 256]

Latent actions decoding

total updates 100000
batch size 64
learning rate 0.001
hidden dim 128
num labeled trajectories [16, 8, 2, 4]
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Table 5: LAPO+VLM hyperparameters. Names exactly follow the configuration files used in code.

Part Parameter Value

General

frame stack 4
probe learning rate 0.0003
disable distractors True
seed 0
eval seed 0
eval episodes 50

VLM (example)

type molmo
prompt Point to the robotic arm gripper.
layer 27
target output
reduce strategy mean

Latent action learning

latent action dim 128
idm encoder scale 5
idm encoder num res blocks 1
idm encoder channels [16, 16, 32, 32, 128, 128, 256]
fdm hidden dim 1024
fdm num layers 4
fdm expand 4
num epochs 200
batch size 64
learning rate 0.0001
weight decay 0.0
warmup epochs 1
grad norm -

Latent behavior cloning

num epochs 10
batch size 64
learning rate 0.0001
weight decay 0.0
warmup epochs 0
encoder scale 5
encoder num res blocks 1
encoder channels [16, 16, 32, 32, 128, 128, 256]

Latent actions decoding

total updates 100000
batch size 64
learning rate 0.001
hidden dim 128
num labeled trajectories [16, 8, 2, 4]
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