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Abstract

Visual localization, which estimates a camera’s pose within
a known scene, is a fundamental capability for autonomous
systems. While absolute pose regression (APR) methods
have shown promise for efficient inference, they often strug-
gle with generalization. Recent approaches attempt to ad-
dress this through data augmentation with varied view-
points, yet they overlook a critical factor: appearance di-
versity. In this work, we identify appearance variation as
the key to robust localization. Specifically, we first lift real
2D images into 3D Gaussian Splats with varying appear-
ance and deblurring ability, enabling the synthesis of di-
verse training data that varies not just in poses but also
in environmental conditions such as lighting and weather.
To fully unleash the potential of the appearance-diverse
data, we build a two-branch joint training pipeline with
an adversarial discriminator to bridge the syn-to-real gap.
Extensive experiments demonstrate that our approach sig-
nificantly outperforms state-of-the-art methods, reducing
translation and rotation errors by 50% and 41% on indoor
datasets, and 38% and 44% on outdoor datasets. Most no-
tably, our method shows remarkable robustness in dynamic
driving scenarios under varying weather conditions and in
day-to-night scenarios, where previous APR methods fail.

1. Introduction

Visual localization, the task of calculating a 6-DoF camera
pose—its translation and rotation—based on a query image
within a given environment, is essential for various appli-
cations, including robotics [2], autonomous vehicles [20],
and virtual reality [13]. Besides traditional geometry-based
approaches, recent learning-based visual localization meth-
ods adopt absolute pose regression (APR) [7, 10, 26, 58],
scene coordinate regression (SCR) [5, 6, 46, 66], or post
pose refinement (PPR) [11, 21, 35, 46, 64, 71, 73]. SCR
methods focus on learning-based 2D-3D correspondences
followed by subsequent Perspective-n-Point (PnP) for pose
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Figure 1. We propose RAP, a novel pipeline to train robust

APR models. We lift real-world 2D images into 3D Gaussian
Splats [27] to synthesize images with diverse appearances and
poses, improving model generalizability. We also introduce an ad-
versarial discriminator, mitigating the syn-to-real gap to learn ro-
bust features. Together, we achieve state-of-the-art performance.

estimation. PPR methods heavily rely on a pose prior, usu-
ally obtained from image retrieval, followed by iterative re-
finement. In contrast, APR methods employ a supervised
framework to train a regression neural network on image-
pose pairs, enabling direct pose estimation during inference.
APR offers faster runtime and lower error in challenging
scenes with sparse views, significant lighting variations, or
numerous dynamic objects, making it a promising method
for ensuring robustness in real-world applications.

Despite promises, there is a performance gap in local-
ization accuracy between APR and other methods. A well-
known pivotal work [54] attributes this to APR performing
image-based memorization, i.e., retrieving poses seen dur-
ing training. Driven by this crucial finding, to improve such
memorization while avoiding the need for denser real-world
training samples, recent methods leverage Neural Radiance
Fields (NeRF) [42] to synthesize additional posed images
for APR training [10, 32, 45]. LENS [45] tried to employ
appearance perturbation using NeRF-W [41], but found the
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improvements minimal [45]. As appearance augmentation
is common in other learning tasks, why does it fail in APR?

We hypothesize a learning gap: Limitations in previous
training pipelines prevented the effective use of diverse data
to boost performance. Artifacts always exist in images ren-
dered by common novel view synthesis (NVS) methods,
which might disturb the model feature space. Inspired by
generative adversarial networks (GAN) [22], where a dis-
criminator is trained to distinguish between real and gener-
ated samples, we propose adversarial training for APR, de-
signing a discriminator to align the features of synthetic and
real images, thereby reducing the syn-to-real domain gap
and mitigating the impact of rendering artifacts. Augmen-
tation quality also matters. To efficiently synthesize diverse
high-quality images with controllable varying appearance,

we extend the vanilla 3D Gaussian Splatting (3DGS) [27]

to appearance-varying 3DGS with deblurring ability.

These form our two-branch joint training framework for
robust absolute pose regression (RAP). The first branch
coarsely trains our Transformer-based pose regressor with
both real data and data synthesized at the original real pose,
together with an adversarial discriminator to reduce the syn-
to-real domain gap. The second branch progressively gen-
erates randomly perturbed poses and appearances, provid-
ing additional supervision to the same APR Transformer.

Through extensive experiments, we demonstrate that ex-

ploiting data diversity using adversarial training signifi-

cantly increases localization accuracy in APR. Meanwhile,
our results indicate that APR consistently benefits from

more diverse visual data, and we observe clear signs of a

more generalizable APR emerging with its localization per-

formance cannot be explained merely by memorization.
Our contributions are summarized as follows:

* We identify the crucial role of appearance diversity for
APR, and develop a 3DGS-based appearance-varying
data augmentation framework to efficiently generate di-
verse synthetic data with controllable lighting conditions.

* We propose an adversarial discriminator to reduce the
syn-to-real gap. Together with progressive data synthe-
sis, we form a robust two-branch joint training pipeline
that fully unleashes the power of data diversity.

¢ We conduct extensive experiments showing our method
outperforms state-of-the-art approaches on challenging
datasets with significant appearance change. Ablation
studies further analyze key factors affecting performance.

2. Related Works

Visual Localization. Visual localization aims to estimate
a camera’s translation and rotation within a 3D scene. Tra-
ditional geometry-based methods [8, 17, 34, 37, 48, 50-52,
62] accomplish this by using point clouds and a reference
image database, relying on stored descriptors and image
retrieval to establish 2D-3D correspondences. In contrast,
scene coordinate regression (SCR) methods [4-6, 66] em-

bed map information within neural networks to directly pre-
dict 2D-3D correspondences. Both approaches generally re-
quire PnP [19] and RANSAC [18] to output camera poses at
test time, which adds additional computation cost. Alterna-
tively, absolute pose regression (APR) [7, 9, 24, 26, 44, 57]
aims to directly regress the camera pose from a query im-
age using neural networks. Although the performance is
suboptimal compared with geometry-based methods, APR
remains a promising approach due to its fast inference.
Data Augmentation for Pose Regression. End-to-end
pose regression methods rely heavily on the amount and di-
versity of training data. Previous work [54] shows that APR
implicitly learns image retrieval in the given environment.
Therefore, the following works LENS [45], DFNet [10] and
PMNet [32] enhance APR performance by spatially enrich-
ing training views with NeRF. However, these approaches
fail to address the generalizability of APR models and ex-
hibit several limitations: (1) The efficiency of training and
novel view synthesis (NVS) in NeRF is severely restricted,
hindering scalability. (2) They limit NVS to geometric
(pose) transformations while neglecting photometric (ap-
pearance) variations, thereby decreasing APR robustness to
changes in visual appearance. (3) The augmented data is
underutilized in their learning frameworks, leaving its po-
tential for improving APR largely untapped. Differently,
our framework switches to 3DGS [27] as the scene repre-
sentation to efficiently generate novel posed images with
controllable appearances and introduce adversarial training
to unleash the power of such diverse data.

Handling and Synthesizing Challenging Scenarios. Vi-
sual localization often encounters unstructured photo col-
lections [61], where visual appearance varies due to mov-
ing objects, lighting changes, and inconsistent camera expo-
sure settings. To tackle these in-the-wild challenges, NeRF-
W [40] uses per-image transient and appearance embed-
dings. In 3DGS [27], VastGaussian [33] applies a CNN
to 3DGS outputs but still struggles with significant appear-
ance variations. SWAG [14] mitigates this issue by storing
appearance information in an external hash-grid-based im-
plicit field, while GS-W [70] enhances flexibility by sepa-
rating intrinsic and dynamic appearance features for each
Gaussian point. 3DGM [31] leverages consensus across
multiple sequences as the self-supervision signal to remove
transient and moving objects without human annotations.
Deblur-GS [68] addresses motion blur—another challenge
in localization datasets—by modeling camera motion to
yield sharper edges in rendered scenes. Our method incor-
porates appearance modeling and edge refinement to handle
and synthesize diverse indoor, outdoor, and driving scenes.

3. Method
3.1. Pre-Processing with 3DGS

A robust pose regressor should focus on intrinsic scene
attributes, not appearance variations. Therefore, we first
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Figure 2. Pipeline of RAP. We lift multiple RGB video sequences into 3D Gaussian Splats, which serve as our data engine. The branch-1
(see Sec. 3.3.1) inputs paired real and synthetic images to regress poses, with a discriminator to bridge the syn-to-real gap. The branch-2
(see Sec. 3.3.2) generates views with novel poses and appearances, which are fed into the same pose regressor as additional supervision.

synthesize diverse visual data for training. We leverage
3DGS [27], representing scenes with explicit ellipsoids, to
model diverse appearances. Following GS-W [70], we as-
sume the scene contains K Gaussians and represent the in-
dependent intrinsic material attributes using positions p €
RE*3 spherical harmonics Y € REX16x3 and other pa-
rameters © including rotation ¢ € RX*4, scaling s €
RE*3, and opacity a € RX. To capture the dynamic ap-
pearance influenced by environmental factors, we extract
features from the input image and assign each Gaussian its
own feature using a learnable sampler S € R¥*2, forming
features £ € RE*16X3 We also incorporate the camera’s
view direction  to account for viewpoint-dependent effects.
The final color of Gaussians C € R¥*3 js:

C = MLP(p, Y, wE, 0), )

where w is the blending weight that controls the dynamic
appearance of the rendered image.

Another significant challenge in visual localization is
motion blur, often caused by slow shutter speeds during
video capture, leading to pose ambiguity and degraded ren-
dering quality, further decreasing localization accuracy. In-
spired by Deblur-GS [68], we model camera motion blur as
the inverse of scene motion, i.e., the transformation in Gaus-
sian position denoted by T~ € SE(3). For each training im-
age, we sample a certain time step along a linear trajectory
with a sampling weight ¢ € R" and blend them to com-
pute loss £ with the original blurry image Z; € R¥*Wx3,
optimizing T, ¢, C and other 3DGS parameters ©:

argmin L <Ib, Z(bl Render (7 ;(p ),C,@)> , 2)

0. T.1Y.E.0 P

where the details of £ are in supplemental materials. Af-
ter training, our 3DGS can efficiently render posed images
given 0 and w.

3.2. Architecture of Pose Regressor

Given a set of images and their associated camera poses
{(I;, P;)}}_,, our goal is to train a neural network to di-
rectly output a homogeneous camera pose P € R3** for a
query image I € R¥*WX*C  Qur network architecture is
shown as the pose regressor in Fig. 2.

Feature Extractor. Pose regression networks typically
extract features using a common backbone ¢, such as
VGG [60] or EfficientNet [63], leveraging multiple deeper
layers for translation and rotation regression:

o(I) = {Fo(I),..., Fy_1(I), Fx(I)}, (3)

F.(+) denotes features extracted from the *-th layer of a
backbone with N layers. F;(I) and F,.(I) denote features
for translation and rotation regression, respectively.

Pose Transformer. Unlike CNN-based regression mod-
els [10, 32], where fine-grained local features can intro-
duce noise and harm performance, we propose Pose Trans-
former to leverage the strong ability of Vision Transformer
(ViT) [16] for modeling long-range dependencies. Each
Transformer generates a global token (Trans for transla-
tion and Rot for rotation) to provide a comprehensive con-
text for pose regression, inspired by the CLS token in ViT.
Given F,.(I) and F;(I), the translation token is then con-
catenated with the flattened input features”:

]?t(I) = Cat(Flatten(F;(I)), Trans) € RHA:We+1)xCt

“)
The positional encodings are then added to the flattened
feature (PE + F;(I)) € RHWe+1XCi - Muylti-head Self-
Attention (MSA) is then conducted through a stack of mul-

tiple layers with the post-processing as follows:
FI(I) = MSA(PE + F(I)) + PE + F(I),

_— - 5
Fu(I) = LN(FEN(LN(F/(I))) + F/(I)), ®

“We only present the translation regression for simplicity.



where LN indicates layer normalization and FFN denotes
the fully connected feed-forward network, consisting of two
linear layers with a ReLU. The final output is flattened back
to (H;W; + 1) X ¢;. See supplementary for more details.
Regression Head. Only the processed translation token,
Trans, capturing global features for regression, is fed into
the regression head. This regression head consists of two
MLPs, each with a hidden layer and GeLU activation:

{ = Linear(GeLU(Linear(Trans))). (6)

The £ represents the final prediction for translation. Simi-
larly, we obtain the rotation prediction denoted by 7.

3.3. Two-Branch Joint Training Paradigm

3.3.1. Branch-1: Aligning Features via Discriminator

Synthetic images from 3DGS provide novel viewpoints and
appearances but often contain artifacts, leading to a syn-to-
real domain gap. To align features from rendered and real
images of the same pose, we introduce an adversarial train-
ing mechanism besides the basic pose regression training.
Pose Regression Loss. For basic training, we render the
synthetic image I’ with the same pose label P as the real
image I, both used as supervision for the pose regressor.
The training objective consists of translation loss £, and
the rotation loss £,., which are measured by the Euclidean
distance between the ground truth pose P = {¢,r} and the
estimated pose P = {£,7}:

L= ||t — £, (7
,cr:Hr—’f : ®)
7]l 1],

‘C;ose =L eXp(_St) +s+ L, eXp(_Sr) + Sr, )

where s; and s, are learned parameters for balancing the
optimization between rotation and translation [25].

Adversarial Loss. The adversarial training mechanism op-
timizes the discriminator to distinguish real from rendered
image features, while training the feature extractor to fool
the discriminator, effectively bridging the domain gaps. To
prevent vanishing gradients, we propose a novel adversar-
ial objective for pose regression, inspired by LSGAN [39]:

1

argénin Lpis(D) :§E1dim(1) [(D(Adj(]:t(I))) — 1)2]

1
+5Er [D(A) (F(I)*] (10)

1
argénin Léen(G) :§E1/ [(D(AQ]'(F(I")) — 1)?] . (11)

Here, Adj and Adj’ are the adjustment layers, consisting
of Conv-ReLU-BN layers. The feature extractor ¢ acts as
the generator G, while D is the discriminator, composed of
several convolutional layers with ReLU activations. More
details are in supplemental materials.

3.3.2. Branch-2: Training while Synthesizing Data

With the proposed appearance-varying 3DGS, more posed
images are generated to enrich the training data for bet-
ter generalizability. Specifically, our data synthesis is cat-
egorized into two dimensions: pose augmentation and ap-
pearance augmentation, as illustrated in Fig. 1. For pose
augmentation, given a training pose P, a perturbed pose
P, is generated around P by the translation noise of ¢
and rotation noise of ér. For appearance augmentation, we
randomly adjust the appearance of rendered images using
random blending weights w, and then render the synthetic
image Iy, using the Gaussian Splats trained in Sec. 3.1.
The novel image-pose pair (g, Pyn), online generated ev-
ery 20 epochs during training until the validation MSE loss
and median errors cease to decrease, serves as additional
supervision for the training. Given the estimated pose of
the synthesized image denoted by Igs.y\n, the loss function

2 (P : 1
ﬁpose(Ryﬂv RY“) 1s same as ‘Cpnse'

3.3.3. Overall Objective

The total loss for the pose regressor is:
»Clotal = ﬁl ['éose + ﬂ2£gose + ﬁS(CGen + £Dis)a (12)

where (31, B2, O3 are loss weights. The total loss will opti-
mize the pose regressor, adjustment layers, and discrimina-
tor. Only the pose regressor will be deployed in the infer-
ence phase, while the other two components are discarded.

4. Experiments

4.1. Evaluation Setup

Datasets. We follow previous works [10, 32] to mainly
use four scenes in the Cambridge Landmarks dataset [26]
with spatial extents around 875 m2. Moreover, we evaluate
our method on MARS [30], a self-driving dataset featur-
ing challenges like moving objects, lighting changes, and
motion blur. To investigate the robustness of our model un-
der extreme lighting changes, such as the transition from
day to night, we also prepared a subset of the Aachen
Day-Night dataset [53]. The training data includes images
captured using various camera models with differing res-
olutions, which renders direct evaluation with APR meth-
ods infeasible. Thus, we standardized the camera models
through center cropping and built a COLMAP [55] model
as pose annotations, including 13 nighttime images for eval-
uation and 246 daytime images for training 3DGS and RAP.
We also employ the 7-Scenes dataset [59], which provides
seven indoor scenes with volumes spanning 1 m3-18 m3,
and follow the original training and testing splits with more
accurate SfM pose annotations [6, 11]. Although it is an in-
door dataset, it is still non-trivial as it includes texture-less
surfaces, object occlusions, and motion blur.
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Figure 3. Qualitative comparison of camera pose estimation errors between a) DFNet [10] and b) our RAP framework across five
scenes on the Cambridge Landmarks dataset [26]. Our RAP framework estimates trajectories that more closely follow the ground truth,
with significantly reduced rotation and position errors compared to DFNet [10].

Table 1. Median translation (cm) and rotation (°) errors on the
Cambridge Landmarks dataset [26]. The best results' in pure
APR and PPR are highlighted in bold.

‘ Methods

PN [26] 166/4.86 262/4.90 141/7.18 245/7.95| 204/6.23 | 683/3.50
MapNet [7] 107/1.89 194/3.91 149/4.22 200/4.53 | 163/3.64 N/A
MS-Trans. [58] | 83/1.47 181/2.39 86/3.07 162/3.99| 128/2.73 N/A
Pure PAE [56] 90/1.49 207/2.58 99/3.88 164/4.16| 140/3.03 N/A
APR| LENST [45] 33/0.50 44/0.90 27/1.60 53/1.60 | 39/1.20 N/A
DFNet [10] 73/2.37 200/2.98 67/2.21 137/4.03| 119/2.90 | 217/4.11
PMNet [32] 68/1.97 103/1.31 58/2.10 133/3.73| 90/2.27 N/A
RAP (Ours) | 52/0.90 87/1.21 33/1.48 53/1.52 | 56/1.28 | 115/1.68

DSAC* [4] 18/0.3  21/04  5/0.3 15/0.6 | 15/0.4 34/0.2
SCR ACE [6] 28/0.4  31/0.6  5/0.3 18/0.6 | 21/0.5 43/0.2
GLACE [66] 19/0.3  17/04  4/0.2 9/0.3 12/0.3 19/0.1

FQN-MN [21] | 28/0.38 54/0.82 13/0.63 58/2.00 | 38/0.96 |4253/39.16
LENS [45] 34/0.54 45/0.96 28/1.66 54/1.66 | 40/1.21 N/A
CrossFire [46] | 47/0.7 43/0.7 20/12 39/1.4 | 37/1.0 N/A
NeFeSso [11] | 37/0.54 52/0.88 15/0.53 37/1.14 | 35/0.77 N/A
HR-APR [35] | 36/0.58 53/0.89 13/0.51 38/1.16 | 35/0.78 N/A
MClLoc [64] 31/0.42  39/0.73 12/0.45 26/0.88 | 27/0.62 N/A
DFNetgs.cpr [360]| 23/0.32  42/0.74 10/0.36 27/0.62 | 26/0.51 N/A
ACEgs.cpr [36] | 20/0.29 21/0.40 5/0.24  13/0.40 | 15/0.33 N/A
DFNetrer (0ursy | 16/0.24  21/0.41  8/0.42  10/0.26 | 14/0.33 | 25/0.13
RAP (Ours) | 15/0.23 18/0.38 5/0.23  9/0.23 | 12/0.27 | 22/0.15

‘College Hospital Shop  Church ‘Averagei‘ Court

PPR

Since most methods did not report results on Court, it is excluded from
the average error calculation. TAs CoordiNet + LENS [45] does not pro-
vide open-source code, it is unclear whether any post-processing is used.

Baselines. We first compare our proposed RAP against
common APR-only approaches on the four datasets, where
PMNet [32] and DFNet [10] are the most related and ad-
vanced methods based on data augmentation. We split the
remaining methods into two categories based on whether
they rely on extra novel view synthesis in test time, includ-
ing SCR [5, 6, 66] and PPR (Post Pose Refinement) [11,
21, 35, 46, 64, 71, 73], which involves rendering images,
querying features in novel views by the initial pose, itera-
tive refinement or sequential refinement [44].

Implementation Details. First, we optimize our 3DGS
for each scene without masking moving objects. We
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Figure 4. Visualization of RAP,,s on MARS [30]. In each sub-
figure, a diagonal line separates the “Predicted” (rendered from the
refined pose) and “GT” (ground truth) sections. Smooth alignment
along this boundary shows RAP,.’s improved pose accuracy.

Table 2. Median translation (cm) and rotation (°) errors on the
MARS dataset [30].

Methods

“0011” 00157 00377  “0041” ‘ Average

PoseNet [26] | 149/1.80 136/2.34 123/1.60  75/0.92 | 121/1.67
RAP (Ours) | 32/0.61  37/1.08  15/035  28/0.35 | 28/0.60
RAP, (Ours) | 8.50.13 82/0.20 8.7/0.09 7.6/0.11 | 8.3/0.13

Table 3. Median translation (COLMAP [72] unit) and rotation
(°) errors on the Aachen Day-Night Dataset [53].

APR-Based SCR-Based
PoseNet [26] DFNet [10] RAP w/o App. RAP RAP,ef‘ ACE [6] GLACE [66]
217/74.30  174/85.80 134/75.99  130/13.70 50/3.93 ‘ 914/90.50  482/36.4

then train our RAP network, which uses an Efficient-
BO backbone [38] pre-trained on ImageNet [15], opti-
mized with Adam [28] at a learning rate of 10~%. Only
the features from the third (reduction_3) and fourth
(reduction_4) layers are used respectively for transla-
tion and rotation regression, and both layers are utilized for
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Figure 5. Visualization of the localization errors of RAP,.s on the 7-Scenes dataset [59].

Table 4. Quantitative results on the 7-Scenes dataset [59]. The best results in pure APR and PPR are highlighted in bold. DSLAM GT
and SfM GT refer to different sets of ground truth. More visualizations and details are in supplemental materials.

Category ‘ Methods ‘ Chess Fire Heads Office Pumpkin  Kitchen Stairs ‘ Average
PoseNet (PN) [26] 32/8.12 47/14.4 29/1.20 48/7.68 47/8.42 59/8.64 47/13.80 44/10.4
MapNet [7] 8/3.25 27/11.7 18/13.3 17/51.5 22/4.02 23/4.93 30/12.1 21/7.77
AtLoc+ [65] 10/3.18 26/10.8 14/11.4 17/5.16 20/3.94 16/4.90 29/10.2 19/7.08
MS-Transformer [58] 11/4.66 24/9.60 14/12.2 17/5.66 18/4.44 17/5.94 17/5.94 18/7.28
Pure PAE [56] 12/4.95 24/9.31 14/12.5 19/5.79 18/4.89 18/6.19 25/8.74 19/7.48
APR CoordiNet + LENS [45] 4/1.38 11/3.77 8/5.86 8/1.98 9/12.27 10/2.27 15/3.67 9/3.07
DFNet [10] 5/1.88 17/6.45 6/3.63 8/2.48 10/2.78 22/5.45 16/3.29 12/3.71
PMNet [32] 4/1.70 10/4.51 7/4.23 7/1.96 14/3.33 14/3.36 16/3.62 10/3.24
RAP (Ours, DSLAM GT) 3/1.41 7/3.46 6/6.02 5/1.97 6/1.96 7/2.18 10/2.14 6/2.73
RAP (Ours, SftM GT) 2/0.85 6/2.84 4/4.52 4/1.57 3/1.10 5/1.10 10/1.30 5/1.90
DSAC [4] 0.5/0.17  0.8/0.28  0.5/0.34  12/0.34 1.2/028  0.7/0.21 2.7/0.78 1.1/0.34
SCR ACE [6] 0.5/0.18  0.8/0.33  0.5/0.33  1.0/0.29  1.0/0.22  0.8/0.20 2.9/0.81 1.1/0.34
GLACE [66] 0.6/0.18  0.9/0.34  0.6/0.34  1.1/0.29  0.9/0.23  0.8/0.20 3.2/0.93 1.2/0.36
marepot [12] 2.6/1.35  25/1.42  23/221 3.6/144 42/1.55 5.1/1.99 6.7/1.83 3.9/1.68
FQN-MN [21] 4.1/1.31 105297 9.2/245  3.6/2.36  4.6/1.76  16.1/4.42 139.5/34.67 28/7.3
CrossFire [46] 1/0.4 5/1.9 3123 5/1.6 3/0.8 2/0.8 12/1.9 4.4/1.38
DFNet + NeFeSs [11] 2/0.57 2/0.74 2/1.28 2/0.56 2/0.55 2/0.57 5/1.28 2.4/0.79
HR-APR [35] 2/0.55 2/0.75 2/1.45 2/0.64 2/0.62 2/0.67 5/1.30 2.4/0.85
PPR MCLoc [64] 2/0.8 3/1.4 3/1.3 4/1.3 5/1.6 6/1.6 6/2.0 4.1/1.43
DFNet + GS-CPR (SfM GT) [36] | 0.7/0.20  0.9/0.32  0.6/0.36  1.2/0.32  1.3/0.31  0.9/0.25 2.2/0.61 1.1/0.34
ACE + GS-CPR (SfM GT) [36] 0.5/0.15  0.6/0.25  0.4/0.28  0.9/0.26  1.0/0.23  0.7/0.17 1.4/0.42 0.8/0.25
RAP, (Ours, DSLAM GT) 2.78/1.43 2.07/1.23 1.53/1.87 2.49/120 447/1.56 421/1.83  3.24/1.18 | 2.97/1.47
RAP,¢ (Ours, SfM GT) 0.33/0.11 0.51/0.21  0.39/0.27 0.57/0.16 0.81/0.20 0.45/0.12  1.11/0.32 | 0.60/0.20

fAs marepo [12] combines SCR and APR, we classify it as SCR.

narrowing the domain gap via the discriminator, which is
also optimized with Adam [28], using a learning rate of
10~* and betas set to (0.5, 0.999). More details about train-
ing are in supplemental materials. For generating random
views, we apply random normalized perturbations to each
training pose: dt = 20 cm and dr = 10° for indoor scenes,
and 0t = 150 cm and ér = 4° for outdoor scenes.

To allow for comparison with SCR methods and lever-
age 3DGS’s efficient rendering for PPR, we extend the
APR pipeline with match-based refinement similar to GS-
CPR [36], denoted as RAP,. At test time, RAP’s initial
pose is used to render an RGB-D image via 3DGS. Together
with MASt3R [29], we can obtain 2D-3D correspondences
to perform RANSAC-PnP [18, 19], resulting in a refined
pose. More details are in supplementary materials.

4.2. Benchmark Results

Cambridge Landmarks [26]. In the challenging outdoor
Cambridge Landmarks dataset (Table 1), our RAP reduces
both translation and rotation errors across all scenes by over

30% compared to other APR-only methods. The visualiza-
tion in Fig. 3 shows that our method produces fewer outliers
than DFNet [10]. In the three larger-scale scenes with sig-
nificant appearance diversity (College, Church, and Court),
rotation error is even halved compared to DFNet. Table |
also shows the effectiveness of our RAP,¢ in further re-
ducing pose errors through refinement. RAP,.¢ outperforms
CoordiNet + LENS [45], which assumes a continuous tra-
jectory when an Extended Kalman Filter [23] is required
for refinement [44]. RAP.s even surpasses ACE [6] and
its post-refinement variant, ACE + GS-CPR [36], despite
GS-CPR manually masking dynamic objects when building
3DGS. This demonstrates the strong representation capabil-
ity of our appearance-varying 3DGS with deblurring.

MARS [30]. Autonomous driving scenarios present unique
challenges, including moving objects and frequent changes
in lighting conditions, as illustrated in Fig. 4. Our RAP
demonstrates effective and robust performance across four
challenging scenes, as shown in Table 2, achieving an av-
erage of 28 cm / 0.60° localization error. This significantly



Table 5. Ablation study.

Setups on Shop Trans. (cm) | Rot. (°) |
I (Baseline): ¢ = VGG16 174 545
1I: ¢ = Efficient-BO 103 4.64
IIL: I + Pose Aug. 75 3.52
IV: III + Appearance Aug. 60 3.14
V: IV + Decoder (ConvNet) 52 2.51
VI: V + Decoder (Transformer) 40 1.98
VII (Ours): VI + Discriminator 33 1.48

outperforms the baseline’ PoseNet [26]. With one-shot re-
finement, our RAP,.¢ further reduces outdoor localization
errors to below 10 cm.

Aachen Day-Night [53]. Benefiting from appearance aug-
mentation, our RAP significantly reduces the localization
error from 134 unit / 75.99° to 130 unit / 13.70°, outper-
forming other APR [10, 26] and SCR [6, 66] baselines, as
shown in Table 3. This demonstrates the effectiveness of
appearance diversity in handling extreme lighting changes.
7-Scenes [59]. As shown in Table 4, our RAP reduces trans-
lation error by 50% (10 cm — 5 cm) and rotation error by
41.36% (3.24° — 1.90°) on average compared to previous
state-of-the-art single-frame APR methods. The only ex-
ception is Heads, where the rotation error is suboptimal.
This scene consists of just two sequences—one for training
and one for testing—potentially limiting the effectiveness
of our augmentation in capturing scene variability. Mean-
while, RAP,s further reduces localization error below 1
cm with one-shot refinement using our 3DGS. It also sur-
passes ACE [6] and its post-refinement variant, ACE + GS-
CPR [36]. Qualitative examples are shown in Fig. 5.

4.3. Ablation Study

We conduct ablation studies on the validation set of Shop in
the Cambridge Landmarks dataset to investigate the impact
of all the components in our RAP. Setup I, our baseline,
consists of the same components as in PoseNet [26] and
has been retrained for our experiments. In Setup II, we re-
place the feature extraction from VGG16 [60] to Efficient-
BO [38], which enhances performance due to its superior
feature representation, while they both exhibit poor perfor-
mance due to the lack of data synthesis. In Setup III and
[V, we explore the effectiveness of the designed pose aug-
mentation and appearance augmentation, which bring no-
table improvements: translation error reduces from 103 cm
to 75 cm, and rotation error from 3.52° to 3.14°. In Setup
V and VI, we add regular convolutional layers and Pose
Transformer between feature extraction and pose regres-
sion. Both improve performance due to the increasing pa-
rameters, but the Transformer achieves superior results by
effectively handling long-term dependencies through atten-

TDFNet [10] results are omitted as we were unable to successfully train
its NeRF component, likely due to the need for manual scene scaling within
[—, 7], which is tedious for diverse outdoor scenes.

Train Image

- /Generalization to
Unseen Positions

Prediction (Ours)

- ® Ground Truth
Test Image

Figure 6. Visualization of the training set distribution and re-
sults on St. George’s Basilica Building [54]. The red hollow
spheres, centered on the real images in the training set, indicate
the potential locations of all synthetic images during training.

tion mechanisms. Finally, in Setup VII, our adversarial dis-
criminator effectively reduces the syn-to-real domain gap,
allowing the model to learn better pose regression features
from synthetic data and further reduce localization error.

4.4. Discussion on Data Synthesis

Emerging Generalizability. Previously, APR has been un-
derstood to implicitly learn image retrieval [54], lacking
the ability to successfully interpolate between training sam-
ples and generalize beyond them. To investigate how APR
training is affected by increasing synthetic data, we trained
RAP on the St. George’s Basilica Building [54] and visual-
ized the results in Fig. 6. Here, the translation perturbation
was set to 0t = 350 cm and the rotation perturbation to
or = 60°. Notably, the test set contained two regions en-
tirely uncovered by the training set. Despite this, the model
still closely predicts the test camera poses, demonstrating
generalization ability beyond the original training positions.
We also learn from our experiments that reducing the ro-
tation perturbation, such that the overlap between test and
training views remains minimal, leads to high localization
error. This is because the translation and rotation parameter
space is inherently a SE(3) manifold. Even if the translation
remains fixed, significant rotation changes result in entirely
different visual content in the images, naturally prevent-
ing the model from estimating poses of such unseen views,
which correspond to a large distance on the SE(3) mani-
fold. Therefore, enabling generalization across a broader
range of space is an important direction for future work.
Analyzing Generalization Boundaries. To evaluate the
model’s generalizability, we designed an experiment intro-
ducing a “void zone” centered on the test camera, where
all real and synthetic data within this zone were excluded.
The void zone was progressively expanded to determine the
critical threshold at which the localization performance de-
clines most significantly. Specifically, for Shop, we used
100% of the training set to ensure complete scene cov-



Table 6. Exploring the generalization boundaries of the model
with synthetic data. Green, blue, and red percentages indicate
the relative change in localization error (Med Err) compared to
the scenario without a void zone.

w/o Void w/ Void Zone (cm/°)

Zone 10/0.5 20/1 30/1.5 50/2 80/2.5

Med Err | | 33/1.26 | 30/1.34  32/1.32  40/1.84 39/2.07 49/2.20
(rel. change) | 0%/0% |-9%/6.3% -3%/4.7% 21%/46.0% 18%/64.3% 48%/74.6%

AvgErr | | 41/1.51 | 38/1.75  41/1.63 51/2.40 48/2.40 61/2.84
Max Err | | 155/4.52 | 147/6.56  219/6.01 192/8.38 246/9.80  242/13.12
Min Err | | 3/0.17 8/0.20 4/0.22 7/0.30 4/0.16 8/0.60

Table 7. Ablation on different pose augmentation policies.

Methods College Hospital ~ Shop Church | Average
RAP (LENS [45]) | 73/1.15 126/1.87 71/3.37 128/3.50 | 100/22.47
RAP (Ours) 52/0.90 87/1.21 33/1.48 53/1.52 56/1.28

erage, with void zone ranges set as [10/0.5, 20/1, 30/1.5,
50/2, 80/2.5, 100/3] (cm/°). The results in Table 6 demon-
strate a stepwise decline in performance. Initially, expand-
ing the void zone has minimal impact on localization accu-
racy. However, at 30 cm / 1.5°, a sharp decrease in perfor-
mance marks the model’s generalization boundary.

Pose Augmentation Policy. We conduct experiments us-
ing a modified version of RAP, with the pose augmentation
approach identical to that of LENS [45], as shown in the
Table 7, where our method obtains superior performance.
This may be because, although LENS’s pose augmentation
policy covers a broader spatial area than the training set, its
synthetic data may have lower NVS image quality in many
unseen regions, which could negatively affect APR training.
Density of Training Data. As shown in Table 8, our
method with the proposed augmentation significantly re-
duces errors as the density of real training data increases
from 20% to 80%. However, the localization accuracy re-
mains almost unchanged from 80% to 100%, as the scene
is already sufficiently covered. Notably, using 100% of the
training data without augmentation can result in a signifi-
cantly higher maximum error in translation, nearly double
that with only 20% of the training data with augmentation,
despite its limited spatial coverage. This suggests that our
augmentation method successfully prevents overfitting to
the training data, improving generalization to the test set.
Quality of Training Data. We evaluate the impact of syn-
thetic image quality on model performance in Table 9, using
20% and 50% of the real data for pose regression. For Shop,
it is evident that fewer training samples in 3DGS result in
lower-quality rendered views (as indicated by lower PSNR),
leading to suboptimal localization performance, particularly
for rotation. Surprisingly, localization performance using
only 20% of the data for training suboptimal 3DGS and
pose regression surpasses the results obtained with 100%
of the data without augmentation, as shown in Table 8. This
experiment confirms the need for a robust NVS model and
the proposed augmentation method in APR training.

Table 8. Impact of the density of real training data. Our aug-
mentation improves the model’s ability to generalize across the
entire scene, although this effect has an upper limit.

Training w/ Appearance & Pose Aug. (cm/°) w/o Aug. (cm/°)
Pose % 100% 80% 60% 40% 20% 100% 50%
Med Err | | 33/1.26  32/1.27 37/1.90 57/2.23 87/3.65 98/3.75 104/4.17
AvgErr | | 41/1.51 40/1.50 48/2.17  62/2.81  91/4.65 | 128/4.49 139/5.33
Max Err | | 155/4.52 158/4.09 193/9.39 230/11.06 231/15.45 | 490/20.73 500/21.02

MinErr | | 3/0.17  7/020  7/0.18 6/0.38 12/0.46 13/0.63 9/0.48

Table 9. Impact of synthetic image quality. Training with
higher-quality synthetic images from advanced NVS models en-
hances localization performance.

3DGS Performance Localization Performance (cm/°)
% Images PSNR T PSNR T | % Images Med Avg 1 Max Min

(Train) (Train) (Test) (Train) Err + Err Err + Err +
20% 29.08 15.98 20% 58/3.59 68/4.31 211/12.19 14/0.51
20% 29.08 15.98 50% 43/2.47 55/3.26 196/21.11 7/0.40
50% 26.88 17.55 50% 37/1.88 48/2.37 184/10.17 9/0.52
100% 24.60 18.30 50% 35/1.64 41/2.12 130/11.07 4/0.38

Table 10. Ablation on different 3D representations.

Methods College  Hospital  Shop Church | Average
DFNet [10] | 73/2.37 200/2.98 67/2.21 137/4.03 | 119/2.90
DFNetgs 102/2.31  137/8.08 77/3.92 123/4.68 | 110/4.75
RAP (Ours) | 52/0.90 87/1.21 33/1.48 53/1.52 | 56/1.28

Different 3D Representations. We evaluate the impact
of different 3D representations on the performance in Ta-
ble 10. Trivially replacing NeRF with 3DGS in existing
frameworks degrades performance due to 3DGS’s inferior
3D consistency. This shows the effectiveness of our pro-
posed joint training paradigm in RAP, which better utilizes
diverse synthetic data to learn appearance-invariant fea-
tures, rather than naively transferring from NeRF to 3DGS.

5. Conclusion

Summary. We address absolute pose regression with a ro-
bust two-branch joint training framework based on Trans-
former, coupled with an efficient data synthesis pipeline
leveraging 3D Gaussian Splats (3DGS) to synthesize nu-
merous posed images with diverse appearances as addi-
tional supervision. Our RAP achieves state-of-the-art lo-
calization performance, even under challenging appearance
variations. Moreover, we thoroughly investigate the impact
of synthesizing diverse data and present a novel perspective
on APR: generalizability can emerge if the learning gap in
APR is effectively addressed together with diverse data. We
believe our RAP could be a promising starting point, and
the experiments presented in the paper can provide useful
insights for future research in this field.
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Supplementary Material

A. Pipeline Workflow

» Stage 1: Appearance-Varying 3DGS
— Input: Sequences of RGB images I and corresponding
camera poses P.
— Output: 3D appearance-varying Gaussians with de-
blurring ability.
— Loss: L1, Lp.ssim, Lrpips, Ls, and optionally, Lgepih-
» Stage 2: Two-Branch Joint APR Training
— Branch-1
x Input: Real image-pose pair (I, P) and the cor-
responding synthesized image with the same pose

(', P).

« Output: Adjusted translation features (Adj(F:(I),
Ady' (F(I'))), adjusted  rotation  features
(Adj(F.(I)),Adj’ (F,(I"))), and predicted poses
(P, P')

# Loss: Pose loss ‘C[l)ose’ generator loss Lgen, and ad-
versarial 1oss Lpjs.
— Branch-2
+ Input: Synthesized images with randomly blended
appearances and perturbed poses (Lsyn, Piyn).

* Output: Predicted poses Pyyy,.
# Loss: Pose loss L3 ..
* Stage-3: Post-Refinement
— Input: Rendered image from 3DGS using the query
image and the initial pose estimated by the trained pose
regressor.
— Output: Final refined pose.
— Loss: RANSAC-PnP [18, 19] solver on pixel-level

matching between the rendered and query images.

B. 3D Gaussian Splatting Preliminary

Gaussian Splatting [27] is a promising approach for real-
time novel view synthesis. By representing scenes as a
set of 3D Gaussians, it retains the differentiable proper-
ties of volumetric radiance fields while offering more effi-
cient optimization and higher-quality rendering compared
to NeRF. The scene is defined through parameters such
as position u € RE*3, covariance decomposed as rota-
tion g € RE*4 and scaling s € R¥*3, anisotropic color
¢ € RE>*3 modeled by sphere harmonics Y € RE*16%3,
and opacity o € RX. During optimization, the scene rep-
resentation is optimized by iteratively adjusting parameters
through stochastic gradient descent, enabled by a differen-
tiable rasterizer. This process is combined with adaptive
density control to dynamically add or remove Gaussians
based on the gradient of screen-space points correspond-

ing to the Gaussians and opacity reset to reduce overfitting
caused by floaters. The rendering process involves project-
ing 3D Gaussians onto the 2D image plane, sorting them by
depth, and then applying a-blending to generate the final
image. The render equation is:

1

(1—qy), 13)
1

i

N
C = ZEO@'CZ', Tz =
i=1

J

where C' € R? is each pixel’s color and 7; is the transmit-
tance. This approach significantly speeds up optimizing and
rendering while achieving state-of-the-art visual quality.

C. MASt3R Preliminary

This section further elaborates on the background knowl-
edge of MASt3R [29] mentioned in the paper. MASt3R
grounds image matching tasks in 3D space to improve ro-
bustness and accuracy in challenging scenarios. Building on
the DUSt3R [67] framework, MASt3R incorporates a new
feature-matching head and a fast reciprocal matching algo-
rithm, significantly enhancing performance for dense cor-
respondences and camera pose estimation. It addresses the
limitations of traditional 2D-based methods by leveraging
dense 3D pointmaps and a coarse-to-fine matching strategy.
Extensive evaluations demonstrate substantial gains in ac-
curacy, computational efficiency, and generalizability, mak-
ing MASt3R a robust solution for visual localization tasks.

D. Architecture Details

This section provides additional details regarding the net-
work structure of RAP.

D.1. Feature Extraction

Our RAP pipeline first downsamples the input real images,
adjusting the shorter side to approximately 240-360 px
to enhance computational efficiency without losing much
information. The downsampled images are then normal-
ized and passed through the backbone network. For fea-
ture extraction, we utilize EfficientNet-BO [38] as the back-
bone for multi-scale feature extraction. Translation fea-
ture JF; and rotation feature JF, are extracted from the
third (reduction_3) and fourth (reduction_4) layers,
with the number of feature channels being C; = 40 and
C, = 112, which then are projected via 1 x 1 convolutions
to align with the input channel dimension D = 128 of the
proposed Pose Transformer.
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Figure II. Structure of the Pose Transformer. The feature map
from the backbone is used as input, where we replace the CLS
token in Vision Transformers (ViT) [16] with translation token
Trans or rotation token Rot for the following regression head.

D.2. Pose Transformer

Relying on fine-grained local features, as done in previ-
ous works [10, 32], can hinder invariant feature learning
due to image noise caused by dynamic objects and illu-
mination changes. To overcome this, we leverage Trans-
former’s robust ability to capture long-range dependencies,
as illustrated in Fig. II. Taking the Cambridge Landmarks
dataset [26] as an example, the original image resolution
is 854 x 480. After downsampling and feature extraction,
the resulting translation feature map (identical for the ro-
tation feature map) has a shape of [B, 112, H;, W;], where
H; = 15and W; = 27. A 1 x 1 convolutional layer is
then applied to adjust the number of feature channels to 128,
aligning it with the input dimension of the Transformer ar-
chitecture. The translation token is a learnable parameter
with 128 dimensions. The translation feature map is flat-
tened and concatenated with the translation token, forming
a matrix of size [B, 128, H; x W; + 1]. This matrix, com-
bined with positional encodings, is fed into the Transformer
decoder, which consists of six layers, each containing multi-
head self-attention with eight heads. Finally, the dimen-
sion corresponding to the translation token is extracted and

passed to the regression head to predict the translation. For
clarity, we describe the process using translation as an ex-
ample, but the same approach is applied to rotation.

D.3. Adversarial Discriminator

We address the domain gap between synthetic and real im-
ages at the feature level by employing an adversarial dis-
criminator. Specifically, the translation features F;(I) and
rotation features F,.(I) are first processed through the ad-
justment layers composed of two Conv-ReLU-BN layers,
respectively, as Adj(F;(I)) and Adj’'(F;(I")), which align
the channel dimensions to a consistent size of 128. The
discriminator, implemented as a sequence of four convo-
lutional layers with LeakyReLU activations and dropout,
progressively reduces the spatial dimensions. The output is
flattened and passed through a fully connected layer tailored
for different datasets. Meanwhile, the MSE loss is applied
in the discriminator, bridging the feature-level domain gap
by effective adversarial learning.

D.4. Regression Head

The output features from the Transformer are fed into dedi-
cated regression heads. For translation, the regressor out-
puts a 3-dimensional vector representing [z,y, z] coordi-
nates. For rotation, the regressor outputs a 6-dimensional
vector, which is a continuous representation of a rotation
matrix [74], which is subsequently converted into a 3 x 3
rotation matrix with Gram-Schmidt orthogonalization [3].

E. Implementation Details

E.1. Appearance-Varying 3DGS

The detailed pipeline of our Appearance-varying 3DGS is
demonstrated in Fig. [. For challenging datasets with mov-
ing objects and camera motion blur, we extend the opti-
mization iterations to 90,000 and adjust densification pa-
rameters and pruning behaviors according to the scene’s
size and complexity. For 7-Scenes [59], we use the pro-



Table I. Metadata showing the number of images in the training and test sets for each scene. The number of image sequences in each
scene is indicated in parentheses. Different appearances across image sequences collected at different times pose challenges to modeling
the environment and performing visual localization. More visualization can be found in Fig. IV, Fig. IX, and Fig. XII.

Scenes | Chess (6) Fire (4) Heads (2) Office (10)  Pumpkin (8) Kitchen (14) Stairs (6) | Total

7-Scenes [59] Train 4000 2000 1000 6000 4000 7000 2000 26000

Test 2000 2000 1000 4000 2000 5000 1000 17000

Scenes | College (8) Hospital (9) Church (14)  Shop (3) - - - Total

Cambridge [26] | Train 1220 895 1487 231 - - - 3833
Test 343 182 530 103 - - - 1158

Scenes | “0011” (9)  “0015” (5) “0037” (5)  “0041” (5) - - - Total

MARS [30] Train 792 788 771 819 - - - 3170
Test 186 172 225 204 - - - 787

vided depth information to regularize 3DGS. We sample
scenes that need edge refinement twice when optimizing
each frame. The loss £ is implemented as:

L =y L1+v2Lpssm +v3LLpips +V4Ls 4 V5 Laepth, (14)

where v; = 0.8, 72 = 0.2, y3 = 0.005, 74 = 0.001, and ~5
is decayed from 1 to 0.01 if depth regularization is enabled;
otherwise, 75 = 0. S is the learnable sampler mentioned in
the paper. Lgs is computed as:

Ls— %ZReLU(|S| _). (15)

E.2. Two-Branch Joint APR Training

The RAP is trained and tested with a batch size of 8—12
on NVIDIA RTX A6000 GPUs. To optimize training and
save time, we employ an early stopping mechanism with a
patience value of 200, and enable FP16 auto-mixed preci-
sion (AMP). The learning rate is reduced by a factor of 0.95
whenever the validation loss plateaus, with this adjustment
made every 50 epochs. The loss weights used during train-
ing are 51 = 1,8, = 1,83 = 0.7. We also include an
additional VICReg loss [1] with the same weight with 3;
to mitigate the domain gap between the synthetic and real
data. For every N = 20 epoch, we randomly generate the
same number of views as the training sample size using our
appearance and pose augmentations. The model generally
converges after approximately 1000 epochs.

For scenes where the camera pose is close to surrounding
objects, to reduce interference from augmented poses mov-
ing inside 3D Gaussian Splats and rendering low-quality
images, while also avoiding manual adjustment of aug-
mentation intensity, we filter out generated images with a
BRISQUE [43] quality score > 50 during augmentation in
these scenes. However, this is not always effective and often
weakens the augmentation effect. Enabling the augmenta-
tion policy to become learnable might be an interesting di-
rection for future work.

E.3. Matching-Based Post Refinement

We only use MASt3R’s coarse mode to obtain 2D-2D
matches between the rendered RGB image and the query

Figure III. Effectiveness of deblurring. The images in the sec-
ond column, generated by 3DGS with deblurring ability, exhibit
clearer and sharper edges than those produced without deblurring.

image to save time. Then, we back-project the rendered
depth map from 3DGS into 3D space. In the following
RANSAC-PnP [18, 19], we set the projection error to be
2 pixels. All other settings follow the defaults provided in
the MASt3R repository [29].

F. Scene Metadata and Evaluation Metrics

All the benchmark metadata are shown in Table I. We use
a widely accepted metric to assess and compare the local-
ization performance of various methods: the median error
in translation and rotation, defined as a cm and °, respec-
tively. In the main manuscript, we also report the mean,
maximum, and minimum errors to statistically compare the
performance distribution across different methods.

G. Cambridge Landmarks [26]
G.1. Effectiveness of Deblurring

Visual localization benchmarks are typically collected from
video sequences, where motion blur between adjacent
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Figure IV. Qualitative comparison of different NVS settings. Our 3DGS achieves the highest visual quality with SfM ground truth
poses, whereas DSLAM poses introduce noticeable blurriness, and the NeRF-based method delivers the worst results.

Table II. Quantitative comparison of image quality between
3DGS using DSLAM [47] and SfM [55] poses. SfM poses pro-
duce more realistic synthetic images with better consistency, as
indicated by higher PSNR values that reflect higher image quality.

PSNR 1 | Chess Fire Heads Office Pumpkin Kitchen Stairs

DSLAM | 1998 19.04 17.23 20.89 19.20 18.92 1893
SftM | 26.52 24.79 20.51 2635 24.87 24.66 22.98

frames is inevitable. This negatively affects both the opti-
mization of 3DGS and localization performance. To address
this, we incorporate a deblurring module when optimizing
3DGS to mitigate these effects. As shown in Fig. I11, the de-
blurring module enhances modeling object edge details and
removes artifacts, resulting in higher-quality data synthesis
for APR training and post refinement.

G.2. 3DGS with Controllable Appearances

Figure IX presents images synthesized by our appearance-
varying 3DGS on the Cambridge Landmarks dataset. The
images rendered by our 3DGS exhibit finer details, such as
sharper edges and textures, compared to those produced by
DFNet [10], a NeRF-based method. These improvements
contribute to better performance in both translation and ro-
tation regression. Additionally, our 3DGS can model en-
vironments with varying lighting conditions using multiple
image sequences, enabling seamless interpolation between
them. This allows for synthesizing more diverse images,
aiding RAP in learning robust and invariant features and
further enhancing pose regression performance.

G.3. Additional Visualization of RAP, ¢

The same process in RAP,.s on the Cambridge Landmarks
dataset is shown in Fig. X, with results in Fig. XI. Com-
pared to indoor scenes, localization errors in outdoor scenes
are significantly larger. This is attributed to inherent limi-
tations in scene scale and image resolution. Even when the
visual matching between the real and synthesized images
appears nearly perfect to humans, as indicated by the im-
age continuity near the diagonal in Fig. XI, errors can still
occur within a single pixel in the image coordinate system.
For fairness, we use the same resolution as DFNet [10].

H. MARS [30]

H.1. Ground Truth Pose Details

The GPS/IMU poses provided in the dataset are inaccurate,
so we use COLMAP [55] poses as the ground truth and
compute the scaling factor relative to the GPS locations to
calculate the metric translation error.

H.2. 3DGS with Controllable Appearances

The main challenges in driving scenarios include dynamic
objects, such as vehicles and pedestrians, and dynamic envi-
ronments with varying weather conditions. Fig. XII shows
that our appearance-varying 3DGS successfully models
variations in ambient lighting. Notably, it can also capture
dynamic elements in the scene, such as vehicles on the road.

H.3. Additional Visualization of RAP,;

Figure XIII and Fig. XIV illustrate the same post-refinement
process and results of RAP, on the MARS dataset. Our
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Figure V. Visualization of estimated camera poses on the 7-Scenes dataset [59]. Translation and rotation errors are indicated by the
color of the error bars. Our RAP framework more closely follows the ground truth trajectory with fewer outliers compared to DFNet [10].
The sequences visualized are: Chess-seq-03, Fire-seq-04, Heads-seq-01, Office-seq-07, Pumpkin-seq-01, Kitchen-seq-14, and Stairs-all.

model successfully handles the challenges of varying ap-
pearances in autonomous driving scenarios. As shown in
Fig. XIV, although the ground truth images and rendered
images along the diagonal often exhibit differences in ap-
pearance, this does not compromise localization accuracy,
as evidenced by the continuity of the images.

I. Aachen Day-Night [53]
I.1. Subset Details

We used only a subset of the Aachen dataset due to com-
patibility issues with the pose ground truth. The full dataset
contains images captured using various camera models with
different resolutions, and its COLMAP ground truth assigns
different camera intrinsics to each image. However, our
APR network does not take the camera focal length as in-
put. When the focal length is not consistent, it can lead to
ambiguities. For example, close-up shots with a small focal

length may appear similar to distant shots with a large focal
length, despite different translations. Resolving this would
require rerunning COLMAP with a unified camera model,
which is computationally expensive for such a large scene,
so we opted to use only a subset.

I.2. Visualization on Appearance Variation

Appearance variation in Aachen [53] is shown in Fig. VII.

J. 7-Scenes [59]
J.1. Visualization of Rendering Quality

Figure IV shows the image rendering results of our method
compared to the DFNet [10] method across various scenes
in the 7-Scenes dataset. DFNet consistently exhibits blurred
edges and artifacts in all scenes, primarily due to the low
resolution of voxel density sampling in NeRF. When the
sampling points are insufficient, edge details become fuzzy.
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Figure VI. Visualization of camera locations. The red hollow spheres, centered on the real images in the training set, indicate the potential
locations of all synthetic images during training. The blue dots, green dots, and red dots represent the ground truth, predictions by our

RAP, and predictions by the baseline, respectively.
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Figure VII. Appearance variation in Aachen [53].

In contrast, our method leverages the explicit 3DGS ap-
proach, successfully addressing this issue. The image qual-
ity achieved by our method is significantly better than that
of NeRF-based methods. Furthermore, our deblurring tech-
nique ensures that object edges are clear and sharp, further
enhancing the overall rendering quality.

J.2. Ground Truth Pose Details

In addition to evaluating performance using SfM ground
truth poses of the 7-Scenes dataset, which enable synthe-
sizing higher-quality images [11], we also provide results
based on DSLAM [47] ground truth poses of the same
dataset. As shown in Fig. IV, SfM poses yield more accu-
rate results, while DSLAM poses introduce noticeable arti-
facts along object edges. The quantitative results in Table IT
compare the image quality metric (PSNR) for the two sets
of poses, demonstrating a significant improvement in image
quality with SfM poses. This enhancement further boosts
the performance of APR. Furthermore, the table in the pa-
per shows that RAP using SfM poses achieves lower local-

ization errors, although RAP using DSLAM poses already
delivers state-of-the-art performance.

J.3. Additional Visualization of RAP

We present qualitative comparisons on the subsets of the
7-Scenes dataset in Fig. V, comparing our RAP with
DFNet [10]. In Fire-seq-04, Pumpkin-seq-01, and Kitchen-
seq-14, our RAP avoids collapsing in certain regions, unlike
DFNet, which generates a significant number of outliers.
This demonstrates our RAP’s strong generalizability.

J.4. Additional Visualization of RAP,

Figure XV illustrates the intermediate steps involved in
post-refinement. Specifically, after obtaining the initial pose
estimation of the query image from RAP, we render the cor-
responding image and depth map through 3DGS. Then, we
use MASt3R [29] to calculate the pixel correspondences be-
tween the two images. As shown in Fig. XV, the matching
lines before refinement are not sufficiently horizontal, in-
dicating inaccuracies in the initial pose estimation. Next,
we derive 2D-3D correspondences from the depth map and
optimize the pose using a RANSAC-PnP [18, 19] solver.
The final column of images demonstrates that the refined
pose produces a rendered image almost indistinguishable
from the original query image, with the matching lines now
highly horizontal, demonstrating the improved accuracy of
the pose estimation. As shown in Fig. XVI, the errors of our
RAP,s are even less than 1 centimeter.



Table III. Inference efficiency. Measured on Heads with input
images of size 320 x 240.

Method PyTorch Mode Avg FPS 1

ACE [6] With C++ 50
Eager 105
Compiled 154

RAP (Ours) Compiled reduce-overhead 187
Compiled AMP 192
Compiled reduce-overhead AMP 279

K. Emerging Generalization in APR

We experimented on Shop using only 20% of the real train-
ing set with our synthetic data, as shown in Fig. VI. We see
that the training set with synthetic data, represented by the
red hollow spheres, does not fully cover the test set spa-
tially. Despite this, the model still closely predicts the test
camera poses, demonstrating generalization ability beyond
the original training positions.

L. Inference Efficiency

As shown in Table III, our Python prototype of
RAP achieves approximately 279 FPS with the
reduce-overhead mode of torch.compile?
and AMP enabled on a laptop equipped with an NVIDIA
RTX 4060 GPU running at 30 W and an Intel Core
19-13900H CPU, demonstrating real-time inference perfor-
mance on compact devices. For RAP,, the post-refinement
time per frame is 0.5 s on the same device, including RAP
inference, 3DGS rendering with gsplat [69], MASt3R
matching, and RANSAC-PnP [18, 19] solving using
OpenCV. During this process, the GPU power consumption
can reach 70-80 W. Please see our code for additional
implementation details.

M. Failure Cases

Fig. VIII presents several failure cases encountered dur-
ing evaluation. Occlusions pose the most significant chal-
lenge for APR, particularly when dynamic objects are
present. For example, in the second-row images, tree
branches—absent in the 3DGS-synthesized image—appear
during the inference stage, disrupting feature extraction.
Additionally, textureless patterns in the image can degrade
APR performance. For instance, in the third row, the stark
contrast between the featureless sky and the building’s un-
derexposed color creates ambiguities, posing challenges
for feature extraction, potentially misleading the regression
head, and impacting localization accuracy.

*Timing measured using the function provided in https: //
pytorch.org/tutorials/intermediate/torch_compile_
tutorial.html; dataloader time is excluded.

Query lmage

Prediction (RAP)

131.43 cm, 3.88°

A A

159.78 cm, 5.52°

Figure VIII. Failure cases. The primary reason for localization
failure is occlusion, as shown in the first two rows. Additionally,
textureless regions in the query image, such as the sky, can also
result in significant errors.

N. Limitations and Future Work

Like other APR approaches, our method has yet to sur-
pass geometry-based techniques in accuracy, and per-scene
training remains time-consuming. We also observe accu-
racy loss when training on the metric scale in large scenes.
Additionally, current APR methods do not account for cam-
era intrinsics and are sensitive to input image resolution,
leading to accuracy degradation when the testing resolution
differs from training. Future directions include efficiently
training stronger APR models with geometric priors, lever-
aging temporal information, and integrating powerful vision
foundation models [49]. Generalizing to dynamic environ-
ments with fewer training samples is also a promising re-
search avenue.
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Figure IX. Synthetic images with varying appearances on the Cambridge Landmarks dataset [26]. The appearances of synthetic

images can be arbitrarily generated using different blending weights w, ranging from 0 to 2.

Rendered Depth

Query Image (Before Refinement) After Refinement

~J=

Hospital

1906 Matches

1935 Matches

1423 Matches 1442 Matches

Rendered Image
(After Refinement)
R riretss

Synthesized
L.

Figure X. Visualization of the post-refinement pipeline on the Cambridge Landmarks dataset [26]. Starting with the query image,
we first obtain its initial pose from RAP, render it using 3DGS, and generate matches. The lines before refinement are not sufficiently
horizontal due to inaccuracies in the initial pose. Next, we back-project the rendered depth to 3D and use RANSAC-PnP [18, 19] to
compute a refined pose, which is then tested by rendering and matching again. The matches after refinement are horizontal, indicating that

the refined poses are more accurate.
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Figure XI. Visualization of localization errors on the Cambridge Landmarks dataset [26]. In each sub-figure, a diagonal boundary

separates the “Predicted” (rendered from the refined pose) and “GT” (ground truth) sections. Smooth alignment along this boundary
demonstrates RAP¢’s improved pose accuracy.
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Figure XII. Synthetic images with varying appearances on the MARS dataset [30]. The appearances of the synthetic images can be
arbitrarily generated using different blending weights w, ranging from O to 2.
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Figure XIII. Visualization of the post-refinement pipeline on the MARS dataset [30]. Starting with the query image, we first obtain
its initial pose from RAP, render it using 3DGS, and generate matches. The lines before refinement are not sufficiently horizontal due
to inaccuracies in the initial pose. Next, we back-project the rendered depth to 3D and use RANSAC-PnP [18, 19] to compute a refined
pose, which is then tested by rendering and matching again. The matches after refinement are horizontal, indicating that the refined poses
are more accurate. Moreover, the rendered depth maps illustrate that our appearance-varying 3DGS successfully reconstructs the scene’s
geometric information, a critical factor in ensuring accurate 2D-3D correspondences.
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Figure XIV. Visualization of the localization errors on the MARS dataset [30]. In each sub-figure, a diagonal boundary separates
the “Predicted” (rendered from the refined pose) and “GT” (ground truth) sections. Smooth alignment along this boundary demonstrates
RAP.’s improved pose accuracy.
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Figure XV. Visualization of the post-refinement pipeline on the 7-Scenes dataset [59]. Starting with the query image, we first obtain
its initial pose from RAP, render it using 3DGS, and generate matches. The lines before refinement are not sufficiently horizontal due
to inaccuracies in the initial pose. Next, we back-project the rendered depth to 3D and use RANSAC-PnP [18, 19] to compute a refined
pose, which is then tested by rendering and matching again. The matches after refinement are horizontal, indicating that the refined poses
are more accurate. Moreover, the rendered depth maps illustrate that our appearance-varying 3DGS successfully reconstructs the scene’s
geometric information, a critical factor in ensuring accurate 2D-3D correspondences.
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Figure XVI. Visualization of localization errors on the 7-Scenes dataset [59]. In each sub-figure, a diagonal boundary separates the
“Predicted” (rendered from the refined pose) and “GT” (ground truth) sections. Smooth alignment along this boundary demonstrates
RAP.’s improved pose accuracy.
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