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ABSTRACT

Ensuring native-like quality of large language model (LLM) responses across
many languages is challenging. To address this, we introduce MENLO, a frame-
work that operationalizes the evaluation of native-like response quality based on
audience design-inspired mechanisms. Using MENLO, we create a dataset of
6,423 human-annotated prompt–response preference pairs covering four quality
dimensions with high inter-annotator agreement in 47 language varieties. Our
evaluation reveals that zero-shot LLM judges benefit significantly from pairwise
evaluation and our structured annotation rubrics, yet they still underperform hu-
man annotators on our dataset. We demonstrate substantial improvements through
fine-tuning with reinforcement learning, reward shaping, and multi-task learning
approaches. Additionally, we show that RL-trained judges can serve as generative
reward models to enhance LLMs’ multilingual proficiency, though discrepancies
with human judgment remain. Our findings suggest promising directions for scal-
able multilingual evaluation and preference alignment. We release our dataset and
evaluation framework to support further research in multilingual LLM evaluation.

1 INTRODUCTION

In order for LLMs to be most useful across the globe, they need to be able to provide high-quality
responses in many languages. Responses should be relevant (Zhuang et al., 2024), factually accurate
(Jacovi et al., 2025), and natural (Marchisio et al., 2024; Guo et al., 2025), among other considera-
tions. Ultimately, for interaction in any language to be seamless, responses need to be indistinguish-
able from those of a native speaker (Novikova et al., 2016; Liu et al., 2021). Language proficiency in
humans has traditionally been evaluated via standardized tests (Jamieson et al., 2000). While such
tests have been applied to evaluating LLMs (Anil et al., 2023; Mayor-Rocher et al., 2024; Lothritz
& Cabot, 2025), they are difficult to scale and do not readily correspond to real-world conversations.
What is considered a native-like response largely depends on speakers’ and listeners’ interpretations
of whom they are speaking to (Bell, 1984).

To operationalize the evaluation of native-like response quality across languages, we propose
Multilingual Evaluation of Native-Like Output (MENLO); see Figure 1 for an overview. MENLO
breaks down native-like response quality into four key dimensions: i) language quality and coher-
ence; ii) alignment with cultural and linguistic nuances of a specific language variety/locale; iii)
factual correctness and grounding in the local context; and iv) overall writing style and helpfulness.

Building on mechanisms from audience design (Bell, 1984), we propose creating tailored prompts
that effectively evoke local contexts by defining the target audience (e.g., an addressee or reference
group), thereby guiding the generated language to converge to contextually appropriate “native”
styles. We develop instructions that reduce annotation subjectivity and improve inter-annotator
agreement. Responses are generated using state-of-the-art LLMs and annotated with ratings on a
1–5 Likert scale, with an average Krippendorff’s α = 0.84. Overall, the MENLO dataset consists of
6,423 annotated prompt-response preference pairs, and 81,014 annotations, in 47 language varieties.

Human evaluation, particularly at a massively multilingual scale is expensive. We thus evaluate the
ability of LLMs to serve as judges of native-like quality responses. We find that in zero-shot setting,
pairwise evaluation—where models predict scores for two responses simultaneously (without ex-
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Figure 1: MENLO framework and annotation process. 1) Human-written prompt templates evoking
local contexts are created in English for the four dimensions. 2) Prompt templates are translated
and localized into 47 language varieties. 3) Annotation guidelines are created that break down each
dimension into easy-to-follow rubrics. 4) LLMs are used to generate response pairs for each prompt,
which are annotated with Likert-scale ratings and preferences.

plicitly predicting preference)—significantly outperforms its pointwise counterpart. The advantage
of evaluating two responses side-by-side is even bigger than in-context examples with labels. In
addition, we observe significant improvements with judges using our annotation rubrics compared
to judges without rubrics, highlighting the generality of the MENLO framework.

As zero-shot judges remain below human annotation quality, using the pairwise evaluation setup, we
fine-tune Qwen3-4B and Llama4-Scout as LLM judges on the MENLO training data, finding that RL-
trained models outperform their SFT counterparts. In particular, a multi-task Llama4-Scout model
trained with shaped rewards surpasses frontier API models with the strongest overall performance
across 47 language varieties, reaching agreement levels comparable to human annotators.

Finally, we demonstrate that these judges can be used as generative reward models (RMs) to directly
improve a policy model’s proficiency. By using our pairwise RL-trained Qwen3-4B judge to post-
train the base Qwen3-4B model, we observe quality gains as measured by both LLM evaluators
and human raters. However, LLM evaluators tend to be overconfident in assessing improvements
compared to human judgments (+0.6 higher gain). This finding shows that while judges trained
with our framework can successfully drive model improvements, the gap between LLM and human
raters highlights the remaining challenges in reliably modeling native-like quality across languages.

Our contributions are the following: 1) We develop MENLO, a framework for the evaluation of
native-like response quality in four dimensions, based on principles from audience design, employ-
ing parametric templates and carefully crafted annotation guidelines. 2) We create the MENLO
dataset, consisting of 6,423 annotated prompt-response preference pairs in 47 language varieties. 3)
We evaluate zero-shot judges on the annotated data, demonstrating the benefits of pairwise evalua-
tion and rubrics. 4) We show that multi-task RL and reward shaping enables fine-tuning a judge that
is on par with human annotators in 47 language varieties. 5) We demonstrate that pairwise fine-tuned
judges can be used as generative RMs to improve policy model language proficiency, while we find
that LLM evaluations tend to overestimate improvements compared to human raters.

Our framework unifies the MENLO dataset, RL-trained pairwise judging, and generative reward
modeling, offering a practical and scalable approach to both assess and improve native-like quality.

2 THE MENLO DATASET

MENLO characterizes native-like conversational response quality in a language along four key di-
mensions: fluency, tone, localized tone, and localized factuality. These dimensions go beyond prior
work that focused mainly on naturalness (Novikova et al., 2016; Liu et al., 2021; Guo et al., 2025)
and are motivated by work on language proficiency assessment (Ke & Ng, 2019), cross-cultural
variation (Hershcovich et al., 2022; Myung et al., 2024), local knowledge grounding (Hupkes &
Bogoychev, 2025). We provide further context on our definition of these dimensions in Figure 2.

From a sociolinguistic perspective, the Style Axiom (Bell, 1984) states that intraspeaker variation
(style) reflects interspeaker variation (social). Native-like quality is therefore not a single fixed
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Language proficiency
compared to an expert-
level native speaker.

Is the model response coherent,
well-versed, clear, and free from
grammatical errors?

Fluency

Overall writing style or
"voice" of the response.

Is the response helpful,
insightful, engaging, and fair?

Tone

Alignment with cultural,
regional, and linguistic
nuances.

Does the response employ
locally relevant expressions and
is culturally sensitive?

Localized
Tone

Factuality, complete-
ness, and grounding in
local context.

Is the response factual,
complete, and grounded in the
local context?

Localized
Factuality

Dimension Definition Key Question

If you could make one change to the education system in your country,
what would it be and why?

I'm so lost, I feel like I've been stuck in neutral for weeks.

Imagine you're at an [locale_nationality] friend's family gathering in
[locale_country]. How would you politely ask for a second helping of
food?

You are staying with a host family in [locale_country] during
[locale_holiday]. They invite you to help with the preparations. What
tasks might you be expected to help with, and what do they symbolize?

Example Prompt

Figure 2: Dimensions of native-like response quality in MENLO and example prompt (template).

Table 1: Annotation and statistics of MENLO across evaluation dimensions. IAA presents Krippen-
dorff’s α measuring inter-annotator agreement. Average token counts are computed using Qwen3-4B.

Dimension # Annotations # Annotators # Prompts Avg # Tokens Rating (1–5 Scale)
Prompt Response IAA Mean Std.

Fluency 23,556 450 1,820 81.6 804.3 0.82 4.01 1.11
Tone 18,712 429 1,410 27.8 575.3 0.86 3.48 1.35
Localized Tone 22,324 530 1,815 71.7 559.2 0.83 3.89 1.17
Localized Factuality 16,422 525 1,378 121.8 839.1 0.84 3.82 1.16

Overall 81,014 1,934 6,423 75.6 692.2 0.84 3.80 1.20

target but a socially conditioned range of stylistic choices that depend on interlocutors. Key mecha-
nisms include accommodation, where speakers adapt their style to the addressee, and referee design,
where speakers align with an absent reference group they wish to identify with. These mechanisms
motivate our focus on tone and localized tone as central to native-like quality. To operationalize
these ideas, we design human-written parametric English prompt templates for each dimension with
placeholders such as [locale nationality], [locale country], [locale holiday], etc. By
defining the addressee or reference group, these prompts evoke local contexts and guide models
toward contextually appropriate “native” styles. We provide an overview of the MENLO framework
and annotation process in Figure 1.

We select 47 language varieties representing a typologically diverse set of widely used languages
and their major variants, including, e.g., South American and European varieties of Spanish and
Portuguese, several varieties of English, and romanized versions of non-Latin script languages (see
Appendix A.2). Native speakers are recruited to professionally translate these prompt templates,
with placeholders instantiated using locally relevant entities. As native quality is tied to the local
context, we ensure that native speakers are from the specific regions where the corresponding lan-
guage varieties are spoken. Similar criteria are used to select annotators for each language variety.
Each language variety has approximately the same number of examples in MENLO.

To ensure consistency in evaluation, we develop instructions that reduce the subjectivity of the an-
notation and break down the four broad dimensions into easy-to-follow rubrics and self-explanatory
signals (human-written). Annotators receive guidelines with examples for each dimension. We ad-
ditionally develop a customized annotation tool and annotator screening tests to filter out unreliable
annotators. Furthermore, we train 1–2 expert annotators per language who provide language-specific
feedback to annotators and provide gold annotations on a subset of examples.

We generate two responses for each prompt with state-of-the-art LLMs including GPT-4o, Llama4-
Maverick, Llama4-Maverick with Search, and Gemini 1.5 with Search. We present both responses
in randomized order to human annotators and ask them to provide 1–5 Likert ratings per response,
allowing ties. Each response pair is annotated by at least 3 annotators, with final scores aggregated
via majority vote. Annotators achieve high reliability, with an average Krippendorff’s α = 0.84.

Overall, MENLO consists of 6,423 annotated prompt-response preference pairs across 47 language
varieties, each containing a prompt, two responses, and corresponding scores, totaling 81,014 human
annotations. Summary statistics are reported in Table 1. Example prompts per dimension are shown
in Figure 2. Further details of MENLO including annotation process, language coverage, rubrics,
and full examples featuring responses and their corresponding ratings are provided in Appendix A.
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Table 2: Comparison of multilingual response quality datasets: RECON (Doddapaneni et al., 2025),
PARIKSHA (Watts et al., 2024), BIGGEN BENCH (Kim et al., 2025), M-REWARDBENCH (Gureja
et al., 2025), MM-EVAL (Son et al., 2024). |L|: # of languages, |D|: # of prompts, IAA: inter-
annotator agreement, IF: instruction following. ∗: 81,014 annotations; 1,776 test examples.

Dataset |L| |D| IAA Dimensions Prompts Responses Ratings

MENLO 47 6,423∗ 0.84 Fluency, tone, localized
tone, localized factuality

Human-written,
translated & localized

Annotated in
each language

Preference
& 1–5

PARIKSHA 10 200 0.54 Hallucinations, task quality,
linguistic acceptability

Human-written Annotated in
each language

Preference
& 0–2

BIGGEN
BENCH

10 420 – Poem, reasoning, humor,
translation, historical text

Human-written &
LLM-augmented

Generated in
each language

1–5

RECON 6 3,000 – IF, theory of mind, reason-
ing, safety, planning, etc.

Translated Generated in
each language

Preference
& 1–5

MM-EVAL 18 4,981 – Reasoning, chat, linguis-
tics, hallucination, safety

Translated Generated in
each language

Preference

M-REWARD
BENCH

23 66,787 – Chat, safety, reasoning,
translation

Translated Translated Preference

Table 2 compares MENLO with existing multilingual preference datasets. MENLO provides local-
ized prompts and responses, spans more languages, and reaches higher agreement than prior work.

3 EVALUATING LLM-JUDGES ON MENLO

We next evaluate the ability of LLMs to serve as automatic judges of native-like quality on MENLO.
Out of the 6,423 pairs, we hold out 1,766 pairs (3,552 responses) as the test set,1 and use the remain-
der for training and prompt development (see §4 and §5). Where expert annotations are available,
we use these as labels. For the remaining responses, we average the annotated ratings of each re-
sponse.2 Our evaluation focuses on three questions: (i) how pointwise and pairwise setups compare,
(ii) the effect of few-shot exemplars, and (iii) the role of explicit grading rubrics.

We benchmark a range of open-source and API-based models, covering both thinking and non-
thinking variants: Qwen3-4B, Qwen3-32B, Llama-3.1-8B,3 Llama-3.3-70B, Llama4-Scout, o3,
gpt-4o, and gpt-4.1. All models are used in the default setup with maximum output length 8192.

We report two primary metrics: (i) Macro-F1 for 5-way classification, and (ii) Preference accuracy
over Win/Loss/Tie outcomes. Note that we do NOT directly ask for preference judgments; rather, we
infer these from the assigned grades. Additionally, we report classification accuracy, Krippendorff’s
α, which measures agreement with human annotators while accounting for chance agreement and
missing data, and provide detailed per-dimension and per-language breakdowns in Appendix E.

3.1 POINTWISE VS. PAIRWISE

Although MENLO provides paired responses for each prompt, the presence of detailed grading
rubrics means that pointwise evaluation is in principle sufficient: a model could assign absolute
scores to individual responses without needing comparisons. However, pairwise setups may provide
stronger relative signals by anchoring judgments against another candidate. We therefore compare
three setups: Zero-shot pointwise: the model is given a prompt, a single response, and a detailed
5-point grading rubric, and asked to generate evaluation reasoning (in thinking) and assign a final
grade; Few-shot pointwise: we additionally provide three graded examples: one from 1–2, one
with a grade of 3, and one from 4–5; Zero-shot pairwise: the model is presented with both re-
sponses to the same prompt and asked to assign a grade to each, following the template in Figure 17
(Appendix C), without constraints on ties. The order of the two responses is randomized.

Table 3 reports Macro-F1 and Preference results. Zero-shot pairwise consistently outperforms both
zero-shot and few-shot pointwise scoring across models, with gains of up to +12.4% in Macro-F1

1Translations of the same prompt template are assigned the same set to prevent train-test leakage.
2Multiple annotations can be used in future work on pluralistic alignment (Sorensen et al., 2024).
3Llama models are instruction-tuned and we omit the Instruct suffix for brevity.
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Table 3: Zero-shot and few-shot results of open-source and API models on the MENLO test
set using POINTWISE (grading single responses) and PAIRWISE (grading response pairs) scor-
ing (see §3.1). Macro-F1 shows 5-way classification performance and Preference reports accuracy
on Win/Loss/Tie. Reported gains/loss are relative to zero-shot pointwise performance.

MODELS
Macro F1 Preference Accuracy

ZERO-SHOT FEW-SHOT ZERO-SHOT ZERO-SHOT FEW-SHOT ZERO-SHOT
POINTWISE POINTWISE PAIRWISE POINTWISE POINTWISE PAIRWISE

Qwen3-4B 23.06 31.18 +8.12 35.46 +12.40 40.54 39.35 -1.19 57.13 +16.57
Qwen3-32B 28.53 35.45 +6.92 37.48 +8.95 42.19 42.87 +0.68 59.12 +16.59
Llama-3.1-8B 22.27 23.29 +1.02 29.46 +7.19 39.92 37.15 -2.77 50.45 +10.48
Llama-3.3-70B 27.93 30.52 +2.59 37.50 +9.57 37.37 38.56 +1.19 55.32 +17.89
Llama4-Scout 25.63 32.84 +7.21 36.11 +10.48 42.19 41.22 -0.97 56.25 +14.12

o3 26.54 27.92 +1.38 35.35 +8.81 45.07 44.68 -0.39 58.72 +13.68
gpt-4o 25.99 29.57 +3.58 37.57 +11.58 42.92 45.87 +2.95 57.98 +15.09
gpt-4.1 32.23 33.84 +1.61 38.53 +6.30 41.73 44.00 +2.27 59.23 +17.50

Table 4: Zero-shot performance comparing without and with detailed 5-Point Grading Rubrics.

MODELS
Macro F1 Preference Accuracy

POINTWISE PAIRWISE POINTWISE PAIRWISE
wo/ Rubrics w/ Rubrics wo/ Rubrics w/ Rubrics wo/ Rubrics w/ Rubrics wo/ Rubrics w/ Rubrics

Qwen3-4B 16.00 23.06 +7.06 32.74 35.46 +2.72 33.52 40.54 +7.02 54.08 57.13 +3.05
Qwen3-32B 25.59 28.53 +2.94 38.10 37.48 -0.62 43.32 42.19 -1.13 59.23 59.12 -0.11
Llama-3.1-8B 21.50 22.27 +0.77 30.89 29.46 -1.43 38.34 39.92 +1.58 49.55 50.45 +0.90
Llama-3.3-70B 22.71 27.93 +5.22 35.12 37.50 +2.38 34.54 37.37 +2.83 56.29 55.32 -0.97
Llama4-Scout 22.15 25.63 +3.48 35.21 36.11 +0.90 41.28 42.19 +0.91 55.10 56.25 +1.15

o3 25.43 26.54 +1.11 35.60 35.35 -0.25 45.13 45.07 -0.06 57.98 58.72 +0.74
gpt-4o 22.45 25.99 +3.54 36.74 37.57 +0.83 37.60 42.92 +5.32 56.85 57.98 +1.13
gpt-4.1 22.26 32.23 +9.97 37.35 38.53 +1.18 38.67 41.73 +3.06 56.96 59.23 +2.27

and +18.0% in Preference accuracy over zero-shot pointwise. Few-shot pointwise improves Macro-
F1 relative to zero-shot pointwise but yields only marginal gains in Preference, still falling short of
zero-shot pairwise by an average of −5.5% in Macro-F1 and −15.1% in Preference across models.

These results indicate that models are substantially more reliable at assigning scores when evaluating
two responses side by side, even without ground-truth labels. The unexpectedly large gains over few-
shot in-context examples highlight pairwise evaluation, which explicitly anchors outputs against a
competing candidate (Wang et al., 2025), as a promising direction for improving automated judging
reliability, even when the ultimate goal is pointwise scoring. We also evaluate few-shot pairwise on
Qwen3-4B, observing only a small gain in Macro-F1 (+0.6) relative to zero-shot pairwise, further
supporting our findings. Future work may investigate whether extending pairwise comparisons to a
listwise evaluation of multiple responses offers additional benefits.

3.2 WITH AND WITHOUT GRADING RUBRICS

We further examine the role of detailed grading rubrics in judge performance. All rubrics are human-
written 5-point guidelines specific to the dimension and question type of each prompt. Examples of
dimension-specific rubrics are shown in Appendix A.3.

Table 4 compares zero-shot pointwise and pairwise performance with and without access to rubrics.
The latter shows only the five class labels, without accompanying criteria or definitions. Results
show that rubrics provide a substantial benefit, especially for pointwise evaluation, yielding average
gains of +4.3% in Macro-F1 and +2.5% in Preference accuracy. In contrast, pairwise evaluation
benefits more modestly, with improvements of roughly +1% on both metrics.

These findings suggest that judges perform better when grounded, either by explicit rubrics or by
comparison with another response. Since pairwise comparison itself offers a strong grounding sig-
nal, it sees limited impact from rubrics. This highlights the importance of high-quality rubrics: if
judges could automatically generate and evaluate high-quality, detailed rubrics, we hypothesize that
the performance gap between pairwise and pointwise evaluation would further narrow.
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Table 5: PAIRWISE SFT, RL, and SFT+RL-trained
Qwen3-4B and Llama4-Scout results. RL-trained
models perform best overall.

PAIRWISE
Qwen3-4B Llama4-Scout

Marco-F1 Preference Marco-F1 Preference

ZERO-SHOT 35.46 57.13 36.11 56.25
SFT 33.44 -2.02 53.68 -3.45 44.17 +8.06 60.08 +3.83
RL 39.44 +3.98 60.02 +2.89 45.62 +9.51 62.60 +6.35
SFT + RL 39.33 +3.87 58.78 +1.65 45.82 +9.71 61.10 +4.85

Table 6: Ablation of different reward designs
for PAIRWISE RL-trained Qwen3-4B. Smooth.
and Prefer. refer to Reward Smoothing and
Preference Bonus. See §4.1 for details.

REWARDS Marco-F1 Preference

Binary Only 37.11 58.27
Binary + Smooth. 37.30 +0.19 51.47 -6.80
Binary + Prefer. 37.05 -0.06 60.48 +2.21
Binary + Smooth. + Prefer. 39.44 +2.33 60.02 +1.75

4 TRAINING LLM-JUDGES ON MENLO

Having established in §3 that pairwise evaluation yields substantial advantages over pointwise scor-
ing, we next examine whether training LLMs as judges can further close the gap to human annota-
tors. We train on the MENLO training split (total 4,675 response pairs, where 232 pairs are held out
for validation) and explore different learning strategies, model families, and reward designs. Inspired
by the success of recent reasoning-based judges such as J1 (Whitehouse et al., 2025), we compare
supervised fine-tuning (SFT) and reinforcement learning (RL), as well as single-task (dimension-
specific) and multi-task (all dimensions) training.

We fine-tune two contrasting models: Qwen3-4B (dense, reasoning-oriented) and Llama4-Scout
(Mixture-of-Experts, non-reasoning), which differ in architecture and cognitive approach. For SFT,
models directly predict 5-point grades using cross-entropy loss under teacher forcing, without inter-
mediate reasoning generation. For RL, we use GRPO (Shao et al., 2024) with the template from Fig-
ure 17, encouraging step-by-step reasoning before score assignment. Following Whitehouse et al.
(2025), we augment training data by including both response orders (A,B) and (B,A) to mitigate
positional bias. Training details are provided in Appendix D.1.

4.1 REWARD DESIGNS FOR RL

To make RL training effective, we design a composite reward signal that combines absolute accuracy
with relative preference alignment and robustness to near-miss predictions: (i) Pointwise binary re-
ward: +1 if the predicted score matches the gold label, 0 otherwise. (ii) Reward smoothing: partial
reward (+0.5) if the prediction differs by exactly one grade. (iii) Preference bonus: additional +1
if the sign of the difference between the two predicted scores matches the label. (iv) Penalties: −1
for invalid or missing scores, and −0.2 for formatting violations, i.e. each tag must appear in the
correct order and only once.

All reward components are summed to produce the final RL signal. Formally, the reward can be
expressed as follows, where s and gt represent predicted and ground truth grades, respectively:

R =
∑

i∈{A,B}

max
(
1[si = gti], 0.5 · 1[|si − gti| = 1]

)
︸ ︷︷ ︸

pointwise binary reward w/ reward smoothing

+1[sign(sA − sB) = sign(gtA − gtB)]︸ ︷︷ ︸
preference bonus

−1[failed extraction]︸ ︷︷ ︸
extraction penalty

− 0.2 · 1[formatting violation]︸ ︷︷ ︸
format penalty

.

4.2 OVERALL PERFORMANCE: SFT VS. RL

We first compare the overall performance of SFT and RL-trained models. Table 5 shows that RL-
trained Qwen3-4B and Llama4-Scout consistently outperform their SFT counterparts. For inherently
thinking models like Qwen3-4B, SFT without Chain-of-Thought (CoT) reasoning actually hurts per-
formance, causing a −2.0% drop in Macro-F1 and −3.5% in Preference accuracy. In contrast, RL,
which incentivizes reasoning, improves performance by +4.0% in Macro-F1 and +2.9% in Prefer-
ence, surpassing the best frontier API model gpt-4.1.

For non-thinking models like Llama4-Scout, SFT already provides substantial gains (+8.1% in
Macro-F1 and +3.8% in Preference) compared to zero-shot. RL training further improves results,
particularly in Preference (+2.5%). This demonstrates the promise of pairwise RL training across
model families, scales, and reasoning capabilities.
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We also experimented with initializing RL from the best SFT checkpoint, but observed little or no
improvement over starting RL from scratch. Models trained on SFT without CoT tend to copy
the placeholder “<think> Your analysis and reasoning here. </think>” from the prompt rather
than generating meaningful reasoning, which limits the benefit of RL. This suggests that for tasks
requiring reasoning, it is preferable to start RL directly when the SFT target lacks CoT supervision.

4.3 ABLATION OF RL REWARDS

In Table 6, we ablate the RL reward design to validate the contribution of each reward component
in RL training: (i) binary only: reward +1 for exact score match, 0 otherwise; (ii) binary+smooth.:
adds partial reward for near-miss scores, no preference bonus; (iii) binary+prefer.: includes pref-
erence reward, no smoothing; and (iv) binary+smooth.+prefer.: the default reward design in §4.1.
Results show clear benefits from combining reward smoothing and preference bonus, achieving the
best overall Macro-F1 and Preference accuracy for Qwen3-4B, achieving +2.3 boost on Macro-F1
and +1.7 on preference accuracy over the binary only reward.

4.4 PER-DIMENSION PERFORMANCE AND SINGLE VS. MULTI-TASK

Next, we compare pairwise RL-trained Qwen3-4B models trained jointly across all dimensions versus
individually per dimension. Across the four dimensions, Tone achieves the strongest performance,
with a Macro-F1 of 43.1 in the zero-shot setting and gains of up to +3.8 with multitask RL. Lo-
calized Tone and Fluency follow, reaching 32.8 and 32.2 Macro-F1 in zero-shot, and up to +5.7
improvement when trained with multitask RL. In constrast, Localized Factuality lags behind the
other dimensions, achieving only 22.5 Macro-F1 in zero-shot, a trend consistent across all models.
Moreover, RL yields limited benefit (+0.6 in single-task RL) or even regressions in the multitask
setup. These results highlight the challenge of localized factuality and suggest that alternative strate-
gies, such as incorporating retrieval, search, or external tool use, may be necessary. Full results are
provided in Table 20 in Appendix E.

Overall, aside from Localized Factuality, joint multi-dimension training performs on par with single-
dimension optimization while offering greater efficiency and practical benefits, such as serving as a
reward model for post-training, which we explore in §5.

4.5 CROSS-LANGUAGE PERFORMANCE

Figure 3 shows Preference accuracy per language variety for RL-trained Qwen3-4B. Performance
varies widely, with tr TR at 82.1% and bn BD at 37.9%, and does not strictly align with high- vs.
low-resource languages. Relative to the zero-shot baseline, en AU and fr FR achieve the largest
Macro-F1 gains (+20.9%, +17.7%) and ro RO and gu IN the largest Preference accuracy gains
(+18.0%, +16.2%). By contrast, es ES drops −15.4% in Preference despite a modest +2.2%
Macro-F1 gain, whereas en MX, the same language but a different locale, sees +2.6% and +9.8%
gains in Preference and Macro-F1 , highlighting that our dataset captures language variety nuances.

We further trained RL using only English data and evaluated on all languages. Performance degrades
compared to the baseline, indicating that English-only training is insufficient to generalize across all
47 language varieties. Detailed per-language variety performance is provided in Appendix E.2.
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Figure 3: Preference Accuracy per Language of pairwise RL-trained Qwen3-4B.
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Table 7: Two-stage Evaluation of Qwen3-4B and its RL post-trained variant Post-train on the
MENLO test set, where both models serve as response models.

JUDGES/RATERS # Languages Win Rate Average Score (1–5)
Post-train Win Post-train Loss Tie Qwen3-4B Post-train ∆Sore Improvement%

Llama4-Scout-RL-Judge 47 63.88% 9.16% 26.96% 3.01 3.79 +0.78 +25.9%
Qwen3-32B 47 72.46% 21.89% 6.65% 3.44 4.29 +0.85 +24.7%
gpt-4.1 47 77.90% 11.30% 10.80% 3.21 4.37 +1.16 +36.1%

Llama4-Scout-RL-Judge 10 69.66% 9.64 % 20.70% 3.36 4.22 +0.86 +25.6%
Human Raters 10 55.71% 35.20% 9.09% 3.31 3.67 +0.36 +10.9%

5 FROM LLM-JUDGES TO REWARD MODELS

We next investigate whether the RL-trained pairwise judges developed in our framework can also
serve as generative reward models to directly improve LLM native-like response quality, unifying
evaluation and optimization in a single framework.

5.1 RL WITH JUDGES AS GENERATIVE REWARD MODELS

For efficiency, we focus on smaller models for these experiments: Qwen3-4B as the policy model,
and Qwen3-4B-RL-Judge as the reward model (RM). Since Localized Factuality remains challeng-
ing for our judges, we restrict both training and evaluation to Fluency, Tone, and Localized Tone.
Specifically, we exclude Localized Factuality from all training and test prompts, randomly sam-
ple 3,000 prompts from MENLO for training, and retain all 1,398 test prompts from MENLO for
evaluation across the three selected dimensions.

We post-train Qwen3-4B with GRPO. We sample 8 rollouts per prompt and compute rewards as
follows: for each prompt, we construct response pairs from the rollouts, format them with the same
pairwise evaluation template, and feed them to the RM. The final reward of each rollout is obtained
by averaging its scores across all paired comparisons. Training details are added in Appendix D.2.

5.2 TWO-STAGE EVALUATION STRATEGY

To rigorously evaluate the policy model’s native-like quality improvements, we employ a two-stage
validation approach: (i) comprehensive automated evaluation across all 47 language varieties using
three diverse LLM judges, and (ii) human validation on a strategically selected subset of 10 high-
resource languages where we can ensure annotation quality.

For each test prompt, we generate responses from both the baseline (Qwen3-4B) and post-trained
(Post-train) models, construct response pairs with randomized order to mitigate positional bias,
and apply the same pairwise judge template used in training.

LLM-Judges Evaluation We select three high-performing judges (see §3) Qwen3-32B, gpt-4.1,
and Llama4-Scout-RL-Judge, and compute win, loss, and tie rates between baseline and post-
trained models, along with average scores on a 1–5 scale across all 1,398 test prompts spanning 47
language varieties. Qwen3-4B-RL-Judge is excluded from evaluation to avoid potential bias, since
it serves as the RM. Table 7 shows that the post-trained policy model consistently outperforms the
baseline across all LLM judges and languages. Average score improvements range from +0.80
to +1.16, with win rates between 63.4% and 77.9%. Per-dimension analysis reveals consistent
gains across evaluation criteria: Tone yields the largest improvement (+1.04 average score boost),
followed by Localized Tone and Fluency (+0.89 each). The consistency of improvements across
different judge architectures and all three dimensions provides strong evidence for the effectiveness
of our reward modeling approach.

Human Validation To anchor our automated evaluation results, we conduct human evaluation on
a diverse subset of 10 higher-resource languages: ar, de DE, en US, fr FR, hi IN, hi Latn IN,
pt BR, tl PH, th TH, vi VN. This subset spans multiple language families, scripts, and geographic
regions while ensuring access to qualified native speaker annotators. Human evaluation follows the
same pairwise annotation guidelines as in MENLO construction. Results (last row of Table 7) on
the subset confirms the automated evaluation trends. The post-trained model achieves a win rate of
55.7% against the baseline, with an average score improvement of +10.9%. While both automated
and human evaluators agree that post-training improves response quality, we observe that LLM
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judges tend to overestimate the magnitude of improvement compared to human raters. Comparing
human evaluations to the closest-performing automated judge (Llama4-Scout-RL-Judge) on this
subset reveals systematic differences: the automated judge reports an average improvement of +0.5
higher than humans. We hypothesize that this discrepancy arises because the automated judges may
lean towards a stylistic caricature of native-like quality, overestimating improvements relative to
nuanced human judgments. In addition, RL-trained judges exhibit less of this discrepancy among
LLM evaluators, confirming the benefits of our RL judge training.

Overall, our two-stage evaluation demonstrates the potential of RL-trained judges as generative
reward models for aligning multilingual outputs toward native-like quality. The directional consis-
tency observed across both LLM- and human-based evaluations validates the viability of our unified
framework for multilingual proficiency alignment. However, we note that challenges remain: LLM
judges tend to overestimate the magnitude of improvements relative to human raters, highlighting
an important direction for future work.

6 RELATED WORK

Multilingual Evaluation Models’ multilingual proficiency has been typically measured as an ag-
gregate of performance across multiple task-oriented evaluations of short-form responses in settings
with verifiable answers (Hu et al., 2020; Ruder et al., 2021; Doddapaneni et al., 2023; Ahuja et al.,
2023; 2024). Recent benchmarks focused on the evaluation of model’s cultural knowledge in a sim-
ilar verifiable setting (Myung et al., 2024; Chiu et al., 2025; Fabbri et al., 2025). However, such
evaluations do not extend to real-world conversations containing long-form responses. Benchmarks
evaluating long-form responses use prompts and responses translated from English (Son et al., 2024;
Liu et al., 2024; Doddapaneni et al., 2025; Gureja et al., 2025). These evaluations typically do not
reflect more localized aspects of language quality and are biased towards translationese. Son et al.
(2024) and Doddapaneni et al. (2025) automatically generate ‘good’ and ‘bad’ responses for each
dimension. Marchisio et al. (2024) and Guo et al. (2025) evaluate language consistency and natu-
ralness respectively in relatively narrow settings. PARIKSHA (Watts et al., 2024) is the most similar
dataset to ours as it uses human-written prompts and human-annotated responses, but focuses on 10
Indic languages, annotates only high-level dimensions, and reports moderate inter-annotator agree-
ment. MENLO is the only dataset that focuses on native-like quality in real-world conversations.

Multilingual Judges and RMs LLMs have been used as judges in different multilingual bench-
marks (Liu et al., 2024; Fabbri et al., 2025). However, fewer works focus on analyzing or improving
multilingual judges and RMs. Gureja et al. (2025) observe that zero-shot judges show a substantial
gap between the translated M-REWARDBENCH and its English counterpart, with predictions incon-
sistent across languages. Fu & Liu (2025) report similar inconsistencies across five diverse tasks.
Wu et al. (2024) evaluate zero-shot cross-lingual transfer of trained RMs on summarization and di-
alog, observing gains. Hong et al. (2025) find strong cross-lingual transfer on M-REWARDBENCH
for English RMs fine-tuned in four languages. Doddapaneni et al. (2025) fine-tune a judge with SFT
on automatically translated prompts and responses in six languages to produce an absolute score. To
our knowledge, we are the first to (i) train judges and RMs in a massively multilingual setting, (ii)
fine-tune multilingual judges with RL, and (iii) demonstrate the benefits of multi-task RL, reward
shaping, and pairwise grading in this setting.

7 CONCLUSION

We introduce MENLO, a comprehensive framework for evaluating and improving native-like re-
sponse quality across 47 language varieties. By combining sociolinguistically-informed prompt
design, detailed evaluation rubrics, and high-quality human annotations, MENLO captures multi-
ple dimensions of conversational proficiency, including fluency, tone, localized tone, and localized
factuality. We demonstrate that pairwise evaluation significantly improves both zero-shot and fine-
tuned LLM judges, and that RL with reward shaping yields best judge performance.

Beyond evaluation, we show these trained judges can serve as generative reward models to directly
improve policy model’s response quality. While challenges remain with the tendency of LLM judges
to overestimate improvements relative to human raters, our framework provides a practical and
scalable approach to both assessing and enhancing LLM proficiency in multilingual context.
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ETHICS STATEMENT

Translators and annotators were recruited through third-party services and compensated based on
local regulations.

REPRODUCIBILITY STATEMENT

We release the full MENLO to the community. All models are built on top of open-weight Llama and
Qwen backbones. The prompt templates used for training are provided in Appendix C, and detailed
descriptions of experimental setups, hyperparameters, and libraries are included in Appendix D.
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APPENDIX

A ADDITIONAL DETAILS ON THE MENLO DATASET

A.1 DATASET COLLECTION

Localization vs natively written prompts Our prompts derive from English templates to ensure
coverage consistency across a large number of languages. While localization includes cultural adap-
tation, we acknowledge that independently authored prompts in each language would better capture
native discourse structures. We focus our resources on native speakers annotating responses instead.

We initiated a pilot to evaluate of different models including GPT-4o and Llama4-Maverick in a
single category, Localized Tone focusing on five languages spoken by the authors: Bengali, German,
Hindi, Italian, and Russian. As expected, the pilot framework was quickly confronted with the
complexities inherent in multilingualism: Even among the authors, for all initial Localized Tone
prompts, we struggled to reach consistent and reliable agreement. Nevertheless, these early results
provided valuable insights to guide us to improve prompt design, guideline clarity, and annotation
arrangement.

To enhance the reliability of the framework, we took steps to refine our prompts’ nuance and com-
plexity, update guidelines with clearer direction for annotators that aimed to make abstract concepts
more concrete, and started exploring a more user-friendly annotation solution. The changes brought
upon notable improvements in inter-annotator agreement that extended to the full-scale annotation.
We show the agreement of the initial pilot annotation and improved annotation for localized tone in
5 languages in Table 9 and across all categories and languages in Table 9.

Table 8: Comparison of PILOT and MENLO for 5 languages in localized tone category. Agreement
is defined as the percentage of annotation pairs whose ratings for the same item differ by no more than 1.

Language Code PILOT Agreement MENLO Agreement

bn BD 0.75 0.84
de DE 0.74 0.92
hi IN 0.74 0.92
it IT 0.79 0.71
ru RU 0.71 0.79

Overall 0.75 0.84

Table 9: Comparison of the pilot annotation (5 languages) and final MENLO dataset (47 languages).
Agreement is defined as the percentage of annotation pairs whose ratings for the same item differ by no more
than 1. Agreement for PILOT has been averaged over 5 languages, while MENLO is averaged over 47.

PILOT (5 Languages) MENLO (47 Languages)

Quality Dimension Agreement # Prompts # Annotations Agreement # Prompts # Annotations

Fluency 0.76 150 450 0.82 1,820 23,556
Tone 0.70 150 450 0.77 1,410 18,712
Localized Tone 0.75 200 600 0.82 1,825 22,324
Localized Factuality 0.78 150 450 0.78 1,378 16,422

Overall 0.75 650 1,950 0.80 6,423 81,014
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Table 11: Localized factuality rubrics for annotation using a 5-point Likert scale. Each rating cor-
responds to a high-level classification of the response (e.g., “Sounds somewhat accurate and rele-
vant”), further specified by dimension-specific criteria e.g., accuracy, relevance, and completeness.

1: Major failure
“Grossly incorrect or
misleading”

2: Minor failure
“Some mistakes”

3: Pass
“Sounds somewhat accu-
rate and relevant”

4: Good
“Sounds accurate and
relevant”

5: Excellent
“Factually accurate,
highly relevant, complete
with additional info”

Accuracy ××××××
- The model’s response
contains obvious factual
errors or made-up infor-
mation.

Accuracy ×××?
- The model’s response
contains some factual
mistakes.

Accuracy OK

- No obvious factual er-
rors but some claims are
not entirely correct or
may be misleading.

Accuracy ✓
The claims in the re-
sponse are factually ac-
curate.

Accuracy ✓✓
The claims in the response
are completely factually
accurate.

Locale Relevance ××××××
Local Point of View××××××
- The model fails to un-
derstand the basic local
context.
- The model provides
content that is irrelevant
or misaligned with the lo-
cal context.
- The model’s response
frames the answer in a
fetishizing/offensive way
(like overly explaining
basic local knowledge to
locals)

Locale Relevance ×××?
Local Point of View ×××?
- The model grasps some
local context but misses
key nuances.
- The model’s response
is somewhat relevant but
provides mainly general
or high-level information
that lacks alignment with
the local context.
- The model’s response
may come across as
slightly insensitive or
tone-deaf, but it does
not contain overtly
fetishizing or offensive
answers.

Locale Relevance OK

Local Point of View OK

- The model generally un-
derstands the local con-
text but may miss subtle
nuances.
- The response is gener-
ally relevant and aligned
with the local context.
- The model’s response is
neutral and factual.

Locale Relevance ✓
Local Point of View ✓
- The model accurately
interprets the local
context and nuances.
- The response is gen-
erally relevant and
aligned with the local
context.
- The model avoids
explanations that might
be seen as overly sim-
plistic or patronizing.
Instead, the facts are
thoughtfully selected
with depth.

Locale Relevance ✓✓
Local Point of View ✓✓
- The model demonstrates
a deep understanding of
the local context and nu-
ances. The response deliv-
ers highly relevant content
that is highly specific and
perfectly aligned with the
local context.
- The model chooses facts
that are in-depth and nu-
anced even for someone
who’s already a local. It
might present additional
context and highlights re-
gional variations to show
depth of local knowledge.

Completeness ××××××
- The model’s response
is incomplete and misses
crucial information to an-
swer the question.

Completeness ×××?
- The response answers
part of the question but
is missing some relevant
pieces of information.

Completeness OK

- The model provides
sufficient information to
answer the question but
the provided information
may lack depth.

Completeness ✓
- The model provides all
the information to an-
swer the question.

Completeness ✓✓
- The response is rich in
information and covers all
information to answer the
question as well as addi-
tional helpful context that
further helps to contextual-
ize the response.

Table 10: Components to consider when annotating different subcategories of Tone.

Tone Subcategory Tone Component 1 Tone Component 2

Helpful Tone Instruction following ✓ Emotional support ✓
Insightful Tone Informative ✓ Empathetic ✓
Engaging Tone Conversational Language ✓ Encourages Interactions ✓
Fair Tone Non-biased stance ✓ Non-preachy language ✓

Annotation guidelines Judging language performance can be subjective. To minimize confusion,
we identified the most important components of tone, fluency, localized tone, and localized factuality
and incorporated them into the guidelines. For example, a model response that conveys a helpful tone
must succeed on two fronts: providing (or attempting to provide) help based on users’ instructions,
and expressing emotional engagement to sound caring. By breaking down broad linguistic concepts
into easy-to-follow subcategories and self-explanatory signals (illustrated via emoji ✓ OK ××× ?),
annotators can quickly grasp and refer back to the guidelines. We show subcategories for Tone, for
example, in Table 10 and show the rubric guidelines for Localized Factuality in Table 11.

Annotation tool To streamline the annotation, we developed a custom annotation interface, which
we show in Figure 4. The tool provides a simple, annotator-friendly user interface for guidelines,
rating model responses, and randomized model A/B pairwise comparison. The backend allowed
us to ensure data is consistent and identify any missing annotations or other data-related issues. In
addition, it enabled us to quickly test annotators on dedicated test annotations before moving them
to the actual annotation tasks. Overall, solid tooling allowed us to screen more than 1,000 annotators
and collect more than 80,000 annotations.
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Figure 4: Annotation interface used for MENLO.

Table 12: Mapping from language-region codes to language names.

Language code Full name Language code Full name

ar Modern Standard Arabic mr IN Marathi
ar Latn EG romanized Egyptian Arabic ms MY Malay (Malaysia)
bg BG Bulgarian ne NP Nepali
bn BD Bengali nl NL Dutch
cs CZ Czech pl PL Polish
da DK Danish pt BR Brazilian Portuguese
de DE German pt PT Portuguese (Portugal)
el GR Greek ro RO Romanian
en AU Australian English ru RU Russian
en GB British English sk SK Slovak
en IN Indian English sv SE Swedish
en US US English sw KE Swahili (Kenya)
es ES Spanish (Spain) th TH Thai
es MX Mexican Spanish tl PH Tagalog (Philippines)
fa IR Persian (Iran) tr TR Turkish
fr FR French (France) uk UA Ukrainian
gu IN Gujarati (India) ur Latn PK romanized Urdu
he IL Hebrew (Israel) ur PK Urdu
hi IN Hindi vi VN Vietnamese
hi Latn IN romanized Hindi zh CN Chinese (China)
hr HR Croatian zh TW Traditional Chinese (Taiwan)
hu HU Hungarian ja JP Japanese
id ID Indonesian ko KR Korean
it IT Italian

A.2 LANGUAGE VARIETIES IN MENLO

MENLO covers 47 language varieties. Table 12 lists each variety along with its corresponding ISO
639-1 code.

Table 13 reports annotator IAA by dimension and language variety.
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Table 13: Krippendorff alpha by quality dimension and language.

Language Code Tone Fluency Localized Tone Localized Factuality Average

ar 0.83 0.79 0.86 0.79 0.82
ar Latn EG 0.86 0.79 0.82 NA 0.82
bg BG 0.75 0.80 0.79 0.86 0.80
bn BD 0.82 0.79 0.85 0.80 0.82
cs CZ 0.80 0.78 0.78 0.82 0.79
da DK 0.83 0.78 0.78 0.85 0.81
de DE 0.82 0.76 0.85 0.77 0.80
el GR 0.83 0.85 0.85 0.85 0.84
en AU 0.89 0.73 0.81 0.82 0.81
en GB 0.85 0.79 0.85 0.82 0.83
en IN 0.84 0.85 0.81 0.83 0.83
es ES 0.78 0.78 0.81 0.79 0.79
es MX 0.79 0.80 0.86 0.84 0.82
fa IR 0.83 0.82 0.77 0.81 0.81
fr FR 0.83 0.76 0.81 0.82 0.81
gu IN 0.89 0.81 0.86 0.84 0.85
he IL 0.85 0.79 0.80 0.84 0.82
hi IN 0.82 0.81 0.83 0.87 0.83
hi Latn IN 0.86 0.77 0.83 0.80 0.82
hr HR 0.81 0.78 0.80 0.82 0.80
hu HU 0.85 0.81 0.80 0.84 0.82
id ID 0.90 0.81 0.82 0.82 0.84
it IT 0.83 0.77 0.77 0.85 0.80
ja JP 0.86 0.82 0.79 0.81 0.82
ko KR 0.86 0.83 0.80 0.84 0.83
mr IN 0.88 0.78 0.78 0.86 0.82
ms MY 0.84 0.82 0.81 0.83 0.83
ne NP 0.83 0.79 0.80 0.83 0.81
nl NL 0.84 0.81 0.84 0.79 0.82
pl PL 0.83 0.79 0.86 0.82 0.83
pt BR 0.86 0.82 0.82 0.85 0.83
pt PT 0.83 0.80 0.83 0.80 0.82
ro RO 0.84 0.79 0.80 0.82 0.81
ru RU 0.81 0.75 0.80 0.78 0.79
sk SK 0.88 0.81 0.81 0.84 0.83
sv SE 0.84 0.78 0.81 0.81 0.81
sw KE 0.88 0.84 0.83 0.85 0.85
th TH 0.85 0.83 0.78 0.83 0.82
tl PH 0.84 0.83 0.82 0.81 0.83
tr TR 0.88 0.85 0.79 0.80 0.83
uk UA 0.89 0.77 0.81 0.80 0.82
ur Latn PK 0.82 0.79 0.80 0.86 0.82
ur PK 0.81 0.79 0.82 0.86 0.82
vi VN 0.85 0.82 0.82 0.82 0.83
zh CN 0.86 0.81 0.80 0.83 0.83
zh TW 0.89 0.82 0.80 0.89 0.85
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A.3 GRADING RUBRICS

The 5-point grading rubrics are defined for each question type under the four dimensions:

Fluency: Vocabulary & Syntax, Coherence, Grammar & Mechanics, Clarity & Conciseness.

Localized Tone: Cultural Relevance, Formality & politeness, Humor, Linguistic nuance.

Localized Factuality: Cultural Practices, Expressions & Concepts, Local Knowledge.

Tone: Be engaging, Be fair, Be insightful, Help as best as you can.

The rubrics were created based on reviews of example prompts and failure modes of the different
dimensions and inspired by prior work on automated proficiency assessment (Ke & Ng, 2019) and
cross-cultural variation (Hershcovich et al., 2022; Myung et al., 2024).

All rubrics use the same 5-point scale, with criteria adapted to the specific question type. We show
some examples of the grading rubrics in Figure 5, 6, 7, and 8.

Grading Rubrics for Localized Tone

### Grading Criteria:

1 - MAJOR FAILURE
* The response shows no understanding of formal or informal language, or uses an
overly formal/informal tone that is not suited to the context.

2 - MINOR FAILURE
* The response shows limited understanding of formal or informal language, with
significant errors or misunderstandings.

3 - PASS
* The response does not contain any significant formality errors but also does not
use the most appropriate formality or politeness markers or formulations.

4 - GOOD
* The response shows good use of formal or informal language. Also appropriate
formality/formatting for the task, such as letter, application form, etc.

5 - EXCELLENT
* The response shows excellent use of formal or informal language, with a tone that
is perfectly suited to the context.
* The response shows excellent local formality/formatting for the task, such as
letter, application form, etc.

Figure 5: Example of 5-Point Grading Rubrics for Localized Tone (Formality & politeness).

A.4 FULL EXAMPLES FOR MENLO

We provide full examples from MENLO in Figure 9, 10, 11, 12, 13, 14, 15, and 16, including prompt
(both in English and the translated version in target languages), responses, and corresponding grades.
Examples cover different languages and dimensions.
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Grading Rubrics for Fluency

### Grading Criteria:

1 - MAJOR FAILURE
* The response is full of mistakes and hard to understand.
* The response lacks a clear structure or logical flow.
* Ideas are disconnected or jump abruptly from one topic to another.
* The response contains numerous grammatical errors.
* The response contains numerous punctuation or capitalization errors, or typos.
* The response frequently misuses words | out of context, or improper regional
variants (e.g., lift/elevator).
* Sentence structure is awkward or repetitive.
* The response is unclear or convoluted.
* Ideas are expressed in a roundabout or overly verbose manner.

2 - MINOR FAILURE
* Parts of the response are vaguely understandable.
* Some logic connections are not clear.
* Some topics are loosely connected.
* Transitions feel forced or abrupt.
* The response contains some grammatical errors.
* The response contains some punctuation and capitalization errors.
* The response contains some awkwardness or repetitiveness.
* Some sentences are difficult to understand due to unclear language.
* Some parts are overly verbose.

3 - PASS
* The response is understandable.
* Text is somewhat coherent and understandable.
* Merits may balance out failures.
* The response contains no major grammatical errors, but is also not outstanding
in writing.
* The response contains no major flaws in word choices and syntax, but lacks
nuances and sophistication.
* Sentence structure is plain or basic.
* Language is generally clear and of appropriate length.

4 - GOOD
* The response is easily understandable.
* Ideas are connected and fluency is good.
* The response is grammatically correct and free of errors.
* Words are used accurately and in context.
* Sentence structure varies, with a mix of simple, compound, and complex sentences.
* The text is easy to understand, with no unnecessary words or phrases.
* Ideas are expressed clearly and directly, with the use of advanced structures
such as bullet points.

5 - EXCELLENT
* The response is fluent and natural.
* The text is well-organized and logically structured.
* Ideas are connected and flow smoothly.
* The response is free of grammatical errors. Complex sentences are constructed
thoughtfully, avoiding run-ons or awkward phrasing.
* Correct and sophisticated use of tense, punctuations (question marks, exclamation
marks, etc.).
* Great word choices that enhance clarity and depth.
* Great variety of different types of sentences, including simple, compound and
complex sentences.
* The text is effortlessly comprehensible, with no ambiguity or confusion, and every
word serves a purpose.
* Ideas are conveyed directly, without redundancy or verbosity, ensuring maximum
impact with minimal words.
* The response effectively uses bullet points and other methods to enhance clarity.

Figure 6: Example of 5-Point Grading Rubrics for Fluency.
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Grading Rubrics for Tone

### Grading Criteria:

1 - MAJOR FAILURE
* The response provides no insights whatsoever.
* The response refuses to provide help when it should.
* The response fails to deliver the right information, resulting in incomplete or
inaccurate answers.
* The response fails to explain why things matter, lacking a clear chain of thought.
* The response does not exhibit intellectual curiosity towards the user or the
subject. Lack of interest or engagement.
* The response does not show empathy towards the user. The response is offensive
and distant.

2 - MINOR FAILURE
* The response ATTEMPTS to be insightful but lacks accuracy or substance.
* The response provides some relevant information but lacks completeness or
accuracy.
* The response provides some explanations but lacks clarity or relevance.
* The response shows some curiosity but lacks depth or engagement.
* The response asks some follow-up questions but lacks specificity or relevance.

3 - PASS
* The response provides some insights but feels dry.
* The response generally is informative but may miss some nuances.
* The response uses facts to draw sound conclusions and connections.
* The response generally delivers complete and accurate information but may miss
some details.
* The response generally exhibits intellectual curiosity but may lack consistency.
* The response asks follow-up questions but may lack tailoring to the user’s needs.
* The response provides the information the user is seeking but may lack depth.

4 - GOOD
* The response sounds insightful and knowledgeable.
* The response clearly communicates the subject matter.
* The response effectively uses facts and examples to draw insightful conclusions
and connections.
* The response delivers complete and accurate information, fully answering the
user’s query.
* The response utilizes unique tools (e.g. Reels plugin) when they are relevant to
the user’s query.
* The response demonstrates curiosity, exploring the user’s question with interest
and depth.
* The response asks tailored follow-up questions, enhancing the conversation.
* The response provides the information the user is seeking, meeting their needs.

5 - EXCELLENT
* The response is insightful with shrewd observation and critical perspective,
making the user aware of nuances about the subject.
* The response clearly communicates the subject matter.
* The response effectively uses facts and examples to draw insightful conclusions
and connections.
* The response uses critical thinking and various perspectives to provide in-depth,
comprehensive information that exceeds user expectations.
* The response utilizes unique tools (e.g. Reels plugin) when they are relevant to
the user’s query.
* The response provides thoughtful observation into the user’s prompt.
* The response asks insightful and tailored follow-up questions, deeply engaging
with the user’s needs.
* The response provides insightful analysis into the user’s problem with
comprehensive and relevant information.

Figure 7: Example of 5-Point Grading Rubrics for Tone (Be insightful:Be intellectually curious and
engaging).

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2026

Grading Rubrics for Localized Factuality

### Grading Criteria:

1 - MAJOR FAILURE
* The response is grossly incorrect or misleading.
* The response contains obvious factual errors or made-up information.
* The response fails to understand the basic local context.
* The response provides content that is irrelevant or misaligned with the local
context.
* The response frames the answer in a fetishizing/offensive way (like overly
explaining basic local knowledge to locals.)
* The response is incomplete and misses crucial information to answer the question.

2 - MINOR FAILURE
* The response contains some mistakes.
* The response contains some factual mistakes.
* The response grasps some local context but misses key nuances.
* The response is somewhat relevant but provides mainly general or high-level
information that lacks alignment with the local context.
* The response may come across as slightly insensitive or tone-deaf, but it does
not contain overtly fetishizing or offensive answers.
* The response answers part of the question but is missing some relevant pieces of
information.

3 - PASS
* The response sounds somewhat accurate and relevant.
* There are no obvious factual errors but some of the claims are not entirely
correct or may be misleading.
* The response generally understands the local context but may miss subtle nuances.
* The response is generally relevant and aligned with the local context.
* The response is neutral and factual.
* The response provides sufficient information to answer the question but the
provided information may lack depth.

4 - GOOD
* The response sounds accurate and relevant.
* The claims in the response are factually accurate.
* The response accurately interprets the local context and nuances.
* The response is generally relevant and aligned with the local context.
* The response avoids explanations that might be seen as overly simplistic or
patronizing. Instead, the facts are thoughtfully selected with depth.
* The response provides all the information to answer the question.

5 - EXCELLENT
* The response is factually accurate, highly relevant, and complete with additional
information.
* The claims in the response are completely factually accurate.
* The response demonstrates a deep understanding of the local context and nuances.
The response delivers highly relevant content that is highly specific and perfectly
aligned with the local context.
* The response chooses facts that are in-depth and nuanced even for someone who’s
already a local. It might present additional context and highlights regional
variations to show depth of local knowledge.
* The response is rich in information and covers all information to answer the
question as well as additional helpful context that further helps to contextualize
the response.

Figure 8: Example of 5-Point Grading Rubrics for Localized Factuality.
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Figure 9: Example prompt, responses, and annotation in Korean for Localized Tone (Humor).
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Figure 10: Example prompt, responses, and annotation in Czech for Localized Tone (Cultural
relevance).

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2026

Figure 11: Example prompt, responses, and annotation in Hebrew for Localized Factuality.
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Figure 12: Example prompt, responses, and annotation in Swedish for Localized Factuality.
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Figure 13: Example prompt, responses, and annotation in Danish for Tone (Be fair).
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Figure 14: Example prompt, responses, and annotation in Japanese for Tone (Be engaging).
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Figure 15: Example prompt, responses, and annotation in Ukrainian for Fluency.
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Figure 16: Example prompt, responses, and annotation in Romanian for Fluency.
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B ANNOTATOR OVERVIEW

B.1 ANNOTATOR STRUCTURE

Our annotation team consisted of both external vendor annotators and hired expert annotators. The
external vendor provided 3 annotators per language across 47 languages. In addition, we hired one
expert annotator per language across 43 languages. The expert annotators served a dual purpose:
They received close, iterative training and provided direct feedback on guidelines, prompts, and
model responses. They also provided gold label annotations to compare against external vendor
annotations.

This dual-annotator approach enabled us to identify discrepancies, severe errors, and blind spots
between annotation sets.

B.2 HIRING PROCESS

External vendor annotators The external vendor recruited contributors from locales where the
target language is the lingua franca, whenever possible. Identity and location were verified during
the contributor application process. Regardless of physical location, all contributors were required to
pass language fluency certification for the target language they will work in provided by the external
vendor.

Expert annotators All expert annotators are prescreened and then put through a 30 minute lan-
guage interview with a subject matter expert.

B.3 ANNOTATOR TRAINING AND TESTING

External vendor The external vendor prepared a number of upskilling materials to help contrib-
utors understand the guidelines, including a task walkthrough video, clarification documents, and
practice quizzes. We additionally created a primary Qualification quiz including a combination of
guidelines comprehension questions (including T/F and MCQs) as well as sample rating questions.

Expert Annotators Our training process included multiple components to ensure annotator qual-
ity and consistency:

Training Sessions:

• Live training sessions where authors walked through guidelines and explained the annota-
tion process

• Recorded sessions available for annotators to review as needed

• Written guidelines shared in advance for pre-study

Qualification Testing:

• Expert annotators completed practice tests for each category (Tone, Fluency, Localized
Tone, Localized Factuality) using English examples.

• Test sets were pre-annotated by the authors to serve as gold-standard references Passing
threshold: 80% accuracy; annotators scoring below underwent retraining External ven-
dor annotators followed the same testing requirements with an additional layer: they first
completed vendor-created qualification quizzes based on the guidelines before taking our
practice tests.

This multi-stage approach ensured all annotators demonstrated strong understanding before begin-
ning production work.

B.4 COMMUNICATION AND FEEDBACK

Expert annotators
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• Live Q&A sessions: 2-3 sessions per week to address questions on ongoing annotation
tasks

• Escalation log: Centralized resource for guideline clarifications, annotation questions, and
feedback submission

• Post-task surveys: Collected with each annotation task to capture language-specific in-
sights, any patterns that they noticed in a model responses.

External vendor annotators

• Regular communication with 1 session a week
• Escalation log for complex guideline questions or edge cases

By maintaining open communication channels, we continuously refined our approach and uncovered
language-specific considerations that improved annotation quality.

B.5 QUALITY ASSURANCE PROCESS

To monitor the quality of the annotation process, we developed a QA infrastructure:

• Vendor-specific QA reports to monitor and address annotation quality issues and discrepan-
cies Systematic comparison of vendor annotations against expert gold labels Identification
and resolution of systematic errors or misinterpretations

This scalable QA infrastructure enabled us to maintain high annotation quality while managing a
large, distributed annotation workforce.
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C PAIRWISE JUDGE TEMPLATE

Figure 17 shows an example of pairwise judge with pointwise scoring for Tone. Other dimensions
follow similar template with varied intros.

Pairwise Judge with Pointwise Scoring Template

You are a judge of the quality of the response to a user prompt with respect to the
response’s {evaluation category}.

You will be given:
1. A detailed 5-point grading rubric.
2. A prompt and two responses (A and B).

Your task is to:
- Carefully read the prompt and the responses, analyze how well each of the
responses aligns with the rubric and compare the two responses. Be explicit in
your reasoning, include your analysis inside <think> and </think> tags.
- Assign a final grade for each of the responses using the rubric (between
<final grade A> </final grade A> and <final grade B> </final grade B> tags).

### Grading Criteria:
{five point grading rubric}

### Output Format:
<think> Your analysis and reasoning here. </think>
<final grade A> FINAL GRADE: 1 - MAJOR FAILURE / 2 - MINOR FAILURE / 3 - PASS / 4 -
GOOD / 5 - EXCELLENT </final grade A>
<final grade B> FINAL GRADE: 1 - MAJOR FAILURE / 2 - MINOR FAILURE / 3 - PASS / 4 -
GOOD / 5 - EXCELLENT </final grade B>

Below are the prompt and the responses that you need to grade:
<Prompt>
{prompt}
</Prompt>

<Response A>
{response a}
</Response A>

<Response B>
{response b}
</Response B>

Figure 17: Pairwise judge prompt template.

D EXPERIMENT DETAILS

D.1 FINETUNING LLM-JUDGES ON MENLO

Finetuning LLM-Judges uses 16×H100 GPUs for Qwen3-4B and 192 GPUs for Llama4-Scout.

In SFT, models directly predict 5-point grades for response pairs without generating intermedi-
ate reasoning, trained with cross-entropy loss under teacher forcing. We use the TRL (https:
//huggingface.co/docs/trl) library and adopt the default learning rate of 2e-5. Maximum se-
quence length is set to 8192.

In RL, we use GRPO with the verl (https://github.com/volcengine/verl) implementation,
keeping the default learning rate 1e-6. We set rollout size to 8, and maximum length 4,096 tokens
for both input and output. Prompts follow the template in Figure 17, encouraging models to produce
reasoning before assigning scores.

Batch size is set to 32, and we train up to three epochs and select best checkpoint based on the
performance on the validation set.
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D.2 POST TRAINING WITH RL

We set the learning rate to 1e-6, the maximum tokens for the policy model to 1,024, and for the RM to
4,096, using up to 4×H100 GPUs. Following Liu et al. (2025), we disable the length normalization
term in the loss, as we find that otherwise responses tend to grow excessively long after training.

Since the judge is not trained to evaluate the thinking process but only the responses, we sample
generations from the policy model Qwen3-4B in non-thinking mode. Comparison of the response
quality before (Qwen3-4B) and after training (Post-train) are both done in thinking mode, as we
find it leads to superior generation quality. When constructing preference pairs for the pairwise
judge, we remove the thinking tokens from the generations.

Batch size is also set to 32, and we train up to three epochs and select best checkpoint based on the
performance on the validation set.

E ADDITIONAL RESULTS

E.1 JUDGE PERFORMANCE PER DIMENSION

We report detailed results for all eight models across four metrics: Macro-F1 and Accuracy for
5-way classification, Preference accuracy over A win / A loss / Tie, and Krippendorff’s α for agree-
ment with human annotators. Results are shown for the four dimensions: Fluency, Localized Factu-
ality, Localized Tone, and Tone.

Table 14, Table 15, and Table 16 present results for Zero-shot POINTWISE, Zero-shot PAIRWISE,
and Few-shot POINTWISE with grading rubrics. Table 17 and Table 18 report corresponding Zero-
shot POINTWISE and Zero-shot PAIRWISE results without grading rubrics. Table 19 compares
dimension-wise performance of Qwen3-4B and Llama4-Scout trained with SFT and RL on all data,
including both POINTWISE and PAIRWISE.

Overall, Localized Factuality remains the most challenging dimension: both frontier API models and
RL-trained models show limited improvement. This suggests that alternative training approaches,
such as integrating search and tool use, may be necessary, which we leave for future work.

Table 21 further compares dimension-wise performance of PAIRWISE RL-trained Qwen3-4B on par-
tial subsets of the data. Specifically, we evaluate (i) models trained on a single dimension and tested
across all dimensions to study cross-task transfer, and (ii) models trained only on English data and
evaluated on all languages. Results show that optimizing on single dimension achieves performance
similar to joint training (Table 19), highlighting the efficiency and practicality of joint training. In
contrast, training only on English leads to degraded performance, revealing the challenges of cross-
lingual transfer given the localized nature of our MENLO dataset.

E.2 JUDGE PERFORMANCE PER LANGUAGE VARIETY

Table 22 and Table 23 show Marco-F1 and Preference accuracy per Language Variety for baseline
and fine-tuned Qwen3-4B and Llama4-Scout models.
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Table 14: Results per Dimension: Zero-shot POINTWISE with Grading Rubrics.

Zero-shot POINTWISE with Rubrics Qwen3-4B Qwen3-32B Llama3.1-8B Llama3.3-70B Llama4-Scout o3 gpt-4o gpt-4.1

Overall

Macro-F1 23.06 28.53 22.27 27.93 25.63 26.54 25.99 32.23
Accuracy 35.48 37.88 30.97 35.99 38.19 34.37 36.33 38.05
Preference 40.54 42.19 39.92 37.37 42.19 45.07 42.92 41.73
Krippendorff’s α 80.59 83.80 79.35 80.71 82.09 79.64 83.59 83.78

Fluency

Macro-F1 17.60 29.01 19.35 21.03 22.09 23.29 18.55 20.73
Accuracy 37.07 41.98 32.57 36.87 39.68 43.99 36.37 37.17
Preference 37.68 41.28 40.48 35.27 43.52 41.28 34.47 34.87
Krippendorff’s α 76.73 81.47 77.85 78.29 80.35 83.19 76.59 76.47

Localized Factuality

Macro-F1 14.94 15.77 14.17 18.57 16.74 12.04 19.27 20.25
Accuracy 30.16 26.22 26.49 34.10 31.93 13.86 29.48 31.11
Preference 26.63 28.80 28.26 29.62 26.90 32.34 27.99 26.36
Krippendorff’s α 74.30 74.50 74.64 72.37 74.82 66.45 77.81 77.29

Localized Tone

Macro-F1 17.34 29.40 19.00 20.52 19.54 28.13 22.23 25.73
Accuracy 32.45 37.20 36.31 31.57 37.75 41.94 33.11 36.64
Preference 41.72 45.25 36.42 32.89 41.94 50.99 46.80 48.12
Krippendorff’s α 76.32 80.41 78.43 73.92 78.84 80.89 78.80 80.27

Tone

Macro-F1 36.17 40.56 23.76 38.06 32.00 25.97 35.31 41.62
Accuracy 41.14 43.61 27.47 41.03 42.15 32.85 45.18 46.19
Preference 54.04 51.12 52.47 50.67 53.59 53.81 60.76 55.61
Krippendorff’s α 87.16 88.91 81.41 88.48 87.61 82.13 90.58 90.21

Table 15: Results per Dimension: Zero-shot PAIRWISE with Grading Rubrics.

Zero-shot PAIRWISE with Rubrics Qwen3-4B Qwen3-32B Llama3.1-8B Llama3.3-70B Llama4-Scout o3 gpt-4o gpt-4.1

Overall

Macro-F1 35.46 37.48 29.46 37.50 36.11 35.35 37.57 38.53
Accuracy 43.23 40.88 29.56 43.12 42.29 37.26 40.86 44.48
Preference 57.13 59.12 50.45 55.32 56.25 58.72 57.98 59.23
Krippendorff’s α 84.25 85.60 80.17 85.29 84.10 83.97 86.35 85.65

Fluency

Macro-F1 32.24 35.27 26.67 32.48 35.11 34.40 34.67 34.55
Accuracy 46.99 45.99 27.45 43.99 43.91 44.09 46.19 50.10
Preference 55.91 59.92 50.50 52.30 54.03 60.12 56.51 60.32
Krippendorff’s α 83.05 84.72 80.21 83.87 84.61 84.15 85.72 83.99

Localized Factuality

Macro-F1 22.55 21.93 20.96 20.96 21.13 17.86 21.24 24.27
Accuracy 33.02 28.80 25.14 29.76 28.80 21.06 24.46 29.62
Preference 42.93 43.21 38.04 38.86 38.59 38.86 38.04 37.77
Krippendorff’s α 75.97 75.96 74.03 75.07 74.74 71.41 75.93 75.54

Localized Tone

Macro-F1 32.82 35.25 30.22 36.82 33.62 37.88 37.86 35.02
Accuracy 42.49 43.27 33.77 46.69 43.82 44.15 45.92 46.14
Preference 60.49 63.80 51.21 60.71 61.37 65.34 64.24 65.78
Krippendorff’s α 82.95 85.18 79.38 84.28 83.10 86.93 87.15 85.44

Tone

Macro-F1 43.06 41.81 31.66 46.57 44.32 35.37 42.24 45.52
Accuracy 48.21 42.71 31.28 49.55 50.00 35.99 43.27 48.77
Preference 66.82 66.59 59.87 66.82 68.16 66.82 69.73 69.06
Krippendorff’s α 89.00 89.69 82.75 90.84 89.41 87.64 90.83 90.48
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Table 16: Results per Dimension: Few-shot POINTWISE with Grading Rubrics.

Few-shot POINTWISE with Rubrics Qwen3-4B Qwen3-32B Llama3.1-8B Llama3.3-70B Llama4-Scout o3 gpt-4o gpt-4.1

Overall

Macro-F1 31.18 35.45 22.24 30.52 32.84 27.92 29.57 33.84
Accuracy 37.71 38.59 26.25 37.63 39.92 35.93 38.19 39.01
Preference 39.35 42.87 37.15 38.56 41.22 44.68 45.87 44.00
Krippendorff’s α 82.36 84.46 77.00 81.45 83.07 81.54 84.84 84.24

Fluency

Macro-F1 25.64 29.73 20.27 25.39 29.71 23.64 26.94 23.78
Accuracy 38.48 42.69 25.25 38.88 41.58 43.09 39.18 39.08
Preference 37.68 41.48 37.07 39.08 44.29 40.08 38.88 40.08
Krippendorff’s α 79.93 82.20 76.35 79.76 82.11 83.70 80.22 78.79

Localized Factuality

Macro-F1 22.20 17.44 12.74 20.92 21.88 14.17 21.20 21.82
Accuracy 33.70 24.86 18.89 36.41 34.38 19.02 30.57 30.03
Preference 30.71 33.97 32.88 27.45 25.54 29.89 32.88 25.00
Krippendorff’s α 75.81 74.84 69.38 74.54 76.44 69.40 77.81 76.25

Localized Tone

Macro-F1 25.26 31.27 19.86 23.14 27.45 29.00 28.83 29.46
Accuracy 34.88 38.85 31.13 33.89 38.41 42.05 36.64 37.53
Preference 39.51 43.27 32.67 38.19 42.16 52.32 48.57 47.46
Krippendorff’s α 78.56 81.55 77.51 75.65 79.13 81.34 81.15 80.48

Tone

Macro-F1 37.11 41.90 25.14 38.16 39.60 28.43 36.46 43.29
Accuracy 43.05 45.07 28.48 41.03 44.17 35.65 44.96 47.87
Preference 48.21 51.35 45.29 47.53 49.78 54.26 61.66 60.54
Krippendorff’s α 88.02 89.72 80.00 87.71 87.76 84.60 90.78 90.73

Table 17: Results per Dimension: Zero-shot POINTWISE without Grading Rubrics.

Zero-shot POINTWISE without Rubrics Qwen3-4B Qwen3-32B Llama3.1-8B Llama3.3-70B Llama4-Scout o3 gpt-4o gpt-4.1

Overall

Macro-F1 16.00 25.59 21.50 22.71 22.15 25.43 22.45 22.26
Accuracy 32.16 36.24 33.18 33.52 36.24 35.14 34.88 34.54
Preference 33.52 43.32 38.34 34.54 41.28 45.13 37.60 38.67
Krippendorff’s α 76.05 81.63 79.70 78.18 79.93 80.41 80.66 80.12

Fluency

Macro-F1 10.84 19.70 20.73 21.11 23.11 21.85 15.96 17.38
Accuracy 34.37 39.18 36.77 37.17 37.58 40.48 36.37 35.77
Preference 32.46 39.48 40.08 35.27 41.48 48.10 31.46 31.66
Krippendorff’s α 73.46 78.53 79.31 77.32 78.84 80.15 76.22 74.64

Localized Factuality

Macro-F1 12.94 19.93 15.22 18.30 17.03 13.46 22.09 20.02
Accuracy 31.39 32.20 29.62 33.56 32.34 20.52 32.34 31.79
Preference 26.90 34.51 27.45 23.10 26.90 31.52 23.37 29.08
Krippendorff’s α 71.05 78.12 75.43 70.85 72.31 70.56 75.15 75.63

Localized Tone

Macro-F1 12.23 25.65 19.38 18.32 21.19 25.21 18.75 25.15
Accuracy 28.70 33.33 35.65 29.03 32.45 40.84 31.68 33.44
Preference 29.80 45.25 40.84 34.44 41.06 51.88 43.49 43.93
Krippendorff’s α 72.07 78.80 79.17 73.46 75.85 81.75 78.59 78.90

Tone

Macro-F1 26.06 30.19 23.79 26.79 29.16 27.04 35.65 27.11
Accuracy 33.86 39.24 29.60 33.97 41.82 35.43 38.57 36.55
Preference 43.95 52.91 42.83 43.27 53.14 46.19 50.22 49.10
Krippendorff’s α 81.59 85.54 80.92 83.85 85.49 82.81 86.68 85.60
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Table 18: Results per Dimension: Zero-shot PAIRWISE without Grading Rubrics.

Zero-shot PAIRWISE without Rubrics Qwen3-4B Qwen3-32B Llama3.1-8B Llama3.3-70B Llama4-Scout o3 gpt-4o gpt-4.1

Overall

Macro-F1 32.74 38.10 30.89 35.12 35.21 37.60 36.74 37.35
Accuracy 40.74 41.90 33.10 42.44 41.53 40.12 41.79 44.45
Preference 54.08 59.23 49.55 56.29 55.10 57.98 56.85 56.96
Krippendorff’s α 82.44 85.66 81.73 83.97 83.99 84.46 85.38 84.23

Fluency

Macro-F1 31.08 38.71 30.27 33.42 32.34 34.97 32.98 30.86
Accuracy 43.89 48.30 33.37 45.29 42.99 47.80 44.09 46.19
Preference 55.11 59.72 46.49 53.71 52.91 58.72 51.70 52.51
Krippendorff’s α 82.89 86.06 81.93 83.74 84.16 84.12 84.35 82.00

Localized Factuality

Macro-F1 22.05 22.01 19.59 21.35 18.58 20.04 24.20 22.67
Accuracy 30.98 28.53 27.58 30.71 29.48 24.46 30.30 32.20
Preference 40.49 43.48 36.41 41.85 36.41 38.86 40.22 41.30
Krippendorff’s α 75.45 76.97 73.96 74.51 73.68 72.82 76.23 75.29

Localized Tone

Macro-F1 32.51 36.30 30.43 35.10 34.11 40.45 36.38 37.36
Accuracy 43.27 42.38 34.77 44.59 43.38 45.36 45.25 48.01
Preference 55.85 63.36 52.54 60.93 62.25 65.78 66.45 64.02
Krippendorff’s α 82.27 86.05 81.30 84.23 83.41 86.12 86.30 85.10

Tone

Macro-F1 36.97 42.94 34.84 40.71 43.33 39.54 42.42 44.67
Accuracy 42.71 45.29 35.65 46.75 47.98 39.13 45.18 48.99
Preference 62.33 67.49 60.76 66.37 65.70 65.02 66.59 67.71
Krippendorff’s α 84.96 89.18 86.05 87.84 88.36 88.49 89.52 88.98

Table 19: Results per Dimension: SFT and RL trained Qwen3-4B and RL trained Llama4-Scout on
All Data with POINTWISE and PAIRWISE Scoring.

SFT and RL on All Data Qwen3-4B SFT Qwen3-4B RL Llama4-Scout
POINTWISE PAIRWISE POINTWISE PAIRWISE PAIRWISE-SFT PAIRWISE-SFT+RL

Overall

Macro-F1 30.26 33.44 28.87 39.44 45.04 45.82
Accuracy 36.64 35.82 38.22 46.83 50.17 50.99
Preference 41.17 53.68 39.86 60.02 60.53 61.10
Krippendorff’s α 83.90 84.03 82.10 86.55 89.48 89.67

Fluency

Macro-F1 28.41 32.91 25.10 35.72 46.42 47.52
Accuracy 38.18 37.17 39.38 52.51 55.21 56.71
Preference 38.48 54.71 42.89 61.92 66.13 66.53
Krippendorff’s α 82.36 85.16 80.36 85.69 90.77 90.86

Localized Factuality

Macro-F1 20.30 19.51 17.49 20.62 25.30 25.87
Accuracy 31.66 25.14 33.42 33.02 34.78 35.33
Preference 35.87 39.67 26.63 38.86 36.68 36.68
Krippendorff’s α 76.39 74.43 75.37 77.04 80.25 80.14

Localized Tone

Macro-F1 27.43 33.38 25.58 38.56 40.98 41.22
Accuracy 37.75 41.06 37.86 47.35 53.53 53.20
Preference 39.29 59.38 37.53 67.55 63.58 65.12
Krippendorff’s α 80.54 81.83 78.89 86.61 87.87 88.23

Tone

Macro-F1 33.35 34.91 33.98 46.82 51.08 52.29
Accuracy 37.89 37.78 41.26 51.35 53.81 55.27
Preference 50.45 58.30 49.78 67.71 70.85 71.08
Krippendorff’s α 88.08 87.91 86.67 90.39 92.63 93.00

Table 20: Comparison of zero-shot PAIRWISE Qwen3-4B and RL trained models, trained either
jointly across all dimensions (multi-task) or individually per dimension (single-task).

Dimension Macro-F1 Preference Accuracy
ZERO-SHOT MULTI-TASK SINGLE-TASK ZERO-SHOT MULTI-TASK SINGLE-TASK

Fluency 32.24 35.72 37.14 55.91 61.92 61.32
Tone 43.06 46.82 46.18 66.82 67.71 69.28
Localized Tone 32.82 38.56 37.61 60.49 67.55 66.67
Localized Factuality 22.55 20.62 23.12 42.93 38.86 42.12
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Table 21: Results per Dimension: RL trained Qwen3-4B on PAIRWISE Single Dimension Data and
PAIRWISE English Data.

Single Dimension Data on All languages English Data onPAIRWISE RL on Partial Data Fluency Localized Factuality Localized Tone Tone All Categories

Overall

Macro-F1 37.89 35.33 37.46 38.55 34.34
Accuracy 44.56 43.74 43.69 45.19 42.33
Preference 59.29 56.68 59.29 57.53 56.46
Krippendorff’s α 85.63 84.06 86.12 86.20 83.98

Fluency

Macro-F1 37.14 31.53 36.07 34.82 30.65
Accuracy 51.80 47.39 50.00 50.60 45.59
Preference 61.32 56.91 58.72 56.51 55.31
Krippendorff’s α 85.87 82.98 86.09 84.85 82.64

Localized Factuality

Macro-F1 20.12 23.12 18.87 19.78 19.92
Accuracy 29.89 34.10 29.21 30.71 32.61
Preference 42.12 42.12 40.22 41.03 41.85
Krippendorff’s α 75.19 76.65 75.83 76.58 76.44

Localized Tone

Macro-F1 35.84 30.29 37.61 37.32 28.51
Accuracy 44.92 42.49 47.57 45.92 41.28
Preference 63.36 58.72 66.67 60.49 57.40
Krippendorff’s α 84.20 82.01 86.28 84.87 80.87

Tone

Macro-F1 43.01 43.96 41.61 46.18 42.50
Accuracy 48.21 48.88 44.62 50.34 47.76
Preference 67.04 66.37 68.16 69.28 68.83
Krippendorff’s α 89.66 89.28 89.61 91.28 88.89
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Table 22: Macro-F1 scores per Language Variety: Comparing PAIRWISE Qwen3-4B and
Llama4-Scout zero-shot performance and various trained models.

PAIRWISE Qwen3-4B Llama4-Scout
Zero-shot SFT RL RL on EN-only data Zero-shot SFT SFT + RL

Overall 35.46 33.55 39.44 34.34 36.11 44.17 45.82
ar 31.21 21.92 36.26 33.19 32.29 36.20 43.71
ar Latn EG 16.41 22.60 9.62 17.52 18.71 54.88 65.12
bg BG 29.95 28.12 37.80 26.39 26.75 31.31 33.02
bn BD 24.20 15.08 20.17 18.04 13.84 20.14 23.37
cs CZ 34.58 18.81 38.01 34.44 35.39 41.97 44.86
da DK 21.50 17.91 29.43 24.78 31.71 34.98 40.73
de DE 27.63 26.70 24.76 17.94 16.51 37.35 34.26
el GR 36.90 37.84 43.74 40.31 39.68 45.11 41.64
en AU 34.94 40.74 55.79 35.79 42.68 41.19 41.26
en GB 44.86 46.77 46.13 48.93 42.52 40.69 51.55
en IN 39.11 27.62 36.47 48.68 44.96 37.31 39.40
en US 33.42 34.49 29.09 33.25 47.68 28.35 23.13
es ES 38.97 29.93 41.21 30.53 29.23 27.44 27.07
es MX 42.01 24.56 51.77 46.63 44.57 36.80 38.98
fa IR 31.71 33.25 39.11 33.04 38.75 33.91 43.11
fr FR 21.33 29.53 39.02 25.13 30.49 19.65 33.97
gu IN 30.00 37.60 46.05 30.10 49.79 46.29 43.01
he IL 24.89 19.71 25.75 26.86 22.66 32.50 38.17
hi IN 23.46 16.16 36.77 30.04 27.91 28.81 36.42
hi Latn IN 48.52 27.56 41.53 39.74 34.52 25.79 53.80
hr HR 20.16 34.86 25.15 16.69 18.45 26.57 29.01
hu HU 27.69 36.63 37.06 28.84 33.83 40.92 39.55
id ID 41.40 45.21 42.53 31.33 35.64 41.28 42.98
it IT 29.48 34.77 40.28 31.61 29.16 24.51 29.34
ja JP 45.06 40.34 39.68 44.76 35.37 44.98 41.55
ko KR 35.51 35.14 33.03 32.59 39.12 38.38 48.80
mr IN 41.44 36.52 51.06 47.78 42.84 50.10 51.59
ms MY 29.50 30.79 39.74 33.02 28.99 36.27 44.60
ne NP 28.05 22.45 27.59 19.41 24.62 20.16 24.54
nl NL 36.00 35.38 38.80 27.61 45.25 54.06 51.22
pl PL 28.20 33.52 21.82 23.77 17.94 29.00 21.29
pt BR 45.17 36.52 48.48 43.34 48.19 48.45 41.83
pt PT 38.72 39.29 44.62 41.22 38.89 52.15 41.57
ro RO 37.54 42.92 49.36 46.85 51.91 52.42 55.46
ru RU 31.75 22.59 22.44 19.78 28.84 18.72 21.61
sk SK 35.80 38.22 44.14 33.79 37.20 44.29 40.69
sv SE 31.59 35.11 33.78 27.44 34.29 39.48 40.81
sw KE 41.97 28.13 41.88 21.36 43.13 37.33 39.67
th TH 37.07 32.75 47.04 35.98 45.82 52.77 55.11
tl PH 40.71 29.19 45.39 42.52 39.95 40.54 37.78
tr TR 50.03 37.30 48.50 40.67 40.66 40.45 45.42
uk UA 24.09 29.20 20.45 22.09 17.57 23.98 27.13
ur Latn PK 29.38 38.54 34.25 27.72 32.49 32.93 29.59
ur PK 23.21 38.81 36.11 28.29 39.87 48.94 43.73
vi VN 33.91 31.07 34.76 35.16 30.35 40.51 38.46
zh CN 40.82 27.78 51.99 41.15 37.42 45.27 41.58
zh TW 35.38 25.47 37.07 44.80 37.93 39.29 38.09
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Table 23: Preference accuracy per Language: Comparing PAIRWISE Qwen3-4B and Llama4-Scout
zero-shot performance and various trained models.

PAIRWISE Qwen3-4B Llama4-Scout
Zero-shot SFT RL RL on EN-only data Zero-shot SFT SFT + RL

Overall 57.13 53.51 60.02 56.46 56.25 60.08 61.10
ar 63.16 50.00 60.53 57.89 61.54 73.68 55.26
ar Latn EG 35.48 25.81 38.71 45.16 28.12 93.55 93.55
bg BG 51.28 56.41 48.72 38.46 47.50 46.15 46.15
bn BD 41.38 27.59 37.93 44.83 36.67 41.38 41.38
cs CZ 69.23 74.36 76.92 69.23 70.00 74.36 74.36
da DK 35.90 38.46 43.59 46.15 40.00 51.28 46.15
de DE 51.61 54.84 58.06 38.71 59.38 54.84 54.84
el GR 56.41 56.41 61.54 66.67 57.50 66.67 64.10
en AU 34.21 47.37 39.47 36.84 34.21 39.47 44.74
en GB 53.85 64.10 53.85 58.97 43.59 46.15 58.97
en IN 43.59 41.03 48.72 43.59 51.28 51.28 43.59
en US 53.12 46.88 40.62 62.50 43.75 50.00 46.88
es ES 64.10 51.28 48.72 56.41 51.28 51.28 51.28
es MX 53.85 35.90 56.41 46.15 43.59 51.28 51.28
fa IR 66.67 69.23 66.67 61.54 56.41 58.97 79.49
fr FR 60.53 55.26 57.89 52.63 55.26 42.11 60.53
gu IN 48.65 43.24 64.86 64.86 67.57 56.76 62.16
he IL 58.97 61.54 61.54 64.10 61.54 48.72 64.10
hi IN 53.12 46.88 62.50 59.38 59.38 59.38 71.88
hi Latn IN 61.54 48.72 66.67 71.79 62.50 56.41 64.10
hr HR 43.59 56.41 48.72 51.28 51.28 51.28 51.28
hu HU 55.26 52.63 63.16 63.16 60.53 65.79 65.79
id ID 75.68 70.27 81.08 75.68 78.38 83.78 81.08
it IT 59.38 59.38 62.50 46.88 53.12 59.38 59.38
ja JP 74.36 71.79 71.79 61.54 61.54 71.79 74.36
ko KR 63.16 65.79 76.32 68.42 71.05 81.58 84.21
mr IN 56.41 53.85 69.23 58.97 56.41 66.67 64.10
ms MY 58.97 53.85 58.97 58.97 61.54 56.41 61.54
ne NP 52.63 57.89 44.74 44.74 50.00 47.37 42.11
nl NL 60.53 65.79 63.16 50.00 63.16 71.05 71.05
pl PL 52.63 47.37 55.26 57.89 57.89 47.37 60.53
pt BR 53.85 53.85 41.03 53.85 38.46 51.28 51.28
pt PT 44.74 44.74 55.26 47.37 50.00 57.89 47.37
ro RO 58.97 64.10 76.92 56.41 58.97 64.10 74.36
ru RU 50.00 40.62 46.88 40.62 53.12 43.75 50.00
sk SK 69.23 56.41 74.36 66.67 58.97 69.23 66.67
sv SE 56.41 41.03 46.15 53.85 43.59 48.72 35.90
sw KE 56.41 58.97 71.79 56.41 66.67 69.23 69.23
th TH 53.85 53.85 51.28 58.97 58.97 48.72 51.28
tl PH 69.23 61.54 71.79 58.97 64.10 71.79 66.67
tr TR 71.79 61.54 82.05 71.79 79.49 84.62 76.92
uk UA 58.97 38.46 66.67 51.28 46.15 64.10 61.54
ur Latn PK 53.85 66.67 61.54 53.85 55.00 66.67 64.10
ur PK 69.23 43.59 69.23 53.85 66.67 58.97 64.10
vi VN 51.28 48.72 56.41 58.97 56.41 58.97 58.97
zh CN 61.54 48.72 64.10 61.54 64.10 66.67 61.54
zh TW 84.62 66.67 82.05 74.36 76.92 79.49 79.49
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F EXAMPLES OF LLM-JUDGE OUTPUT ON MENLO

F.1 COMPARISON: WITH AND WITHOUT RUBRICS

In this section we compare zero-shot LLM-judge output with and with provided rubrics. On average,
LLM-judges generate 15-20% longer output when rubrics are present, where the additional text is
attributed to referencing the grading criteria (marked in blue).

gpt-4.1 Judge Output: Zero-shot Pairwise without Rubrics

<think>
Response A is clear, well-organized, and written in a professional and emotionally
appealing tone. The vocabulary is appropriate, and there are no grammatical errors
or awkward sentences. The syntax varies, with lists and sections broken down for
clarity. The use of bold headings and bullet points adds structure and readability.
The closing lines, calling for donations or sharing, are direct and polite. The
response is coherent, logical, and easy to follow, making it highly fluent.

Response B is also very fluent. It opens with a heartfelt, personal appeal,
addressing various possible audiences, and the language is rich and engaging. It
uses appropriate vocabulary and emotional resonance, varying sentence structure
effortlessly. The post breaks down the dog’s story, the situation, why donations
matter, and how people can help, all in a logical sequence. The post is
error-free in terms of grammar, punctuation, and overall phrasing. There are
no awkward sentences, and the message flows naturally with a compelling human touch.

Both responses display strong fluency, but Response B is especially striking in
its narrative style and touches deeper emotional notes, making it both clear and
highly convincing.
</think>

<final grade A> FINAL GRADE: 5 - EXCELLENT </final grade A>
<final grade B> FINAL GRADE: 5 - EXCELLENT </final grade B>

Figure 18: Example Judge Output from gpt-4.1: Zero-shot Pairwise without Rubrics.
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gpt-4.1 Judge Output: Zero-shot Pairwise with Rubrics

<think>
First, I will evaluate Response A and Response B according to the fluency rubric.

**Response A Analysis:**

- Organization & Structure:
- The post begins with a strong headline and opens clearly, presenting the situation and the plea for help.
- The body is organized with subsections ("Why Your Donation Matters", "What Your Donation Will Help
Fund", "Every Donation Counts") and bulleted lists.
- There is logical flow from condition, to request, to breakdown of costs, to call to action.

- Language & Grammar:
- The language throughout is grammatically correct.
- Vocabulary is appropriate and natural for the context.
- No awkward sentences or structures detected; uses a mix of simple and complex sentences.
- Punctuation and capitalization are proper.

- Clarity & Impact:
- The post is clear, direct, and easy to follow.
- There is some repetition ("I’ll be forever grateful" is mentioned more than once), but it doesn’t detract
significantly from fluency.
- Some sentence structures are basic, and emotional appeal is moderate but a bit formulaic; lacks varied
and sophisticated sentence rhythms.
- Effective use of bullet points for donation impact.

- Overall:
- There are no grammatical errors, awkward phrases, or disconnected ideas.
- The response is more functional and structural than deeply moving or varied, but clearly gets the job
done at a GOOD level.

**Response B Analysis:**

- Organization & Structure:
- Begins with headline, greeting, and emotional context; progresses logically from the situation, to the
dog’s personal value, to specific medical needs, to the impact of donations, and then provides a call to
action.
- Subsections and headings make the structure highly clear.
- Bulleted/dashed lists and paragraphs enhance organization.

- Language & Grammar:
- Language is expressive, with sentences like \My beloved dog. . . isn’t just a pet|they’re my family. . . "
and \I’m reaching out to you with a heavy heart and a hopeful spirit. . . ".
- No grammatical, punctuation, or capitalization errors. Advanced use of em dashes and colons.
- Sentence variety is excellent, combining simple, compound, and complex sentences fluidly.
- Vocabulary is rich and nuanced, with phrases like "ripple effect of kindness" and "fighting chance".

- Clarity & Impact:
- The post is clear, compelling, and emotionally resonant. It feels personal and heartfelt, enhancing its
persuasion and fluency.
- Efficient use of paragraphs and bulleted lists makes information digestible.
- No redundancy; each section advances the argument or emotional appeal.

- Overall:
- Demonstrates high fluency: effortless transitions, sophisticated language, logical organization,
purposeful word choice.
- No unnecessary verbosity or ambiguity.
- Most closely matches the EXCELLENT standard.

**Comparison:**
- Both responses are well structured and clear; neither contains grammar or punctuation errors.
- Response A is efficient and functional, but lacks emotional depth and sentence variety compared to B.
- Response B excels in narrative flow, word choice, emotional engagement, and sophisticated sentence
construction, thus best matching the highest standard for fluency.
</think>

<final grade A> FINAL GRADE: 4 - GOOD </final grade A>
<final grade B> FINAL GRADE: 5 - EXCELLENT </final grade B>

Figure 19: Example Judge Output from gpt-4.1: Zero-shot Pairwise with Rubrics.
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Llama4-scout Judge Output: Zero-shot Pairwise without Rubrics

<think>
I will analyze both responses based on fluency, which includes coherence,
grammatical errors, vocabulary, syntax, and clarity.

Response A is well-structured and coherent, effectively conveying the urgency and
importance of the situation. It uses a clear and direct tone, making it easy
to understand the request. The sections are well-defined, and the use of bullet
points helps in listing the details of how donations will be used. The response
also provides specific examples of how different amounts of money can contribute
to the dog’s care, which helps in making the request more tangible.

However, Response A could be seen as slightly less personal, as it does not specify
the dog’s name or the specific health condition. This might make it seem a bit more
generic.

Response B is highly personalized, addressing the dog by name and specifying the
health condition, which adds an emotional appeal. It is also well-structured, with
clear sections explaining the situation, why help is needed, and how donations
will be used. The use of a narrative style makes the post more engaging and relatable.

Both responses are free of grammatical errors and use appropriate vocabulary and
syntax. They are clear and effectively communicate their message.

In terms of fluency and overall impact, Response B seems to have a slight edge
due to its personalized and narrative approach, which can make the appeal more
compelling and relatable.
</think>

<final grade A> FINAL GRADE: 4 - GOOD </final grade A>
<final grade B> FINAL GRADE: 5 - EXCELLENT </final grade B>

Figure 20: Example Judge Output from Llama4-scout: Zero-shot Pairwise without Rubrics.
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Llama4-scout Judge Output: Zero-shot Pairwise with Rubrics

<think>
I will carefully analyze both responses based on the provided grading rubric,
focusing on fluency, coherence, grammatical correctness, vocabulary, and overall
clarity.

Response A is well-structured and clear. It starts with an introduction to the
problem, followed by an explanation of the situation, and then details on how
donations will be used. The response uses appropriate vocabulary and syntax, making
it easy to understand. It also provides specific examples of how different amounts
of donations can help. The tone is heartfelt and persuasive.

Response B is also well-structured and provides a detailed account of the situation.
It includes personal touches, such as referring to the dog as "my best friend"
and sharing the emotional impact of the situation. The response is coherent, with
clear transitions between ideas. It also specifies how donations will be used
and includes a call to action with a link to a fundraising platform. The tone is
emotional and persuasive.

Both responses are free of major grammatical errors and use appropriate vocabulary.
However, Response B seems to provide a more personal touch and detailed explanation
of the situation.

Now, let’s compare the two responses based on the grading criteria:

Response A:
- It is coherent and understandable.
- It has a clear structure and logical flow.
- The response is grammatically correct and free of errors.
- Words are used accurately and in context.
- The sentence structure varies.
- The text is easy to understand.

Response B:
- It is also coherent and understandable.
- It has a clear structure and logical flow.
- The response is grammatically correct and free of errors.
- Words are used accurately and in context.
- The sentence structure varies.
- The text is easy to understand and provides a personal touch.

Based on these observations, I would rate Response A as a 4 (GOOD) because it
meets all the criteria for fluency and clarity but does not stand out in terms of
sophistication or emotional depth compared to Response B.

I would rate Response B as a 5 (EXCELLENT) because it not only meets all the
criteria for fluency and clarity but also provides a personal touch, detailed
explanations, and effectively uses emotional appeal to persuade the reader.

</think>

<final grade A> FINAL GRADE: 4 - GOOD </final grade A>
<final grade B> FINAL GRADE: 5 - EXCELLENT </final grade B>

Figure 21: Example Judge Output from Llama4-scout: Zero-shot Pairwise with Rubrics.
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Qwen3-32B Zero-shot Pairwise without Rubrics

<think>
Okay, let’s start by looking at the prompt. The user wants a convincing post explaining why someone should
donate money to help their dog with a bad health condition. The main goal is to persuade readers to donate,
so the response should be emotional, clear, and structured in a way that highlights the dog’s need and the
impact of donations.

First, I’ll analyze Response A. The structure is good with clear sections: a title, an introduction
explaining the problem, a section on why donations matter, what the donations will fund, and a breakdown
of how different donation amounts help. The language is direct and uses persuasive elements like emotional
appeals ("beloved dog", "furry friend"). It’s coherent and free of grammatical errors. The use of bullet
points makes it easy to read. However, it’s a bit generic. Phrases like "furry friend" are common and
might not stand out. Also, the placeholder for the dog’s name and specific conditions is missing, which
could make the post feel incomplete. The closing is strong but could be more personalized. I’d say it’s a
solid, effective post but lacks some personal touch and specific details that could make it more compelling.

Now, Response B. This one is more detailed and personal. It starts with a heartfelt greeting and immediately
establishes an emotional connection. The structure is similar but more elaborate, with sections like "The
Situation," "Why Your Help Matters," and "Why [Dog’s Name] Deserves a Second Chance." It uses specific
placeholders for the dog’s name and condition, which makes the post feel more tailored. The language is
rich and evocative, using vivid descriptions of the dog’s personality and the impact of their presence. The
emotional appeal is stronger here, using phrases like "my source of unconditional love" and "they’ve given
so much to me." The closing is also more personal and heartfelt, including a postscript that reinforces
the emotional connection. The structure is clear, with each section flowing into the next. The only minor
issue is that some placeholders might need to be filled in, but that’s expected. Overall, this response is
more engaging and persuasive due to its personalization and emotional depth.

Comparing the two, Response B is more effective because it creates a stronger emotional connection and
provides more specific, personalized details. Response A is good but a bit generic. Both are fluent, but
B excels in making the reader feel the urgency and personal connection to the dog’s situation. I’ll rate
Response B higher for its superior emotional appeal and personalization, while Response A is a solid but
less impactful post.
</think>

Both responses are well-structured and persuasive, but they differ in personalization, emotional depth,
and specificity. Here’s a detailed analysis:
**Response A**:
- **Fluency**: The post is coherent, grammatically correct, and uses appropriate vocabulary. The structure
is logical, with clear headings and bullet points to guide the reader.
- **Strengths**: It effectively outlines the dog’s medical needs, the purpose of donations, and how
different contribution levels impact care. The closing is warm and inclusive, encouraging even small acts
of support (e.g., sharing the post).
- **Weaknesses**: The language is somewhat generic (e.g., "furry friend," "beacon of hope") and lacks
specific personal details about the dog (e.g., name, personality traits). This makes the appeal feel less
unique and emotionally resonant. The placeholder text (e.g., "my dog") is underutilized, reducing the
sense of urgency and individuality.

**Response B**:
- **Fluency**: The response is exceptionally fluent, with a natural flow and polished syntax. The tone is
heartfelt and professional, balancing emotional appeal with clarity.
- **Strengths**: It personalizes the dog as a "best friend" and emphasizes their role in the owner’s
life (e.g., "source of unconditional love"). Specific placeholders (e.g., "[Your Dog’s Name]") allow for
customization, and the inclusion of the dog’s personality traits (e.g., "goofy antics," "gentle nature")
creates a vivid, relatable image. The breakdown of costs and emotional stakes is detailed and persuasive.
- **Weaknesses**: None significant. The only minor issue is that placeholders (e.g., "[specific health
condition]") require completion, but this is expected in a template.

<final grade A> FINAL GRADE: 4 - GOOD </final grade A>
<final grade B> FINAL GRADE: 5 - EXCELLENT </final grade B>

Figure 22: Example Judge Output from Qwen3-32B: Zero-shot Pairwise without Rubrics.
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Qwen3-32B Judge Output: Zero-shot Pairwise with Rubrics

<think>
Okay, let’s start by understanding the task. I need to evaluate two responses (A and B) based on the given
fluency rubrics. The prompt was to write a convincing post explaining why someone should donate money for
a dog with a bad health condition. The rubrics are from 1 to 5, with 5 being excellent.

First, I’ll look at Response A. The structure seems clear with headings like "Help My Furry Friend..."
and bullet points. The language is straightforward, and the message is direct. I don’t notice any major
grammatical errors. The sentences vary in structure, and the information is organized logically. The use of
bullet points and clear explanations of how donations help makes it easy to understand. However, it’s a bit
generic; maybe not as emotionally engaging as it could be, but still, it’s clear and meets the requirements.

Now Response B. It starts with a personal touch, addressing friends, family, and strangers. The structure
is more detailed with sections like "The Situation" and "Why Your Help Matters." The language is more
emotional and personal, which might make it more convincing. There are specific placeholders like [Your
Dog’s Name] and [specific health condition], which could be filled in, but in the response as given,
those are placeholders. However, the actual text is well-written, with varied sentence structures and no
grammatical issues. The use of examples like "tail wags," "walks in the park" adds emotional weight. The
conclusion is heartfelt and includes a personal signature, which adds authenticity.

Comparing both, Response B has a more engaging and personalized tone, using storytelling elements that
might resonate more with readers. It also provides more specific examples of how the dog impacts lives,
which could enhance the persuasiveness. Response A is effective but more generic. However, both are free
of grammatical errors and well-structured.

Looking at the rubrics, both responses are at least a 4 (GOOD) because they are grammatically correct,
well-structured, and use varied sentences. Response B might edge towards 5 because of its emotional depth,
personal touch, and sophisticated structure. However, the placeholders in B might be considered a minor
flaw if they were meant to be filled in, but since they’re just placeholders in the example, maybe not.
Response A is a solid 4.5, but since the rubric is in whole numbers, maybe 4 for A and 5 for B.
</think>

Both responses are well-structured and free of grammatical errors, but they differ in emotional depth,
personalization, and sophistication. Here’s the analysis:

**Response A**
- **Fluency & Structure**: The post is organized with clear headings and bullet points, making it easy to
follow. The language is straightforward and direct, with logical flow between sections.
- **Grammar & Syntax**: No grammatical errors are present. Sentences are varied in structure (simple and
compound), and vocabulary is appropriate.
- **Word Choice**: The use of phrases like "furry friend" and "beacon of hope" adds emotional appeal,
though the tone is slightly generic.
- **Effectiveness**: The post effectively communicates the need for donations and explains how funds will
be used. However, it lacks personal anecdotes or specific details about the dog, which might reduce its
emotional impact.

**Response B**
- **Fluency & Structure**: The response is more sophisticated, with a heartfelt, narrative-driven approach.
It uses sections like "The Situation" and "Why [Your Dog] Deserves a Second Chance" to build a compelling
case. The structure is logical, with smooth transitions.
- **Grammar & Syntax**: No grammatical errors. Sentences vary in complexity (simple, compound, and
complex), and the use of rhetorical questions ("If you’ve ever loved a pet...") enhances engagement.
- **Word Choice**: The language is emotionally resonant, with vivid imagery ("tail wags," "cuddles on the
couch") and personalized placeholders (e.g., [Your Dog’s Name]). The tone is warm and persuasive.
- **Effectiveness**: By framing the dog as a "soul who has touched so many lives," the response creates
a deeper emotional connection. The inclusion of specific examples (e.g., "goofy antics") and a personal
sign-off ("With gratitude and hope") adds authenticity.

**Comparison**:
- **Response A** is a solid, clear post that meets the prompt’s requirements but remains somewhat generic.
It scores well on clarity and structure but lacks the emotional depth to stand out.
- **Response B** excels in storytelling and personalization, using a heartfelt tone and specific anecdotes
to persuade readers. Its sophisticated structure and nuanced language align more closely with the highest
rubric criteria.

<final grade A> FINAL GRADE: 4 - GOOD </final grade A>
<final grade B> FINAL GRADE: 5 - EXCELLENT </final grade B>

Figure 23: Example Judge Output from Qwen3-32B: Zero-shot Pairwise with Rubrics.
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G STATISTICAL SIGNIFICANCE AND ROBUSTNESS ANALYSIS

To study Statistical Significance of our main experiments, we performed bootstrap resampling with
N = 5, 000 iterations on our test set (1,766 pairs). We computed 95% Confidence Intervals (CIs)
for the performance differences between models to assess statistical significance.

1. RL vs. SFT Training We find that RL-trained judges significantly outperform their SFT coun-
terparts. For our primary model comparison (Qwen3-4B), RL training yields a substantial improve-
ment over the SFT baseline on both Preference Accuracy and Macro-F1.

• Preference Accuracy Gain: +6.51%
95% CI: [+3.96%,+8.95%] (p < 0.001)

• Macro-F1 Gain: +0.0589
95% CI: [+0.0381,+0.0799] (p < 0.001)

2. Pairwise vs. Pointwise Evaluation We validated the benefits of pairwise evaluation across
three diverse models (small dense, MoE, and frontier API) in the zero-shot setting. In all cases, the
performance gap is massive and highly significant (p ≪ 0.001), with CIs far removed from zero.

• Qwen3-4B:
– Pref. Acc. Gain: +20.55% (CI: [+17.50%,+23.67%])
– Macro-F1 Gain: +0.0756 (CI: [+0.0575,+0.0946])

• Llama4-Scout:
– Pref. Acc. Gain: +14.25% (CI: [+11.30%,+17.15%])
– Macro-F1 Gain: +0.0531 (CI: [+0.0354,+0.0717])

• gpt-4.1:
– Pref. Acc. Gain: +17.50% (CI: [+14.55%,+20.39%])
– Macro-F1 Gain: +0.0630 (CI: [+0.0458,+0.0809])

3. Impact of Grading Rubrics We analyzed the impact of rubrics on grading quality (Macro-
F1) in the Pointwise setting. Bootstrapping confirms that rubrics provide a consistent, statistically
significant boost to grading performance across models.

• Qwen3-4B: Macro-F1 Gain CI [+0.070,+0.105] (p < 0.001)
• Llama4-Scout: Macro-F1 Gain CI [+0.028,+0.059] (p < 0.001)
• gpt-4.1: Macro-F1 Gain CI [+0.037,+0.073] (p = 0.001)
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