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Abstract

The sample compression theory provides generalization guarantees for predictors
that can be fully defined using a subset of the training dataset and a (short) message
string, generally defined as a binary sequence. Previous works provided generaliza-
tion bounds for the zero-one loss, which is restrictive notably when applied to deep
learning approaches. In this paper, we present a general framework for deriving
new sample compression bounds that hold for real-valued unbounded losses. Using
the Pick-To-Learn (P2L) meta-algorithm, which transforms the training method of
any machine-learning predictor to yield sample-compressed predictors, we empir-
ically demonstrate the tightness of the bounds and their versatility by evaluating
them on random forests and multiple types of neural networks.

1 Introduction

Sample compression theory, introduced by [33], is based on the fundamental idea that “compressing
implies learning” [12]. If it is possible to provably show that a learned model can be completely
defined by a subset of the training dataset, then sample compression theory gives us generalization
guarantees. The most well-known learning algorithms that comply with the sample compression
framework are the support vector machine [5] and the perceptron [47, 41]; the relevant training subset
being formed by the support vectors in the former case, and the points causing an update of the
predictor in the latter case. More recently, [52] and [43] have introduced the first sample compression
results for neural networks.

The sample compression theory is rich and multiple different approaches exist. For example, [2, 3,
12, 15, 21, 22, 23, 24, 42, 48] propose theoretical results relating the VC dimension [59] and the
compression analysis. By relating the probability of change of compression to the true risk, [9, 43]
express very tight guarantees for the consistent case, i.e., when the error on the training set is zero.
Finally, [31, 36, 37, 38, 51] give computable risk certificates valid even in the non-consistent case.

In this paper, we build on the setting of [31], based on the binomial test-set bound of [29], which by
definition is the tightest bound for the zero-one loss under the sole i.i.d. assumption. However, the
use of the zero-one loss restricts its application to supervised classification problems. By leveraging
proof techniques from the PAC-Bayesian literature, we extend the framework to real-valued losses
and open the way to obtaining bounds directly for the cross-entropy loss [45] and unbounded losses
[20, 10, 46], for example under the sub-Gaussian assumption. Finally, we train deep neural networks
and random forests with the Pick-To-Learn meta-algorithm [43], an algorithm that modifies the
training loop of a model to yield a sample-compressed predictor, and assess the tightness of our
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bounds in different settings. In the consistent case, our bounds are arbitrarily tight upper bounds on
previous results restricted to the zero-one loss.

Of note, a major asset of our sample-compress bounds is that they do not depend on the number of
learnable parameters. Two models of different sizes can achieve the same guarantees as long as they
achieve the same empirical loss using the same amount of data. This lets us train large models such
as DistilBERT and still achieve tight generalization bounds.

2 Background and Notation

We are interested in the supervised learning framework. Let S = {(xi, yi)}ni=1 be a dataset of n
datapoints, with each point sampled i.i.d. (independently and identically distributed) from an unknown
distribution D over Rd×Y . The targets are defined by the task at hand, with Y ∈ {−1,+1} for
binary classification tasks and Y ⊆ R for regression tasks. For the rest of this section, we focus on
binary classification problems, but in Section 3, we study both classification and regression settings.

LetH be a family of predictors h : X → Y . Let A :
⋃∞

k=1(X ×Y)k → H be an algorithm that takes
a dataset S and returns a predictor A(S). We consider the zero-one loss function ℓ0-1(h,x, y) =
I[h(x) ̸= y], with I[a] = 1 if the predicate a is true and 0 otherwise. Then, the true risk of the
hypothesis h is defined as

RD(h) = P
(x,y)∼D

(h(x) ̸= y) = E
(x,y)∼D

I[h(x) ̸= y]

and, for a realization S ∼ Dn, its empirical risk is defined as R̂S(h) =
1
n

∑n
i=1 I[h(xi) ̸= yi].

Since the distribution D is unknown, the true risk of a hypothesis cannot be computed. However, it
can be upper bounded with high probability, using generalization bounds derived from statistical
learning theories such as the sample compression theory.

2.1 Sample compression theory

Let h = A(S) be the output of algorithm A applied to a dataset S. In order to obtain guarantees
on the generalization performance of h using the sample compression theory, we need to be able to
uniquely define h as a function (the reconstruction function) of a subset of S (the compression set)
and a complementary sequence of information (the message).

The compression set Si is defined using a vector of indices i =
(
i1, i2, . . . , i|i|

)
, where the indices

are ordered such that 1 ≤ i1 < i2 < . . . < i|i| ≤ n. The vector i belongs in the set of all possible
vectors composed of the natural numbers 1 through n, denoted P(n). Using this notation, i indicates
the datapoints of S that are present in Si, as such

Si =
{
(xi1 , yi1), . . . , (xi|i| , yi|i|)

}
⊆ S .

Moreover, we define the complement vector ic ∈ P(n) such that Sic = S \ Si and |ic| = n− |i|.
The message σ is chosen in a set M(i), which contains all relevant messages associated to the
compression set i. The message is a complementary source of information and is generally defined as
a binary sequence.

A predictor h is called a sample-compressed predictor if there exists a vector i ∈ P(n) and (optionally)
a message σ ∈ M(i) such that h = R(Si, σ), where R :

⋃
m≤n(X ×Y)m ×

⋃
i∈P(n) M(i) → H

is a data-independent deterministic reconstruction function andH ⊆ H is a discrete set of sample-
compressed predictors.

We define a distribution PH overH, such that
∑

h∈H PH(h) ≤ 1. As all sample-compressed predic-
tors are uniquely defined using the indices vector and the message, we choose the distribution PH to
be a product of two distributions PH(R(Si, σ)) = PP(n)(i)PM(i)(σ), with PP(n) a distribution on
P(n) and PM(i) a distribution on M(i). Following previous works [e.g. 38], we require the distribu-
tion PH to be data-independent, in order to avoid further assumptions. Without any information on
the data, we generally set PM(i) to a uniform distribution. As for the distribution PP(n), it is usually
set to penalize larger compression sets [31, 37, 38]. For any size of compression set |i|, there are
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( n
|i|
)

different possible compression sets. We set the distribution PP(n)(i) to be
( n
|i|
)−1

ζ(|i|), with
ζ(m) = 6

π2 (m+ 1)−2. This choice is discussed by [38].

We now present the sample compression bound of [31]. This result is derived using the binomial
test-set bound of [29], which by definition is the tightest bound for the zero-one loss under the sole
i.i.d. assumption.
Theorem 1 ([31], Theorem 1). For any distribution D over X ×Y , for any family of set of messages
{M(i) | i ∈ P(n)}, for any deterministic reconstruction function R that outputs sample-compressed
predictors h ∈ H and for any δ ∈ (0, 1], with probability at least 1− δ over the draw of S ∼ Dn, we
have

∀ i ∈ P(n), σ ∈M(i) : RD(R(Si, σ)) ≤ Bin

(
κ, n,

(
n
|i|

)−1

ζ(|i|)PM(i)(σ)δ

)
with κ = nR̂Sic

(R(Si, σ)) and

Bin(k,m, δ) = sup
r∈[0,1]

{
k∑

i=0

(
m
i

)
ri(1− r)m−i ≥ δ

}
.

This theorem can be applied to any family of sample-compressed predictors, such as the support
vector machine, the perceptron, and the set covering machine [37]. To apply this theorem to neural
networks, one must design a reconstruction function outputting neural networks. To this end, [52]
propose to reparameterize a 2-layer LeakyReLU network in order to obtain “support vectors”, which
become the compression set of the reconstructed network. The following section presents a more
general approach proposed by [43].

2.2 Pick-To-Learn

Algorithm 1: Pick-To-Learn (P2L)
Initialize :Si = ∅
Initialize :hi = h0

Initialize :(x, y) = argmax(x,y)∈S ℓx-e(h0,x, y)

while − ln(0.5) ≤ ℓx-e(hi,x, y) do
Si ← Si ∪ {(x, y)}
hi ← A(Si)
(x, y)← argmax(x,y)∈Sic

ℓx-e(hi,x, y)

end
return hi

Conceptualized by [43], Pick-To-Learn
(P2L, Algorithm 1) is a model-agnostic
meta-algorithm that trains any model in such
a way that it becomes a sample-compressed
predictor. This algorithm is specifically de-
signed for the generalization bound of [9],
which holds only for sample compressed
predictors in the consistent case, i.e., when
R̂Sic

(R(Si, σ))=0.

To obtain sample-compressed predictors,
P2L iteratively builds the compression set
and trains the model on it. Starting with an
initial predictor h0, P2L tests the model on the whole dataset, picks the datapoint over which the
model got the largest loss value, and adds it to the compression set. Then, using a learning algo-
rithm A, P2L trains the model on the newly created compression set. The previous steps are repeated
until the model achieves zero errors on the training set Sic (excluding the compression set datapoints),
which is equivalent to stopping when the cross-entropy loss (ℓx-e) becomes smaller than − ln(0.5).

Leveraging from the theoretical results of [9], [43] derived a theorem specifically for the P2L
algorithm.
Theorem 2 ([43], Theorem 4.2). Let hi = R(Si, ∅) be the output of P2L. For any δ ∈ (0, 1), with
probability at least 1− δ over the draw of S ∼ Dn, we have

RD(hi) ≤ ε(|i|, δ),
with

Ψk,δ(ε) =
δ

2N

n−1∑
m=k

(mk )

( nk )
(1− ε)−(n−m) +

δ

6N

4N∑
m=n+1

(mk )

( nk )
(1− ε)m−n

and where, for k = 0, 1, . . . , n− 1, ε(k, δ) is the unique solution to the equation Ψk,δ(ε) = 1 in the
interval [ kn , 1], while ε(n, δ) = 1.
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Note that the value of previous bound is completely determined by the size of the compression set.
The faster P2L obtains zero errors, the better the bound will be.

3 A General Sample-Compress Bound

LetH be a family of predictors h : X → Y , where Y ⊇Y is a convex hull of Y . For example, [−1, 1]
is the convex hull of {−1,+1}. We consider a loss function ℓ : H×X ×Y → R. Then, the true
risk of the hypothesis h is defined as LD(h) = E(x,y)∼D ℓ(h,x, y) and, for a realization S ∼ Dn,
its empirical risk is defined as L̂S(h) =

1
n

∑n
i=1 ℓ(h,xi, yi). This setting is a generalization of the

setting of Section 2. As Theorem 1 only holds for the zero-one loss, we need new results to extend
the sample-compression theory to this setting.

To extend the work of [31] to real-valued losses, we introduce a comparator function ∆ : R×R→ R
and provide a new result inspired by the general PAC-Bayes bound [17]. Theorem 3 presents a new
general sample-compress bound that holds for any real-valued losses, extending the applicability of
the sample-compression theory. The theorem is followed by a proof sketch highlighting the main
steps, and the full proof is given in Appendix C.
Theorem 3. For any distributionD over X ×Y , for any family of set of messages {M(i) | i ∈ P(n)},
for any deterministic reconstruction function R that outputs sample-compressed predictors h ∈ H, for
any loss ℓ : H×X ×Y → R, for any comparator function ∆ : R×R→ R and for any δ ∈ (0, 1],
with probability at least 1− δ over the draw of S ∼ Dn, we have

∀i ∈ P(n), σ ∈M(i) :

∆
(
L̂Sic

(R(Si, σ)),LD(R(Si, σ))
)
≤ 1

| ic |

[
log

(
n
|i|

)
+ log

(
E∆(i, σ)

ζ(|i|)PM(i)(σ)δ

)]
with

E∆(i, σ) = E
Ti∼D|i|

E
Tic∼D|ic|

e|i
c|∆(L̂Tic

(R(Ti,σ)),LD(R(Ti,σ))).

Proof Sketch. For all i ∈ P(n), σ ∈M(i), ϵ > 0, using Chernoff’s bound with t > 0, we have

P
S∼Dn

(
∆
(
L̂Sic

(R(Si, σ)),LD(R(Si, σ))
)
> ϵ
)

(1)

≤ e−tϵ E
S∼Dn

et∆(L̂Sic
(R(Si,σ)),LD(R(Si,σ)))

= e−tϵ E
Si∼Dn

E
Sic∼Dn

et∆(L̂Sic
(R(Si,σ)),LD(R(Si,σ)))

where the last equality requires i.i.d. datapoints. For any δσi ∈ (0, 1], we define

δσi = e−tϵ E
Si∼Dn

E
Sic∼Dn

et∆(L̂Sic
(R(Si,σ)),LD(R(Si,σ))) (2)

and solve for ϵ, using t = n − |i|. The obtained solution is used to replace the ϵ in Eq. (1), which
gives a bound valid with probability at most δσi for every single predictor R(Si, σ). By setting
δσi = PP(n)(i)PM(i)(σ)δ and applying a union bound over all i ∈ P(n), σ ∈M(i), the final result
holds uniformly with probability δ for all predictors outputted by R.

Theorem 3 holds for any comparator function ∆ such that E∆ is finite for any pair (i, σ). Although
bounding E∆ can be challenging, it was extensively studied for convex functions in PAC-Bayesian
theory [e.g., 40, 39, 10, 26]. We leverage this theory and present novel corollaries for the three most
well-known comparators.

First of all, we present a bound using the comparator ∆C(q, p) = − ln
(
1− p(1− e−C)

)
−Cq. The

family of bounds {∆C : C > 0} is commonly referred to as “Catoni bounds” [11] in the PAC-Bayes
literature.
Corollary 4. In the setting of Theorem 3, for any C > 0, for a loss function ℓ : H×X ×Y → [0, 1],
with probability at least 1− δ over the draw of S ∼ Dn, we have

∀ i ∈ P(n), σ ∈M(i) : LD(R(Si, σ)) ≤
1− exp(−ϵC(i, σ, δ))

1− e−C
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with

ϵC(i, σ, δ) = C L̂Sic
(R(Si, σ)) +

1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
.

For 0 ≤ q, p ≤ 1, there exists C∗ = arg supC>0 ∆C(q, p) such that ∆C∗ gives the tightest PAC-
Bayesian bounds [16]. This result also holds true for Theorem 3, when restricted to proper, convex
and lower semicontinuous comparator functions ∆ : [0, 1]× [0, 1]→ R. Unfortunately, the hyper-
parameterized bounds hold for only one value of C, chosen prior to seeing S. With a union bound
argument, we can consider multiple parameters C simultaneously, but there is no guarantee that
C∗ is in this set. To circumvent this problem, we can use the binary Kullback-Leibler divergence
comparator function kl(q, p) = q ln q

p + (1 − q) ln 1−q
1−p , which is equivalent to ∆C∗ , as per the

following proposition.

Proposition 5 ([17], Proposition 2.1). For any 0 ≤ q ≤ p < 1, we have supC≥0 ∆C(q, p) = kl(q, p).

In practice, even with the term 1 = E∆C
(n) ≤ Ekl(n) = 2

√
n, the kl bound will usually yield tighter

bounds than Corollary 4, as the optimal value of C is unlikely to be selected before computing the
bound. Moreover, the kl is known to be optimal for [0, 1]-valued losses, as per the results of [26].

Corollary 6. In the setting of Theorem 3, for a loss function ℓ : H×X ×Y → [0, 1], with probability
at least 1− δ over the draw of S ∼ Dn, we have

∀i ∈ P(n), σ ∈M(i) : LD(R(Si, σ)) ≤ kl−1
(
L̂Sic

(R(Si, σ)), ϵkl(i, σ, δ)
)

with kl−1(q, ϵ) = arg sup0≤p≤1 {kl(q, p) ≤ ϵ} and

ϵkl(i, σ, δ) =
1

n− |i|

[
log

(
n
|i|

)
+ log

(
2
√

n− |i|
ζ(|i|)PM(i)(σ)δ

)]
.

Both Corollary 4 and Corollary 6 hold for losses bounded in [0, 1]. Using the linear function
∆λ(q, p) = λ(p − q), we can extend this sample compression framework to unbounded losses
provided that E∆λ

is bounded. As an example, we present a result for sub-Gaussian losses [27].

Corollary 7. In the setting of Theorem 3, for any λ > 0, with a ς2-sub-Gaussian loss function
ℓ : H×X ×Y → R, with probability at least 1− δ over the draw of S ∼ Dn, we have

∀i ∈ P(n), σ ∈M(i) :

LD(R(Si, σ)) ≤ L̂Sic
(R(Si, σ)) +

λς2

2
+

1

λ(n− |i|)

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
.

This result could be extended to the hypothesis-dependent range condition of [20], any unbounded
losses under model-dependent assumptions [10] or more general tail behaviors [46]. Note that this
result encompasses bounded losses with a range of [a, b], as they are sub-Gaussian with ς = b−a

2 .

3.1 Behavior in the consistent case

In this section, we present a new theoretical result that justifies the tightness of the bounds observed
in Section 4. In this setting, predictors stop training when the empirical error reaches zero. Indeed,
we show that when R̂Sic

(R(Si, σ)) = 0, our new bounds from Corollaries 4 and 6 are extremely
tight upper bounds to the binomial bound of [31].

Theorem 8. In the consistent case, i.e. when the training error is zero, Corollary 4 is arbitrarily
close to the binomial tail inversion of Theorem 1. Moreover, Corollary 6 is a tight upper bound up to
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a constant K(m, δ) that decreases for m large enough and tends to 0 when m tends to∞. Indeed,

Bin(0,m, δ) =1− exp

(
−1
m

ln
1

δ

)
(3)

= lim
C→∞

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
(4)

= inf
C>0

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
(5)

=kl−1

(
0,

1

m
ln

1

δ

)
(6)

≤kl−1

(
0,

1

m
ln

2
√
m

δ

)
. (7)

=kl−1

(
0,

1

m
ln

1

δ

)
+K(m, δ). (8)

We prove the previous sequence of results in Appendix C.3. In the previous result, we relate the
analytical form of Bin(0,m, δ) in Eq. (3) to the bound of Corollary 4. This relation is known to hold
as an inequality for any k ≥ 0, but we show that it is an equality for k = 0. In Eq. (4), we show that
the hyperparameterized distance is arbitrarily tight to the binomial tail inversion, as it approaches
Bin(0,m, δ) when C → ∞. We show in Eq. (5) that the minimal value of the bound is obtained
when C tends to∞. In Eq. (6), we relate the hyperparameterized distance to the Kullback-Leibler
divergence, which we then upper bound in Eq. (7), achieving the result of Corollary 6. Finally, in
Eq. (8), we demonstrate that Corollary 6 is a tight upper bound to the binomial tail inversion, up
to a constant K(m, δ) that decreases when m is large and tends to 0 when n → ∞. For example,
with δ = 0.01, K(m, δ) is bounded by K(7, 0.01) ≈ 0.11, decreases for m ≥ 8 and reaches
K(m, δ) ≤ 0.01 at m = 357.

4 Experiments

In this section, we show the versatility of our results by training different models using the P2L
algorithm.1 In Section 4.1, we train neural networks on binary classification problems and compare
our new results to the pre-existing sample compression results. We empirically validate that our
bounds are almost as tight as the binomial bound, all the while not suffering from the numerical
optimization problem of Theorem 1 and being defined in the inconsistent case, where the P2L bound
of Theorem 2 is undefined. In Section 4.2, we train CNNs on the MNIST dataset and present
generalization bounds on the (bounded) cross-entropy loss. As no previous sample-compression
bound is defined for real-valued losses, we compare our result to a PAC-Bayesian theorem. In
Section 4.3, we use P2L to train decision forests on regression datasets and give generalization
bounds on the root mean squared error (RMSE), an unbounded loss function, under the assumption
that it is sub-Gaussian. Finally, in Section 4.4, we fine-tune DistilBERT, a 66M parameters language
model, on a review polarity classification problem. We obtain tight bounds simultaneously on the
zero-one loss and the cross-entropy loss, demonstrating that our new theorem is independent of the
number of parameters of the model.

Each experiment is run five times with different seeds (with the exception of amazon polarity). In
all tables, we present the mean and standard deviation of the metrics over five seeds. The datasets
are separated into three parts: the training, validation and test set. The validation set is built using
10% of the training set. If the dataset doesn’t have a built-in test set, we build a test set first, using
10% of the dataset, and then build the validation set. When computing the bounds, we use δ = 0.01.
All baselines are trained on the whole dataset using stochastic gradient descent for 200 epochs or
until the model achieves zero errors on the training set. The random forests [6] are trained on the
whole dataset, with no modifications to the training algorithm. All the hyperparameters for all the
experiments can be found in Appendix A.
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Table 1: Results for the CNNs trained using P2L on the binary MNIST problems. The results
displayed obtained the tightest P2L bound. All metrics presented are in percent (%), with the
exception of |i|.

Dataset Validation error Test error kl bound Binomial bound P2L bound |i| Baseline test error

MNIST08 0.33±0.17 0.25±0.10 5.05±0.16 5.00±0.16 1.04±0.04 92.0±3.6 0.22±0.05
MNIST17 0.20±0.08 0.38±0.16 4.33±0.21 4.29±0.21 0.86±0.05 84.0±5.2 0.17±0.03
MNIST23 0.39±0.12 0.27±0.10 8.20±0.34 8.15±0.34 1.86±0.09 175.6±9.5 0.16±0.05
MNIST49 0.82±0.11 0.77±0.17 10.52±0.37 10.47±0.37 2.53±0.11 237.0±11.0 0.44±0.07
MNIST56 0.46±0.12 0.47±0.15 6.29±0.22 6.24±0.22 1.35±0.06 117.0±5.2 0.30±0.08

Table 2: Results for the CNNs trained using P2L on the binary MNIST problems and stopped at the
iteration with the minimum kl bound. The results displayed obtained the tightest kl bound. Metrics
are in percents (%), except |i|.

Dataset Validation error Test error kl bound Binomial bound Train error |i| Baseline test error

MNIST08 0.49±0.39 0.49±0.26 4.71±0.25 5.33±0.62 0.24±0.23 66.0±15.0 0.22±0.05
MNIST17 0.45±0.18 0.48±0.11 3.70±0.21 4.37±0.11 0.23±0.08 50.0±8.9 0.17±0.03
MNIST23 0.74±0.28 0.84±0.21 6.56±0.38 8.09±0.64 0.64±0.32 84.0±21.5 0.16±0.05
MNIST49 1.16±0.31 1.13±0.24 8.60±0.46 9.61±0.68 0.51±0.28 134.0±24.2 0.44±0.07
MNIST56 0.94±0.09 0.70±0.20 5.42±0.31 6.49±0.81 0.43±0.23 66.0±10.2 0.30±0.08

4.1 Binary MNIST

We create binary classification datasets by choosing two digits from the MNIST dataset [32], e.g.,
choosing all the datapoints labeled 0 and 8 to build the dataset MNIST08. We create five datasets:
MNIST08, MNIST17, MNIST23, MNIST49 and MNIST56. Starting from randomly initialized
neural networks, we train a MLP and a CNN using P2L on each dataset. More details are given in
Appendix A.1.1.

For all experiments in this section, we compute our proposed kl bound (Corollary 6), the binomial
approximation bound of [31] (Corollary 9, in appendix) and the P2L bound of [43] (Theorem 2).
We do not compute the binomial tail inversion of Theorem 1 as its optimization is very unstable.
However, the binomial approximation is equivalent to Theorem 1 when k = 0, which corresponds to
the consistent case reached by the P2L algorithm.

We present our results for the CNN in Table 1. All the results for the MLP can be found in
Appendix A.1.1. The error on the training set is zero for all predictors returned by P2L. The results
presented achieved the tightest P2L bound for each dataset. For reference, the reported “baseline
test error” corresponds to the results of the best baseline model based on validation error. For both
architectures, using P2L only incurs a slight increase of the test error compared to the baseline, whilst
the model is trained on a very small percentage of the dataset, ranging from 0.7% to 3.4%. Finally,
even though the P2L bound is much tighter than the proposed kl bound, our result is much more
general, as it holds for any real-valued loss functions and in the non-consistent case. Moreover, our
bounds hold uniformly over all iterations of the models trained using P2L. After training, one can
use any checkpoint of the model and still obtain a valid bound, which gives control over a trade-off
between the training error, the generalization bound and the validation error. In Fig. 1, we present the
behavior of the bound throughout the P2L iterations. The minimal kl bound happens at about half the
final number of iterations, leading to a smaller compression set and a tighter bound, as also reported
in Table 2. In comparison to the previous results, the test error is about twice as high as the test error
of the fully trained model (Table 1). However, the models were trained on very small portions of the
dataset, with the model on MNIST17 being trained on 0.42% of the dataset and still achieving a test
error of 0.48%. Finally, we observe that, in this setting, our new kl bound is much tighter than the
binomial approximation of [31].

4.2 MNIST

We now train convolutional neural networks composed of two convolutional layers and two fully
connected layers. We pre-train the model using stochastic gradient descent on a subset of the dataset

1Our code is available at https://github.com/GRAAL-Research/pick-to-learn.
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(a) MNIST49 (b) MNIST56

Figure 1: Illustration of the behavior of the kl bound throughout P2L iterations for the five different
seeds of the hyperparameter combination that achieved the minimal P2L bound on MNIST49 and
MNIST56. We mark the minimal kl bound for each seed with a diamond (♦). The results for the
other datasets can be found in Fig. 2.

Table 3: Cross-entropy loss achieved by the CNNs on MNIST. The results displayed obtained the
smallest kl bound.

Model Train loss Test loss kl bound |i| Baseline test loss

P2L 0.0008±0.0006 0.0480±0.0073 0.7142±0.1773 275.20±82.46 0.0499±0.0108PBB 0.0092±0.0005 0.0045±0.0004 0.0112±0.0005 -

and then use P2L to fine-tune the model on the train set. The size of the pre-training subset is an
hyperparameter. We use the same training setting as in Section 4.1 and use the extension of P2L
that adds multiple datapoints to the compression set at a time, with batch size R = 32, as defined
by Algorithm 2 of [43]. For comparison, we also train probabilistic neural networks (PNN) using
the PAC-Bayes with Backprop (PBB) approach of [45]. They train the model by minimizing the
PAC-Bayesian kl bound of Theorem 10. See Appendix A.1.2 for details.

For both our new sample-compression bounds and the PAC-Bayesian bound of [45], we compute the
bounds on the zero-one loss and on a bounded version of the cross-entropy loss (see Appendix A.1.2).
The probabilities outputted by the neural networks are restricted to be greater than 10−5, effectively
bounding the cross-entropy by − ln

(
10−5

)
≈ 11.51.

In Table 3, we report the bound values for the bounded cross-entropy loss (see Appendix for
classification error). We observe that the PBB algorithm gives a tighter generalization bound than
the one of P2L. This gap can be explained by the fact that PBB jointly optimizes the train error and
the KL divergence, whilst we have almost no control on the minimization of the bound. Indeed, the
heuristic of the P2L algorithm, which is to choose the datapoints over which the model incurs the
greatest losses, doesn’t give control on the trade-off between the decrease of the error and the increase
of the complexity term. Moreover, for a large dataset, the binomial coefficient increases rapidly when
the compression set size increases. However, using our bounds with the P2L algorithm has multiple
advantages over the PBB algorithm. First of all, PBB needs to train twice as many parameters,
as it fits both the mean and standard deviation of the distributions over the parameters. Secondly,
computing the PAC-Bayesian bound necessitates a step of Monte Carlo sampling to determine the
average error of the model. For 5000 steps of Monte Carlo sampling, the error over the dataset will
be computed 5000 times, instead of only once with P2L. Finally, our bound doesn’t take into account
the number of parameters of the model, whilst the KL divergence in Theorem 10 is a sum of the KL
divergence of the distribution of each parameter of the model.

4.3 Regression forests

In order to show the wide applicability of our bounds, we train decision forests on regression problems:
Powerplant [58], Infrared [61], Airfoil [8], Parkinson [57] and Concrete [63]. These datasets range
from a training set size of 827 to 7751 and range from a number of features of 4 to 33. To the best of
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Table 4: Results for the decision forests trained using P2L. We report the RMSE achieved by the
models and the generalization bounds on the RMSE.

Dataset Train loss Validation loss Test loss kl bound Linear bound |i| Baseline test loss ℓmax

Powerplant 5.23±2.23 5.23±2.18 5.37±2.33 11.08±5.04 12.79±5.91 29.20±17.81 3.59±0.13 90.6
Infrared 0.27±0.03 0.29±0.04 0.30±0.03 1.08±0.08 1.16±0.08 19.20±5.49 0.23±0.01 4.26
Airfoil 3.57±0.34 3.91±0.21 3.88±0.39 14.78±1.39 14.84±1.26 46.80±15.93 2.10±0.15 45.13

Parkinson 7.59±0.44 7.75±0.50 7.73±0.36 12.13±0.37 11.98±0.41 22.60±10.59 2.23±0.16 41.37
Concrete 8.59±1.10 8.74±0.79 8.78±1.07 30.18±1.61 31.15±1.43 26.20±7.28 4.70±0.36 90.63

Table 5: Results for the amazon polarity dataset. The results displayed for P2L obtained the lowest kl
bound on the error, whilst the baseline was chosen by the lowest validation error.

Model Error (%) Cross-entropy loss

Train Validation Test kl bound Binomial bound Train Validation Test kl bound |i|
P2L 4.25 5.24 5.37 14.67 21.63 0.1180 0.1465 0.1486 0.9992 1472

Baseline 3.13 4.07 4.19 - - 0.0902 0.1151 0.1156 - -

our knowledge, no sample compression bounds exist for this setting. We adapt the P2L algorithm to
this regression problem (see Algorithm 2 in appendix), which differs from the original one, designed
only for classification problems where zero training error is achievable (consistent case). At each
P2L iteration, we add a single datapoint to the compression set in order to train the random forest.
The selected datapoint is the one with the largest root mean squared error (RMSE). Then, the trees
are retrained completely on the compression set. As the minimal RMSE that can be achieved is
dependent on the dataset, setting a predetermined threshold is not a suitable stopping criterion. Thus,
we train the model until the validation loss has not decreased for a number of iterations. To compute
the bounds, we need the loss to be either bounded or sub-Gaussian. As tree-based models predict the
mean of the targets of each datapoint assigned to a leaf, their outputs are bounded by the extrema of
the data. Thus, if we assume that the target space is bounded, the loss will be bounded. To compute
the kl bound, we assume that the target space is bounded. The maximum value of the loss ℓmax

on each dataset is reported in Table 4. To compute the linear bound, we assume that the loss is
sub-Gaussian. We discuss in more details these assumptions and the way of defining the extrema in
Appendix A.1.3.

We present the results in Table 4. The models are selected based on the smallest kl bound. We
observe that the models trained with P2L are able to obtain competitive results with respect to the
test error of our baseline, random forests trained on the whole dataset. We report these results in the
column “baseline test loss” of Table 4, where the models were chosen by their validation loss. As
the value of the bounds is always much smaller than ℓmax, we can observe that our bounds are tight
and non-vacuous. The generalization guarantees given by the bound using the linear function are
competitive to the kl and are even tighter on the Parkinson dataset.

Experiments with regression trees can be found in Appendix A.1.3. Training trees using P2L lead
to underfitted trees that were not competitive w.r.t. the baseline (see Table 11). To the best of our
knowledge, these results are the first generalization bounds for regression trees.

4.4 Amazon polarity

Finally, we train DistilBERT [49] on the Amazon reviews polarity dataset [66]. Using P2L, we
fine-tune the pretrained language model on 10% of the dataset, for a total of 360k datapoints, and
evaluate the model on the test set, which comprises 400k datapoints. As the model and dataset are
quite large, we run the experiments for each hyperparameter combination only once. We pre-train the
model on half of the training dataset and then use P2L on the other half of the training set. We add 32
datapoints at a time in the compression set and early stop the training of the model if its validation loss
has not decreased for 20 epochs. In this experiment, we study our new kl bound on the zero-one loss
and on the bounded cross-entropy loss. Moreover, we compute the binomial approximation bound of
Corollary 9. The P2L bound (Theorem 2) is invalid in this setting, as the model doesn’t reach zero
errors. The PAC-Bayesian bound of Theorem 10 could be computed on both metrics, but it would
necessitate to train 132M parameters (twice the number of parameters of DistilBERT). Many new
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generalization bounds and approaches were presented for very large models [34, 35, 65, 54], such as
large language models. However, most approaches are not suited for classification and regression, as
they are derived for language modeling objectives.

We present the results in Table 5. First of all, we observe that training the model using P2L only
incurs a loss of about a percent for the train, validation and test error. It achieves this error whilst
being trained on about 1% of the dataset, as the compression set size is 1472 and the training set
size is 144k. Both for the error and the cross-entropy loss, the bound is tight and non-vacuous. Our
bound is much tighter than the binomial approximation bound, with a certificate of 14.67% for a train
error of 4.25%. Despite the 66M parameters of DistilBERT, we are able to obtain tight generalization
guarantees by simply changing the training loop of the model.

5 Conclusion

We developed novel generalization bounds for real-valued losses and sample-compressed predictors.
These bounds leverage the comparator functions studied in the PAC-Bayes theory. We provide results
for bounded and unbounded losses, under different assumptions. We empirically verified the tightness
of the proposed bounds, showing that it is almost as tight as the binomial tail inversion, which,
however, holds only for a less general setting. We trained neural networks with 66M parameters
and obtained tight guarantees, without suffering from the cost of the number of parameters. This
highlights an important asset of the sample compression framework: two models achieving the same
empirical loss using the same amount of datapoints (compression set size) share the same guarantees
(bound value), regardless of their size in terms of the number of trainable parameters.

In future works, we could leverage the possibility of having a message in the compression scheme,
by training models such as the set covering machine [31] or decision trees [51], which both use
binary sequences to specify how to reconstruct the model. Finally, although P2L is generally able to
train good performing models, it is unclear that its sample selection heuristic is optimal for neural
networks. Trying different heuristics, e.g., that optimize for sample diversity, could lead to improved
performance and guarantees for the models.
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A Experiments

The experiments were run on two different devices. The experiments with PBB algorithm and the
regression datasets were run on Python 3.12.2 on a computer with a NVIDIA GeForce RTX 4090.
The experiments on MNIST were run on Python 3.12.3 on a computer with a NVIDIA GeForce
RTX 2080 Ti. The libraries used for each environment can be found with the code. Notably, we
use PyTorch [1] (BSD 3-Clause License), Lightning [14] (Apache 2.0 license), Weights and Biases
[4] (MIT License), Scikit-Learn [44] (BSD 3-Clause License), NumPy [25] (NumPy license) and
Transformer [62] (Apache 2.0 license). For all experiments, we run the code with the following seeds
: [1, 2, 3, 4, 42].

We give information on the datasets used in the experiments.

For the classification problems, we use the MNIST dataset [32] (MIT License) and the amazon
polarity dataset [66] (Apache 2.0 License). All MNIST derived-dataset are composed of 784 real-
valued features. For the multi-class classification problems on MNIST, we denote MNIST (p%) to
say that we pre-train the model on p% of the data, where p is a hyperparameter. For the Amazon
polarity dataset, we chose 10% of the dataset to create a 360000 datapoints dataset. We then use 50%
to pre-train the model and split the rest into a training and validation set. The datapoints are textual
reviews and the labels are binary. The descriptions of the dataset are presented in Table 6.

Table 6: Description of the datasets used for classification problems.

Dataset Pretrain set size Train set size Validation set size Test set size

MNIST (10%) 6000 48000 6000 10000
MNIST (20%) 12000 42000 6000 10000
MNIST (50%) 30000 24000 6000 10000

MNIST08 0 10597 1177 1954
MNIST17 0 11707 1300 2163
MNIST23 0 10881 1208 2042
MNIST49 0 10612 1179 1991
MNIST56 0 10206 1133 1850

Amazon Polarity 180000 144000 36000 400000

For the regression problems, we train our models on five datasets : the Combined Cycle Power
Plant [58, 55], the Infrared Thermography Temperature [61, 60], the Airfoil Self-Noise [8, 7], the
Parkinsons Telemonitoring [57, 56], the Concrete Compressive Strength [63, 64]. The descriptions
of the dataset are presented in Table 7. All datasets were chosen from the UCI dataset repository.
Powerplant, Airfoil, Parkinson and Concrete are under the CC-BY 4.0 license. The Infrared dataset is
under the CC0 license.

Table 7: Description of the datasets used for regression problems.

Dataset Train set size Validation set size Test set size Number of features

Powerplant 7751 861 956 4
Infrared 827 91 102 33
Airfoil 1218 135 150 5

Parkinson 4760 528 587 19
Concrete 835 92 103 8

A.1 Hyperparameter grids

In this section, we present the hyperparameter grids for all the experiments.

In all experiments, we use δ = 0.01 and a batch size of 64. After each iteration of P2L, we train the
model for 200 epochs or until the validation loss has not improved for three epochs.
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A.1.1 Binary MNIST problems

For the binary MNIST problems, we used the following hyperparameters.

• Model type : [MLP, CNN]
• Dropout probability : [0.1, 0.2]
• Training learning rate : [1e− 2, 1e− 3, 5e− 3, 1e− 4]

The MLP is composed of three hidden fully connected layers of 600 neurons and the CNN is
composed of two convolutional layers and two fully connected layers. We use ReLU activations [19],
dropout layers [53] and the Adam optimizer [28] with the default parameters β = (0.9, 0.999).

At each iteration, the P2L algorithm adds one datapoint to the compression set.

For the baselines, we train the same models with the same hyperparameters for 200 epochs or until
the model achieves zero errors on the training set.

In the following tables, we present the results for the MLP, both trained fully using P2L and early-
stopped, respectively in Table 8 and in Table 9. Moreover, in Fig. 2, we present the results not present
in Fig. 1.

Table 8: Results for the MLPs trained using P2L on the binary MNIST problems. The results
displayed obtained the tightest P2L bound. All metrics presented are in percents (%), with the
exception of |i|.

Dataset Validation error Test error kl bound Binomial bound P2L bound |i| Baseline test error

MNIST08 0.41±0.14 0.40±0.08 6.56±0.30 6.51±0.30 1.42±0.08 128.2±7.4 0.34±0.07
MNIST17 0.37±0.14 0.47±0.17 4.93±0.27 4.89±0.27 1.01±0.07 99.0±7.0 0.33±0.08
MNIST23 0.87±0.24 0.58±0.12 12.21±0.29 12.17±0.29 3.06±0.09 296.6±9.4 0.36±0.14
MNIST49 1.19±0.33 1.04±0.10 14.41±0.05 14.37±0.05 3.78±0.02 361.4±1.9 0.96±0.14
MNIST56 0.68±0.17 0.65±0.05 10.35±0.31 10.30±0.31 2.48±0.09 223.0±8.9 0.59±0.15

Table 9: Results for the MLPs trained using P2L on the binary MNIST problems and stopped at
the iteration with the minimum kl bound. The results displayed obtained the tightest kl bound. All
metrics presented are in percents (%), with the exception of |i|.

Dataset Validation error Test error kl bound Binomial bound Train error |i| Baseline test error

MNIST08 1.11±0.52 1.04±0.67 5.46±0.53 7.77±1.64 0.85±0.71 59.2±34.4 0.34±0.07
MNIST17 0.88±0.39 0.80±0.29 4.02±0.36 5.49±0.77 0.50±0.26 44.0±15.0 0.33±0.08
MNIST23 1.93±0.49 1.59±0.43 10.86±0.19 13.23±0.74 1.27±0.41 146.0±25.8 0.36±0.14
MNIST49 2.28±0.53 2.07±0.58 13.14±0.32 15.08±0.99 1.22±0.47 202.0±30.6 0.96±0.14
MNIST56 1.97±0.53 1.88±0.44 8.85±0.58 11.78±1.44 1.38±0.61 92.0±27.9 0.59±0.15

A.1.2 MNIST problems

We train a convolutional neural network over the 10-class MNIST dataset with the following hyperpa-
rameters.

• Size of pretraining set : [10%, 20%, 50%]

• Pretraining epochs : [50, 100]
• Pretraining learning rate : [1e− 2, 1e− 3, 1e− 4]

• Dropout probability : [0.1, 0.2]
• Training learning rate : [1e− 3, 5e− 3, 1e− 4]

At each iteration, the P2L algorithm adds 32 datapoints to the compression set. To compute bounds for
the cross-entropy loss, we clamp the log-probabilities to be greater or equal than ln

(
10−5

)
[45, 13],

as follows :

ℓ(h,x, y) = −max

(
ln
(
10−5

)
, ln

(
exp(h(x)y)∑C
c=1 exp(h(x)c)

))
,
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(a) MNIST08 (b) MNIST17

(c) MNIST23

Figure 2: Illustration of the behavior of the kl bound throughout P2L iterations for the five different
seeds of the hyperparameter combination that achieved the minimal P2L bound. We mark the minimal
kl bound for each seed with a diamond (♦).

Table 10: Train metrics on MNIST (risk 01) (in percents)

Model Train error Test Error kl bound Binomial bound Compression set size Baseline test error

P2L 0.0±0.0 1.06±0.10 6.15± 1.51 6.13±1.51 275.20± 82.46 0.0108±0.0010PBB 1.67 ± 0.07 1.05±0.05 1.94±0.07 - -

where h(x) = (h(x)1, . . . , h(x)C) is the output of the neural network and C is the number of classes.
The loss then takes values between [0,− ln

(
10−5

)
]. We will use the same bounded cross-entropy

loss for the following experiments.

For the baseline, we train the same model with the same hyperparameters for 200 epochs or until the
model achieves zero errors on the training set.

For the PAC-Bayes with Backprop (PBB) algorithm, we used the GitHub repository associated to
the article of [45]. We used the hyperparameter grid proposed by the article, with the exception of
the dropout, which we kept similar to the other experiments. We used δ = δ′ = 0.01 to compute
Theorem 10. We used m = 5000 Monte Carlo sampling instead of the value m = 150000 found in
the code, as it takes several hours to run.

• Scale parameter of the prior distribution : [0.1, 0.05, 0.04, 0.03, 0.02, 0.01, 0.005]

• Training learning rate : [1e− 3, 5e− 3, 1e− 2]

• Pre-training learning rate : [1e− 3, 5e− 3, 1e− 2]

• Momentum : [0.95, 0.99]

• Dropout probability : [0.1, 0.2]
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A.1.3 Regression problems

We trained decision trees and forests on the datasets, using P2L to train the forests on one datapoint
at a time. We trained the models until their validation loss hasn’t decreased for 10 or 20 epochs. We
summarize this idea in Algorithm 2. We denote the RMSE as ℓRMSE(h,x, y) =

√
(h(x)− y)2 and

the empirical risk on the dataset

LRMSE
S (h) =

√√√√ 1

n

n∑
i=1

(h(xi)− yi)2.

For tree-based models, we chose h0 to simply output zeroes for all entries. We use COUNTER and
L̂BEST as variables to stop the training when the loss hasn’t decreased for T epochs.

Algorithm 2: Pick-To-Learn for regression problems
Input :T , the number of iterations before stopping.
Initialize :Si = ∅.
Initialize :hi = h0.
Initialize :LBEST =∞.
Initialize :COUNTER = 0.
Initialize :(x, y) = argmax(x,y)∈S ℓRMSE(h0,x, y)

while COUNTER ≤ T do
Si ← Si ∪ {(x, y)}
hi ← A(Si)

(x, y)← argmax(x,y)∈Sic
ℓRMSE(hi,x, y)

if LRMSE
Sic

(hi) < LBEST then
LBEST ← LRMSE

Sic
(hi)

COUNTER← 0
else

COUNTER← COUNTER+ 1
end

end
return hi

We now present the hyperparameter grid.

• Maximum depth of the trees : [5, 10]
• Minimum samples to split : [2, 3, 4]
• Minimum samples to create a leaf : [1, 2, 3]
• Cost-Complexity pruning parameter : [0.0, 0.05, 0.1, 0.2, 0.5, 1, 2]
• Number of epochs before stopping : [10, 20]

For the decision forests, we choose the number of estimators in [50, 100]. For the baselines, we train
the same model with the same hyperparameters on the whole dataset.

The results for the decision trees can be found in Table 11. Using only P2L to train the trees leads to
underfitted trees, as the model is not complex enough to use only a few datapoints to train a complete
model.

When computing the bounds, we need to bound the loss, as the RMSE is not bounded. However, the
regression trees cannot predict a value bigger (respectively smaller) than the biggest (respectively
smallest) target value found in the dataset. Thus, the loss is bounded by the biggest and smallest target
values found in the dataset S. To compute the kl bound, we add an assumption on the data-generating
distribution D, which is that the target values of D are bounded by :

min
(x,y)∼S

y−p
(

max
(x,y)∼S

y − min
(x,y)∼S

y

)
≤ min

(x,y)∼D
y ≤ max

(x,y)∼D
y ≤ max

(x,y)∼S
y+p

(
max

(x,y)∼S
y − min

(x,y)∼S
y

)
where p ∈ [0%, 100%]. For the experiments, we choose p = 10%. If min(x,y)∼S y = 0, then we
simply lower bound by 0.
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To compute the linear bound, we assume that the distribution is ς2-sub-Gaussian with ς =
1
2

(
max(x,y)∼S y −min(x,y)∼S y

)
.

These assumptions are restrictive and we would rather have no assumption on the data-generating
distribution. In some settings, we can remove the assumption on the dataset by having expert
knowledge on the distribution. For example, if you predict a probability, the target domain is [0, 1].

We report the lower bounds, minimum values in the training set, maximum values in the training set
and upper bounds for each dataset in Table 12.

Table 11: Results for the decision trees trained using P2L. We report the RMSE achieved by the
models and the generalization bounds on the RMSE.

Dataset Train loss Validation loss Test loss kl bound Linear bound |i| Baseline test loss ℓmax

Powerplant 11.66±3.00 11.83±3.12 12.00±3.04 23.40±1.59 24.15±1.54 72.80±38.32 4.07±0.13 90.6
Infrared 0.77±0.11 0.80±0.08 0.76±0.13 1.63±0.14 1.55±0.11 12.80±0.40 0.27±0.03 4.26
Airfoil 11.02±1.71 10.89±1.38 11.10±1.93 18.87±1.97 18.14±1.75 12.20±0.40 3.01±0.19 45.13

Parkinson 14.75±1.86 14.53±2.19 14.90±2.22 18.86±1.95 18.28±1.86 12.00±0.00 3.20±0.15 41.37
Concrete 26.44±1.99 27.40±1.85 27.08±1.68 46.56±1.74 45.00±1.72 14.00±1.26 6.22±0.91 90.63

Table 12: Minimum and maximum values used to compute the bound on regression problems.

Dataset Lower bound Minimum value Maximum value Upper bound

Powerplant 412.71 420.26 495.76 503.31
Infrared 35.40 35.75 39.3 39.66
Airfoil 99.62 103.38 140.99 144.75

Parkinson 1.59 5.04 39.51 42.96
Concrete 0 2.33 82.6 90.63

A.1.4 Amazon Polarity

We trained DistilBERT on the Amazon Reviews Polarity dataset. We use a subset of 10% of the real
dataset, amounting to 360000 datapoints. 180000 are used for pretraining the model, 144000 for
training and 36000 for validation. We use the given test set of 400000 datapoints. Using P2L, we add
32 datapoints at a time to the compression set and stop the training when the validation loss hasn’t
decreased in 20 iterations. For both P2L and the baseline, which was trained for 200 epochs or until
it reached 0 errors on the training dataset, we use the following hyperparameter grid :

• Number of pretraining epochs : [2, 5]
• Pretraining learning rate : 2e-5
• Dropout probability : [0.1, 0.2]
• Training learning rate : [1e-6, 1e-7, 1e-8]

For this model, we trained using only one seed.

B Theoretical results from the literature

Corollary 9 ([31], Corollary 1). For any distribution D over X ×Y , for any set of messages
{M(i)∀ i ∈ I}, for any deterministic reconstruction function R that outputs sample-compressed
predictors h ∈ H and for any δ ∈ (0, 1], with probability at least 1− δ over the draw of S ∼ Dn, we
have

∀ i ∈ I, ∀σ ∈M(i) : RD(R(Si, σ)) ≤ 1− exp

 −1
n− |i| −κ

ln(n− |i|κ

)
+ ln


(
n
|i|

)
ζ(|i|)PM(i)(σ)δ



 ,

with κ = nRSic
(R(Si, σ)).
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Theorem 10 ([45]). For any distribution D over X ×Y , for any setH of predictors h : X → Y , for
any loss ℓ : H×X ×Y → [0, 1], for any dataset-independent prior distribution P on H, for any
δ, δ′ ∈ (0, 1], with probability at least 1− δ − δ′ over the draw of S ∼ Dn and a set of m predictors
h1, . . . , hm ∼ QS , where QS is a dataset-dependent posterior distribution overH, we have

E
h∼Q
LD(h) ≤ kl−1

(
kl−1

(
1

m

m∑
i=1

L̂S(hi),
1

m
log

2

δ′

)
,
1

n

[
KL(Q ||P) + ln

(
2
√
n

δ

)])
.

C Proofs

C.1 Proof of the main result

Theorem 3. For any distributionD over X ×Y , for any family of set of messages {M(i) | i ∈ P(n)},
for any deterministic reconstruction function R that outputs sample-compressed predictors h ∈ H, for
any loss ℓ : H×X ×Y → R, for any comparator function ∆ : R×R→ R and for any δ ∈ (0, 1],
with probability at least 1− δ over the draw of S ∼ Dn, we have

∀i ∈ P(n), σ ∈M(i) :

∆
(
L̂Sic

(R(Si, σ)),LD(R(Si, σ))
)
≤ 1

| ic |

[
log

(
n
|i|

)
+ log

(
E∆(i, σ)

ζ(|i|)PM(i)(σ)δ

)]
with

E∆(i, σ) = E
Ti∼D|i|

E
Tic∼D|ic|

e|i
c|∆(L̂Tic

(R(Ti,σ)),LD(R(Ti,σ))).

Before proving Theorem 3, we need to restate Chernoff’s bound in a way that will be useful to prove
Theorem 3.

Lemma 11 (Chernoff’s bound). For t > 0 and X a random variable :

P
(
X ≤ 1

t

[
lnE etX + ln

1

δ

])
≥ 1− δ.

Proof of Lemma 11. Chernoff’s bound states that for a random variable X , any t > 0 and ϵ > 0, we
have :

P (X > ϵ) ≤ e−tϵ E etX

By choosing δ = e−tϵ E etX , we have :

δ = e−tϵ E etX

⇐⇒ etϵ =
1

δ
E etX

⇐⇒ tϵ = ln
1

δ
E etX

⇐⇒ ϵ =
1

t

[
lnE etX + ln

1

δ

]
Thus, we have :

P
(
X >

1

t

[
lnE etX + ln

1

δ

])
≤ δ.

Proof of Theorem 3. We start by defining a sample-compressed set. Given a dataset S ∼ Dn and
H a predictor set, we consider the following subset of H, that contains only sample-compressed
predictors :

ĤS := {R(Si, σ)| i ∈ I, σ ∈M(i)} ⊆ H .
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For any vector of indices i ∈ I and a message σ ∈ M(i), when given a dataset S, we
fully define a predictor R(Si, σ) ∈ ĤS . For a specific pair (i, σ), let’s study the value of
∆
(
L̂Sic

(R(Si, σ)),LD(R(Si, σ))
)

, a realization of a random variable of mean

E
T∼Dn

∆
(
L̂Tic

(R(Ti, σ)),LD(R(Ti, σ))
)
= E

Ti∼D|i|
E

Tic∼Dn−|i|
∆
(
L̂Tic

(R(Ti, σ)),LD(R(Ti, σ))
)
.

With δσi ∈ (0, 1) and t > 0, using Chernoff’s bound as stated in Lemma 11, we have :

P
S∼Dn

(
∆
(
L̂Sic

(hσ
i ),LD(h

σ
i )
)
≤ 1

t

[
ln E

Ti∼D|i|
E

Tic∼Dn−|i|
et∆(L̂Tic

(R(Ti,σ)),LD(R(Ti,σ))) + ln
1

δσi

])
≥ 1− δσi

Using the union bound, we get a bound that is valid for all pairs (i, σ) simultaneously,

P
S∼Dn

(
∀ i ∈ I, σ ∈M(i) : ∆

(
L̂Sic

(hσ
i ),LD(h

σ
i )
)
≤ 1

t

[
ln E

Ti∼D|i|
E

Tic∼Dn−|i|
et∆(L̂Tic

(R(Ti,σ)),LD(R(Ti,σ))) + ln
1

δσi

])
≥ 1−

∑
i∈I

∑
σ∈M(i)

δσi . (9)

To obtain a valid bound, we will need to either compute or bound the following term :

E
Ti∼D|i|

E
Tic∼Dn−|i|

et∆(L̂Tic
(R(Ti,σ)),LD(R(Ti,σ))).

As the set T is a realization of a n− |i| datapoints, choosing t = n− |i| will generally be the best
value to make sure that this term is bounded. Indeed, this is a requirement for the proofs of multiple
results in the PAC-Bayesian theory. Thus, we will simply always choose t = n− |i|. With this choice
made, we denote :

E∆(i, σ) = E
Ti∼D|i|

E
Tic∼Dn−|i|

e(n−|i|)∆(L̂Tic
(R(Ti,σ)),LD(R(Ti,σ))).

We finish the proof by choosing the value of δσi , which needs to be defined independently of S.
Choose a set Im = {i ∈ I : |i| = m}. As we have no information on which i ∈ Im will give the
best results, we define a uniform distribution over all ( n

m ) vectors in Im, which gives a weight of
( n
m )

−1∀ i ∈ Im. Now, we generally consider multiple sizes of compression set

I =

M⋃
k=0

Ik,

so we need to define a probability distribution over each set Ik. We could simply choose 1
M+1 , but

the probabilities would tend very fast to zero when we consider a large number M of compression
set sizes. It is a better choice, as discussed by [38] in Section 5.2, to choose :

ζ(m) =
6

π2(m+ 1)2
, with

∞∑
m=0

ζ(m) = 1.

For any compression set Si, we define a probability distribution PM(i) over M(i) such that∑
σ∈M(i) PM(i)(σ) ≤ 1.

Thus, for a δ ∈ (0, 1), we define δσi =

(
n
|i|

)−1

ζ(|i|)PM(i)(σ)δ and

∑
i∈I

∑
σ∈M(i)

δi =
∑
i∈I

∑
σ∈M(i)

(
n
|i|

)−1

ζ(|i|)PM(i)(σ)δ
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≤
∑
i∈I

(
n
|i|

)−1

ζ(|i|)δ

=

M∑
m=1

∑
i∈Im

(
n
|i|

)−1

ζ(|i|)δ

=

M∑
m=1

ζ(|i|)δ

≤ δ.

Thus, we have 1 −
∑

i∈I

∑
σ∈M(i) δ

σ
i ≥ 1 − δ. We replace δσi by

( n
|i|
)−1

ζ(|i|)PM(i)(σ)δ in
Equation 9 to finish the proof.

C.2 Corollaries to the main result

To prove most corollaries, we are going to need the following lemma :

Lemma 12 ([39], [18]). Let X be any random variable with values in [0, 1] and expectation µ =
E(X). Denote X the vector containing the results of n independent realizations of X . Then, consider
a Bernoulli random variable X ′ ({0, 1}-valued) of probability of success µ. Denote X ′ ∈ {0, 1}n
the vector containing the results of n independent realizations of X ′.

If function g : [0, 1]n → R is convex, then

E[g(X)] ≤ E[g(X ′)].

We now prove our first corollary.

Corollary 4. In the setting of Theorem 3, for any C > 0, for a loss function ℓ : H×X ×Y → [0, 1],
with probability at least 1− δ over the draw of S ∼ Dn, we have

∀ i ∈ P(n), σ ∈M(i) : LD(R(Si, σ)) ≤
1− exp(−ϵC(i, σ, δ))

1− e−C

with

ϵC(i, σ, δ) = C L̂Sic
(R(Si, σ)) +

1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
.

Proof of Corollary 4. To prove this corollary, we need to do two things : bound E∆C
and rearrange

the terms. Both of these things were already proven multiple time in the PAC-Bayes theory, so we
simply restate their proofs.

We start by bounding E∆C
. We follow the proof of [18]. Let us introduce a random variable Xσ

i
that follows a binomial distribution of m trials with a probability of success LD(R(Ti, σ)), denoted
B(m,LD(R(Ti, σ))). We use Lemma 12 with g(·) = em∆C(·,LD(h)).

E∆C
(i, σ) = E

Ti∼D|i|
E

Tic∼Dn−|i|
e(n−|i|)∆C(L̂Tic

(R(Ti,σ)),LD(R(Ti,σ)))

≤ E
Ti∼D|i|

E
Xσ

i ∼B(m,LD(R(Ti,σ)))
e(n−|i|)∆C( 1

n−|i|X
σ
i ,LD(R(Ti,σ)))

= E
Ti∼D|i|

n−|i|∑
k=0

P
Xσ

i ∼B(m,LD(R(Ti,σ)))
(Xσ

i = k)e(n−|i|)∆C( k
n−|i| ,LD(R(Ti,σ)))

= E
Ti∼D|i|

n−|i|∑
k=0

(
n− |i|

k

)
(LD(R(Ti, σ)))

k
(1− LD(R(Ti, σ)))

n−|i| −k
e(n−|i|)∆C( k

n−|i| ,LD(R(Ti,σ)))
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≤ E
Ti∼D|i|

sup
r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k
e(n−|i|)∆C( k

n−|i| ,r)


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k
e(n−|i|)∆C( k

n−|i| ,r)


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k e−Ck

[1− (1− e−C)r]n−|i|


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)(
re−C

)k
(1− r)

n−|i| −k 1

[1− (1− e−C)r]n−|i|


= sup

r∈[0,1]

[
[re−C + (1− r)]n−|i|

[1− (1− e−C)r]n−|i|

]
= sup

r∈[0,1]

[1] = 1.

where the last lign is derived using binomial theorem.

Now, we rearrange the terms:

∆
(
L̂Sic

(R(i, σ)),LD(R(i, σ))
)
≤ 1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
− ln

(
1− LD(R(i, σ))(1− e−C)

)
− CL̂Sic

(R(i, σ)) ≤ 1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
ln
(
1− LD(R(i, σ))(1− e−C)

)
≥ −CL̂Sic

(R(i, σ))− 1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
1− LD(R(i, σ))(1− e−C) ≥ exp

(
−CL̂Sic

(R(i, σ))− 1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)])
LD(R(i, σ))(1− e−C) ≤ 1− exp

(
−CL̂Sic

(R(i, σ))− 1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)])
LD(R(i, σ)) ≤ 1

1− e−C

[
1− exp

(
−CL̂Sic

(R(i, σ))− 1

n− |i|

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)])]

Corollary 6. In the setting of Theorem 3, for a loss function ℓ : H×X ×Y → [0, 1], with probability
at least 1− δ over the draw of S ∼ Dn, we have

∀i ∈ P(n), σ ∈M(i) : LD(R(Si, σ)) ≤ kl−1
(
L̂Sic

(R(Si, σ)), ϵkl(i, σ, δ)
)

with kl−1(q, ϵ) = arg sup0≤p≤1 {kl(q, p) ≤ ϵ} and

ϵkl(i, σ, δ) =
1

n− |i|

[
log

(
n
|i|

)
+ log

(
2
√

n− |i|
ζ(|i|)PM(i)(σ)δ

)]
.

Proof. To prove this corollary, we need to bound Ekl. This was first proven by [30, 50] and then
improved by [39]. We restate the proof for completeness.

We use Lemma 12 with g(·) = emkl(·,LD(h)).

Ekl(i, σ) = E
Ti∼D|i|

E
Tic∼Dn−|i|

e(n−|i|)kl(L̂Tic
(R(Ti,σ)),LD(R(Ti,σ)))
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≤ E
Ti∼D|i|

E
Xσ

i ∼B(m,LD(R(Ti,σ)))
e(n−|i|)kl( 1

n−|i|X
σ
i ,LD(R(Ti,σ)))

= E
Ti∼D|i|

n−|i|∑
k=0

P
Xσ

i ∼B(m,LD(R(Ti,σ)))
(Xσ

i = k)e(n−|i|)kl( k
n−|i| ,LD(R(Ti,σ)))

= E
Ti∼D|i|

n−|i|∑
k=0

(
n− |i|

k

)
(LD(R(Ti, σ)))

k
(1− LD(R(Ti, σ)))

n−|i| −k
e(n−|i|)kl( k

n−|i| ,LD(R(Ti,σ)))

≤ E
Ti∼D|i|

sup
r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k
e(n−|i|)kl( k

n−|i| ,r)


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k
e(n−|i|)kl( k

n−|i| ,r)


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k × e(n−|i|)( k
n−|i| ln(

k
n−|i| ·

1
r )+(1− k

n−|i| ) ln((1−
k

n−|i| )·
1

1−r ))


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k × ek ln( k
n−|i| ·

1
r )+(n−|i| −k) ln((1− k

n−|i| )·
1

1−r )


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k × eln (
k

n−|i| )
k
+ln ( 1

r )
k
+ln (1− k

n−|i| )
n−|i| −k

+ln ( 1
1−r )

n−|i| −k


= sup

r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)
(r)

k
(1− r)

n−|i| −k × 1

(r)k(1− r)n−|i| −k

(
k

n− |i|

)k(
1− k

n− |i|

)n−|i| −k


= sup
r∈[0,1]

n−|i|∑
k=0

(
n− |i|

k

)(
k

n− |i|

)k(
1− k

n− |i|

)n−|i| −k


≤ e
1

12(n−|i|)

√
π(n− |i|)

2
+ 2

≤ 2
√
n− |i|.

The last two inequalities were proven by [39]. The last inequality holds only for n− |i| ≥ 8, but it
can be verified that Ekl(i, σ) ≤ 2

√
n− |i| holds for n− |i| ≥ 1.

Corollary 7. In the setting of Theorem 3, for any λ > 0, with a ς2-sub-Gaussian loss function
ℓ : H×X ×Y → R, with probability at least 1− δ over the draw of S ∼ Dn, we have

∀i ∈ P(n), σ ∈M(i) :

LD(R(Si, σ)) ≤ L̂Sic
(R(Si, σ)) +

λς2

2
+

1

λ(n− |i|)

[
log

(
n
|i|

)
+ log

(
1

ζ(|i|)PM(i)(σ)δ

)]
.

Proof. We assume that the loss ℓ is ς2-sub-Gaussian, which is defined as:

E
(x,y)∼D

exp

[
λ

(
ℓ(h,x, y)− E

(x′,y′)∼D
ℓ(h,x′, y′)

)]
≤ exp

(
λ2ς2

2

)
.

Then, we have

E∆λ
(i, σ) = E

Ti∼D|i|
E

Tic∼Dn−|i|
exp

[
(n− |i|)∆λ

(
L̂Tic

(R(Ti, σ)),LD(R(Ti, σ))
)]
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= E
Ti∼D|i|

E
Tic∼Dn−|i|

exp
[
(n− |i|)λ

(
LD(R(Ti, σ))− L̂Tic

(R(Ti, σ))
)]

= E
Ti∼D|i|

E
Tic∼Dn−|i|

exp

(n− |i|)λ
 E

(x,y)∼D
ℓ(R(Ti, σ),x, y)−

1

n− |i|

n−|i|∑
i=1

ℓ(R(Ti, σ),xi, yi)


= E

Ti∼D|i|
E

Tic∼Dn−|i|
exp

λ n−|i|∑
i=1

(
E

(x,y)∼D
ℓ(R(Ti, σ),x, y)− ℓ(R(Ti, σ),xi, yi)

)
= E

Ti∼D|i|
E

Tic∼Dn−|i|
exp

−λ n−|i|∑
i=1

(
ℓ(R(Ti, σ),xi, yi)− E

(x,y)∼D
ℓ(R(Ti, σ),x, y)

)
= E

Ti∼D|i|
E

Tic∼Dn−|i|

n−|i|∏
i=1

exp

[
−λ
(
ℓ(R(Ti, σ),xi, yi)− E

(x,y)∼D
ℓ(R(Ti, σ),x, y)

)]

= E
Ti∼D|i|

n−|i|∏
i=1

E
(xi,yi)∼D

exp

[
−λ
(
ℓ(R(Ti, σ),xi, yi)− E

(x,y)∼D
ℓ(R(Ti, σ),x, y)

)]
(10)

≤ E
Ti∼D|i|

n−|i|∏
i=1

exp

(
λ2ς2

2

)
(11)

= exp

(
(n− |i|)λ2ς2

2

)
.

In Equation 10, we use the i.i.d. assumption. In Equation 11, we use the ς2-sub-Gaussian assumption.

We replace the comparator function in Theorem 3 and bound the cumulant generating function E∆λ

to finish the proof.

C.3 Behavior with zero error

Theorem 8. In the consistent case, i.e. when the training error is zero, Corollary 4 is arbitrarily
close to the binomial tail inversion of Theorem 1. Moreover, Corollary 6 is a tight upper bound up to
a constant K(m, δ) that decreases for m large enough and tends to 0 when m tends to∞. Indeed,

Bin(0,m, δ) =1− exp

(
−1
m

ln
1

δ

)
(3)

= lim
C→∞

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
(4)

= inf
C>0

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
(5)

=kl−1

(
0,

1

m
ln

1

δ

)
(6)

≤kl−1

(
0,

1

m
ln

2
√
m

δ

)
. (7)

=kl−1

(
0,

1

m
ln

1

δ

)
+K(m, δ). (8)

Before proving the result, we remind the reader of the definition of the binomial tail:

Bin(k,m, r) =

k∑
i=0

(
m
i

)
ri(1− r)m−i
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and the binomial tail inversion :

Bin(k,m, δ) = arg sup
r∈[0,1]

{Bin(k,m, r) ≥ δ}

Proof of Eq. (3).

Bin(0,m, r) =

0∑
i=0

(
m
i

)
ri(1− r)m−i

=

(
m
0

)
r0(1− r)m−0

= 1 · 1 · (1− r)m

= (1− r)m.

Thus, we have :

Bin(0,m, δ) = arg sup
r∈[0,1]

{Bin(0,m, r) ≥ δ}

= arg sup
r∈[0,1]

{(1− r)m ≥ δ}

= arg sup
r∈[0,1]

{
1− r ≥ δ

1
m

}
= arg sup

r∈[0,1]

{
1− δ

1
m ≥ r

}
= 1− δ

1
m

= 1− exp
(
ln
(
δ

1
m

))
= 1− exp

(
− 1

m
ln

(
1

δ

))

Proof of Eq. (4). We want to show that :

1− exp

(
− 1

m
ln

1

δ

)
= lim

C→∞

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
We simply take the limit.

lim
C→∞

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
=

[
1− exp

(
− 1

m
ln

1

δ

)]
lim

C→∞

1

1− e−C

=

[
1− exp

(
− 1

m
ln

1

δ

)]
· 1

= 1− exp

(
− 1

m
ln

1

δ

)

Proof of Eq. (5). We want to prove that :

lim
C→∞

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
= inf

C>0

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
.

First of all, we know that :

inf
C>0

1

1− e−C

[
1− exp

(
− 1

m
ln

1

δ

)]
=

[
1− exp

(
− 1

m
ln

1

δ

)]
inf
C>0

1

1− e−C
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We show that f(C) = 1
1−e−C is decreasing on [0,∞) and has a minimum at C =∞.

We take its derivative :

f ′(C) =
d

dC

1

1− e−C
=

d

dC

(
1− e−C

)−1

=
−1

(1− e−C)
2

d

dC

(
1− e−C

)
=

−1
(1− e−C)

2 e
−C

= (−1) e−C

(1− e−C)
2

The derivative of f is always negative, so f is decreasing. Thus, it will have no minimum on R>0.
Indeed, if we try to find a value of C ∈ R>0 such that f ′(C) = 0, we have

(−1) e−C

(1− e−C)
2 = 0

⇐⇒ e−C = 0.

There is no C ∈ R>0 such that e−C = 0, however we know that limC→∞ e−C = 0. This finishes
the proof.

Proof of Eq. (6). We want to show :

1− exp

(
− 1

m
ln

1

δ

)
= kl−1

(
0,

1

m
ln

1

δ

)
The function kl(0, p) is monotonically increasing and kl(0, 1) = ∞. Thus, there exists a value
p∗ = kl−1

(
0, 1

m ln 1
δ

)
such that kl(0, p∗) = 1

m ln 1
δ .

p∗ = kl−1

(
0,

1

m
ln

1

δ

)
⇐⇒ kl(0, p∗) =

1

m
ln

1

δ

⇐⇒ 0 ln
0

p∗
+ (1) ln

1

1− p∗
=

1

m
ln

1

δ
(12)

⇐⇒ ln
1

1− p∗
=

1

m
ln

1

δ

⇐⇒ 1

1− p∗
= exp

(
1

m
ln

1

δ

)
⇐⇒ p∗ = 1− exp

(
− 1

m
ln

1

δ

)

In Eq. (12), we use the convention of the PAC-Bayes theory that 0 ln 0 = 0. This is used to define the
kl when q ∈ {0, 1} or p ∈ {0, 1}.

Proof of Eq. (7). We want to prove that

kl−1

(
0,

1

m
ln

1

δ

)
≤ kl−1

(
0,

1

m
ln

2
√
m

δ

)
.

The function kl(0, p) is monotonically increasing and kl(0, 1) = ∞. Thus, there exists a
value p∗ = kl−1

(
0, 1

m ln 1
δ

)
such that kl(0, p∗) = 1

m ln 1
δ . Moreover, there exists a value
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p† = kl−1
(
0, 1

m ln 2
√
m

δ

)
such that kl(0, p†) = 1

m ln 2
√
m

δ . As kl(0, p) is monotonically increasing
and

kl(0, p∗) =
1

m
ln

1

δ
≤ 1

m
ln

2
√
m

δ
= kl(0, p†),

then p∗ ≤ p†.

Proof of Eq. (8). We want to prove that

kl−1

(
0,

1

m
ln

2
√
m

δ

)
= kl−1

(
0,

1

m
ln

1

δ

)
+K(m, δ)

and that K(m, δ) decreases for m large enough and tends to 0 when m→∞. To do so, we will use
Eq. (6), restated here for ease of reading

1− exp

(
− 1

m
ln

1

δ

)
= kl−1

(
0,

1

m
ln

1

δ

)
.

We start by defining the constant as the gap between the two terms.

kl−1

(
0,

1

m
ln

2
√
m

δ

)
− kl−1

(
0,

1

m
ln

1

δ

)
=

[
1− exp

(
− 1

m
ln

2
√
m

δ

)]
−
[
1− exp

(
− 1

m
ln

1

δ

)]
=exp

(
− 1

m
ln

1

δ

)
− exp

(
− 1

m
ln

2
√
m

δ

)
=:K(m, δ)

We now prove that this constant is decreasing for m large enough. To do so, we start by computing
the derivative of K, for m > 0.

We have :

∂K(m, δ)

∂m
=

1

2

exp
(
− 1

m ln
(

2
√
m

δ

))
− 2 ln(δ) exp

(
1
m ln(δ)

)
− 2 ln

(
2
√
m

δ

)
exp

(
− 1

m ln
(

2
√
m

δ

))
m2

=
1

2

(
1− 2 ln

(
2
√
m

δ

))
exp

(
− 1

m ln
(

2
√
m

δ

))
+ 2 ln

(
1
δ

)
exp

(
− 1

m ln
(
1
δ

))
m2

The first term is always negative, as we have

1− 2 ln

(
2
√
m

δ

)
≤ 0 ⇐⇒ δ2

4
e ≤ m

and δ2

4 e is always smaller than one. All the other terms will always be positive.

We focus only on the numerator, as the denominator will always be greater than 0. We wish to find
the values of m such that the derivative of K(m, δ) is negative, showing that K(m, δ) is decreasing.(

1− 2 ln

(
2
√
m

δ

))
exp

(
− 1

m
ln

(
2
√
m

δ

))
+ 2 ln

(
1

δ

)
exp

(
− 1

m
ln

(
1

δ

))
≤ 0

⇐⇒
(
1− 2 ln

(
2
√
m

δ

))
exp

(
− 1

m
ln
(
2
√
m
))

exp

(
− 1

m
ln

(
1

δ

))
+ 2 ln

(
1

δ

)
exp

(
− 1

m
ln

(
1

δ

))
≤ 0

⇐⇒
(
1− 2 ln

(
2
√
m

δ

))
exp

(
− 1

m
ln
(
2
√
m
))

+ 2 ln

(
1

δ

)
≤ 0

⇐⇒ 2 ln

(
1

δ

)
≤
(
2 ln

(
2
√
m

δ

)
− 1

)
exp

(
− 1

m
ln
(
2
√
m
))

⇐⇒ 2 ln

(
1

δ

)
≤
(
2 ln

(
1

δ

)
+ ln

(
2
√
m
)
− 1

)
exp

(
− 1

m
ln
(
2
√
m
))
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As the exponential term tends to one when m tends to∞, for m large enough, the inequality will
always hold and K(m, δ) will be decreasing. To the best of our knowledge, there exists no analytical
solution to this inequality. However, we can easily compute m∗ the solution of ∂K(m,δ)

∂m = 0. Then,
we know that for any m ≥ m∗, K(m, δ) will be decreasing.2

Figure 3: Illustration of the behavior of the solution m∗ for different values of δ.

Figure 4: Illustration of the behavior of K(m∗, δ) for different values of δ.

Finally, we show that this constant K(m, δ) tends to 0 when m tends to∞, as such

lim
n→∞

K(n, δ) = lim
n→∞

exp

(
− 1

m
ln

1

δ

)
− exp

(
− 1

m
ln

2
√
m

δ

)
= lim

n→∞
exp

(
− 1

m
ln

1

δ

)
− lim

n→∞
exp

(
− 1

m
ln

2
√
m

δ

)
= 1− 1 = 0.

To provide an intuition of the magnitude of K(m, δ), hence of the tightness of the upper bound of
the binomial tail inversion, in Fig. 5 we report the values of K(m, δ) for different sizes of datasets
m and the commonly chosen δ = 0.01. In particular, we highlight the values corresponding to the
training set sizes used in our experiments, as reported in Table 6. Note however, that when computing
the bounds in practice, the gap will be K(m − |i|, δ) as we will need to consider the size of the
compression set.

2In Fig. 3, we present the value of m∗ for multiple values of δ. In Fig. 4, we present the maximum value of
K(m, δ), which is achieved at m∗, for multiple values of δ.
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Figure 5: Illustration of the behavior of K(m, δ) for different sizes of datasets, when δ = 0.01. We
highlight the values corresponding to the datasets used for classification.
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