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Revisiting Dynamic Graph Clustering via Matrix Factorization
Anonymous Author(s)

Abstract
Dynamic graph clustering aims to detect and track time-varying

clusters in dynamic graphs, revealing the evolutionary mechanisms

of complex real-world dynamic systems. Matrix factorization-based

methods are promising approaches for this task; however, these

methods often struggle with scalability and can be time-consuming

when applied to large-scale dynamic graphs. Moreover, they tend

to lack robustness and are vulnerable to real-world noisy data. To

address these issues, we make three key contributions. First, to

improve scalability, we propose temporal separated matrix factor-

ization, where a single matrix is divided into multiple smaller matri-

ces for independent factorization, resulting in faster computation.

Second, to improve robustness, we introduce bi-clustering regular-

ization, which jointly optimizes graph embedding and clustering,

thereby filtering out noisy features from the graph embeddings.

Third, to further enhance effectiveness and efficiency, we propose

selective embedding updating, where we update only the embed-

dings of dynamic nodes while the embeddings of static nodes are

fixed among different timestamps. Experimental results on six syn-

thetic and five real-world benchmarks demonstrate the scalability,

robustness and effectiveness of our proposed method.
1
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1 Introduction
Dynamic graph clustering, also known as dynamic community de-

tection, aims to leverage graph topological structures and temporal

dependencies to detect and track evolving communities [6, 37, 51].

As an effective tool to reveal the complex evolutionary rules behind

complex real-world systems, dynamic graph clustering has drawn

great attention in various fields, such as social analysis [20, 33, 79,

84], recommendation [59, 67, 76, 80], and AI4Science [21, 57, 60].
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Figure 1: Running time and performance on noisy data of
our proposed method and three matrix factorization-based
methods, i.e., DYNMOGA [15], jLMDC [30], and RDMA [51].

Much research in recent years has been proposed for dynamic

graph clustering, which can be broadly classified into two classes [53].

(i) Neural Network-based methods [16, 38, 69, 71] generally focus
on learning dynamic node embedding, with clustering methods of-

ten applied as a post-processing step. These methods separate node

embedding learning and clustering into two independent steps,

leading to sub-optimal performance [12, 30]. To relieve this issue,

(ii) Matrix Factorization-based methods [5, 10, 30, 35, 36, 41]

have been widely proposed. These methods can jointly optimize

clustering and dynamic node embedding learning simultaneously,

i.e., they cluster nodes at each timestamp while maintaining tem-

poral smoothness of node embedding among different timestamps,

achieving overall optimal performance on many benchmarks.

Despite the great success of matrix factorization-based meth-

ods, there are still two challenges. (i) Weak Scalability. Matrix

factorization is an NP-hard problem with a time complexity of ap-

proximately O(𝑛3) and a space complexity of O(𝑛2) for a single
graph containing 𝑛 nodes [44, 64]. A pre-experiment is shown in

Figure 1(a), best-performing matrix factorization-based baselines

require approximately 40,000 seconds to process the arXiv dataset,

which contains about 30,000 nodes, limiting their applicability to

real-world dynamic graphs with millions of nodes [29]. (ii) Low
Robustness. Real-world dynamic graphs contain noise and missing

data, which disrupt their regular evolution patterns and pose signif-

icant challenges for dynamic graph clustering [73, 78]. A case study

is shown in Figure 1(b), adding random noisy edges to dynamic

graphs leads to a sharp performance drop of these baselines.

To address these issues, we propose a scalable and robust dy-

namic graph clustering framework via seperated matrix factoriza-

tion, called DyG-MF , containing three key contributions. Firstly, to
enhance scalability, we propose (i) Temporal Separated Matrix
Factorization. We apply temporal matrix factorization in a “divide

and conquer” manner [34, 58], where we randomly divide the nodes

into subsets and transform the original large-scale matrix factoriza-

tion problem into several independent matrix factorization of these

subsets. Since matrix factorization is applied separately to these

1
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smaller subsets, it also reduces computational cost. To achieve this,

we design the temporal landmark selection, ensuring coherence

of node embeddings across different subsets at current timestamp

and maintaining consistency of node embedding between differ-

ent timestamps. Secondly, to improve robustness, we introduce (ii)
Bi-clustering Regularization, which reduces the impact of noisy

features on dynamic graph clustering by optimizing the rank of

the matrix. We further proof this regularization can be spreadable

and applied as a constraint in the matrix factorization of each node

subset. Finally, to further enhance effectiveness and efficiency, we

propose (iii) Selective Embedding Updating. We first divide the

nodes into dynamic and static groups by jointly considering their

topological and embedding changes. We then only update node

embeddings of the dynamic group while keeping the node embed-

dings in the static group fixed across different timestamps. The

main contributions of this study can be summarized as follows.

• To enhance scalability and efficiency of matrix factorization-

based methods, we design a temporal separated matrix factor-

ization framework, where we divide a single large matrix into

multiple smaller matrices for independent factorization.

• To improve robustness, we propose separable bi-clustering reg-

ularization to filter out noisy features from node embeddings.

• To further enhance effectiveness and efficiency, we propose

selective embedding updating, where only the node embeddings

of the dynamic group are updated at each timestamp.

• Experimental results on 11 benchmarks demonstrate the scala-

bility, robustness, efficiency, and effectiveness of DyG-MF.

2 Related Work
Neural Network-based Methods. Some neural network-based

methods employ coupled approaches, which first condense dynamic

graphs into one static graph and then apply clustering methods,

such as CNN-based [55, 82] and GNN-based methods [74, 83], to

identify clusters. Other methods employ two-stage approaches,

which first learn dynamic graph embeddings [2, 18, 75] and then

apply clustering methods to these embeddings to identify clus-

ters [8, 9, 40, 48, 68, 81]. For example, RNNGCN [69] and DGCN [16]

use RNNs or LSTM to capture temporal dependencies for graph em-

beddings, which are then clustered using graph convolutional layers.

ROLAND [71] extends static GNN-based graph embedding meth-

ods to dynamic graphs by using gated recurrent units to capture

temporal information. To reduce time consumption, SpikeNet [32]

uses spiking neural networks to model the evolving dynamics of

graph embeddings, achieving better performance with lower com-

putational costs. For more related work, refer to [4, 28, 77, 85]. The

main issue with neural network-based methods is their separation

of dynamic graph embedding and clustering into two independent

processes, making it difficult to ensure that graph embedding pro-

vides the most suitable features for clustering [12, 30]. Furthermore,

most of them face weak scalability and interpretability issues on

large-scale graphs [22, 65]. Thus, we focus on separated matrix

factorization, jointly optimizing dynamic graph embedding and

clustering, and improving scalability and interpretability (Fig.7(C)).

Matrix Factorization-basedMethods.Matrix factorization-based

methods cluster nodes at each timestamp using matrix factorization

while optimizing the temporal smoothness of node embeddings

among different timestamps. Recently, numerous methods with dif-

ferent strategies have been proposed to improve temporal smooth-

ness. For example, sE-NMF [42], jLMDC [30], and NE2NMF [31] esti-

mate temporal smoothness by analyzing topology changes between

graphs at the current and previous timestamps, while PisCES [35]

smooths clusters by considering topology changes across the entire

dynamic graph. In contrast, other methods use clustering metrics or

reconstruction loss to measure temporal smoothness. For example,

DynaMo [86] improves temporal smoothness by incrementally max-

imizing modularity between successive graphs, and PMOEO [56]

and MODPSO [70] employ evolutionary algorithms to minimize the

NMI of clusters across different timestamps. ePMCL [67] and HMM-

MODCD [1] use hiddenMarkovmodels to reconstruct clusters from

previous timestamps and capture evolutionary patterns. Although

these methods can simultaneously optimize clustering accuracy and

temporal smoothness, they often suffer from low robustness and

lack fine-grained node-level temporal smoothing strategies. In this

study, we address these issues and enhance robustness, scalability,

and practicality for large-scale real-world dynamic graphs.

3 Preliminary
Dynamic Graph Clustering.We consider a dynamic graph as a

sequence of snapshots and the 𝑡-th snapshot G𝑡 = (V𝑡 , E𝑡 ), defined
for 0 ≤ 𝑡 ≤ 𝜏 . Here, V𝑡 and E𝑡 represent the set of nodes and

edges in the 𝑡-th snapshot. Let the graph contain 𝑛 nodes and

𝑊𝑡 ∈ R𝑛×𝑛 and 𝑀𝑡 ∈ R𝑛×𝑛 represent the weighted adjacency

matrix and pointwise mutual information matrix [50] for the 𝑡-th

snapshot G𝑡 , respectively. In𝑀𝑡 , each element𝑚𝑖 𝑗 = log

𝑤𝑖 𝑗

∑
𝑘 𝑑𝑘

𝑑𝑖𝑑 𝑗

with 𝑑𝑖 as the degree of the 𝑖-th node. Dynamic graph clustering

seeks to detect a set of non-overlapping clusters for G𝑡 , which
corresponds to a partition ofV𝑡 . This partition is represented as

V𝑡 = {𝑉𝑖,𝑡 }𝜚𝑡𝑖=1, where 𝜚𝑡 represents the number of clusters.

Matrix Factorization.We first introduce a matrix factorization-

based baseline, which we refer to as temporal matrix factorization.

Inspired by Qiu et al. [50], factorizing pointwise mutual information

(PMI) matrix 𝑀𝑡 is equivalent to Skip-gram-based graph embed-

ding [49], which can encode graph topology information. Using

matrix factorization, graph embedding can be formulated as:

LSc

𝑡 = ∥𝑀𝑡 −𝐶𝑡𝐻𝑡 ∥2
F
, (1)

where LSc

𝑡 represents the snapshot clustering (Sc) cost, each row of

𝐶𝑡 ∈ R𝑛×𝑟 denotes the embedding of the corresponding node, each

column of 𝐻𝑡 ∈ R𝑟×𝑛 denotes the embedding of the corresponding

node when it is considered as context for other nodes, and 𝑟 ≪ 𝑛

is the number of selected features at timestamp 𝑡 .

Jointly considering node embedding learning and clustering

can mutually reinforce each other, e.g., node embedding learning

can select the most suitable features for clustering. Inspired by

Chris Ding et al. [11], adding non-negativity and normalization

constraints to matrix factorization of Eq.(1) makes it equivalent to

spectral clustering. Therefore, LSc

𝑡 can be re-formulated as follows:

LSc

𝑡 = ∥𝑀𝑡 −𝐶𝑡𝐻𝑡 ∥2
F
, 𝑠 .𝑡 . 𝐶𝑡 ≥ 0, 𝐻𝑡 ≥ 0, 𝐶𝑡1 = 1, (2)

where each row of 𝐶𝑡 not only represents the embedding of the

corresponding node, but also represents the clustering index of the

node, i.e., the rank of the maximum value in each row represents its

2
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Figure 2: Overview architecture of proposed DyG-MF. Our method (a) first selects temporal landmarks and (b) randomly
divides nodes into several groups for (c) separated matrix factorization ((a)-(c) introduced in Sec 4.1). In addition, we apply (d)
bi-clustering regularization (Sec 4.2) and (e) selective embedding updating (Sec 4.3) to dynamic graph clustering.

corresponding clustering category. For example, the 𝑖-th node with

three dimensions 𝐶𝑖,:=[0.2, 0.7, 0.1] belongs to the second cluster.

Incorporating temporal information to constrain node commu-

nity changes between consecutive timestamps consistently can

always enhance the accuracy of graph clustering. We can simply

define the temporal smoothing (Ts) cost as follows:

LTs

𝑡 = ∥𝐶𝑡 −𝐶𝑡−1∥2
F
, 𝑠 .𝑡 . 𝐶𝑡 ≥ 0, 𝐶𝑡1 = 1. (3)

Based on Eqs.(2) and (3), we obtain overall objective function as:

O𝑡 = LSc

𝑡 + 𝛼LTs

𝑡 , 𝑠 .𝑡 . 𝐶𝑡 ≥ 0, 𝐻𝑡 ≥ 0, 𝐶𝑡1 = 1, (4)

where LSc

𝑡 measures the cluster quality of the 𝑡-th snapshot, LTs

𝑡

measures the differences of clustering results between the 𝑡-th and

the (𝑡 − 1)-th snapshots, and 𝛼 is a hyperparameter to balance the

importance of there two items (we set 𝛼=0 when 𝑡=1). Please note

that a higher O𝑡 indicates worse clustering quality or smoothness.

4 Methodology
As shown in Figure 2, our method DyG-MF consists of three main

components: (i) temporal separated matrix factorization jointly

learns graph embedding and clustering in Sec 4.1, (ii) bi-clustering
regularization reduces noise and enhance robustness in Sec 4.2,

and (iii) selective embedding updating aims at better embedding

alignment in Sec 4.3. We will introduce each component in order.

4.1 Temporal Separated Matrix Factorization
Directly optimizing Eq.(4) is unacceptable time-consumption for

large-scale dynamic graphsm, since its time and space complexity

is O(𝑛3) and O(𝑛2) for a graph with 𝑛 nodes. To solve this issue, we
propose temporal separated matrix factorization which transforms

one large matrix factorization problem into several small matrix

factorization sub-problems. The key point is to select a few nodes,

called landmarks, to ensure consistency and coherence in node

embeddings across all small matrix factorization.

Temporal Landmark Selection in Fig 2(a). A simple idea is to

select the nodes closest to each cluster center as landmarks, ensur-

ing that these nodes are representative at the current timestamps.

If we follow K-means clustering, the 𝑙-th cluster centers at the 𝑡-th

timestamp 𝜽𝑙,𝑡 can be found by repeating the following process:

argmin

{Θ𝑙,𝑡 }𝜚𝑡𝑙=1

𝜚𝑡∑︁
𝑙=1

∑︁
𝑎∈Θ𝑙,𝑡

(∥𝒎𝑎.,𝑡 − 𝜽𝑙,𝑡 ∥22), (5)

where 𝒎𝑎.,𝑡 is the 𝑎-th row vector of𝑀𝑡 , 𝜚𝑡 is the number of clus-

ter centers, automatically determined by the elbow method [63],

{Θ𝑙,𝑡 }
𝜚𝑡
𝑙=1

represent current nodes’ clusters, 𝑎 ∈ Θ𝑙,𝑡 indicates that
the 𝑎-th row vector 𝒎𝑎.,𝑡 is closest to the 𝑙-th cluster center 𝜽𝑙,𝑡 .

The problem with the above strategy is that it does not consider

successive timestamps. To solve this issue, we propose a temporal

landmark selection strategy. We re-formulate Eq.(5) as follows:

argmin

{Θ𝑙,𝑡 }𝜚𝑡𝑙=1

𝜚𝑡∑︁
𝑙=1

∑︁
𝑎∈Θ𝑙,𝑡

(∥𝒎𝑎.,𝑡 − 𝜽𝑙,𝑡 ∥22 + 𝜆∥𝒎𝑎.,𝑡−1 − 𝜽𝑙,𝑡 ∥
2

2
), (6)

where the second term ensures that the selected landmarks are still

representative in consecutive timestamps, and 𝜆 serves as a hyper-

parameter to balance the importance of these items. Fortunately,

we can efficiently derive an analytical solution of Eq.(6) as follows:

𝜽𝑙,𝑡 =


∑

𝑎∈Θ𝑙,𝑡 𝒎𝑎.,𝑡

|Θ𝑙,𝑡 | , if 𝑡 = 1,

∑
𝑎∈Θ𝑙,𝑡 (1+𝜆) (𝒎𝑎.,𝑡+𝒎𝑎.,𝑡−1 )

|Θ𝑙,𝑡 | , if 𝑡 > 1.

(7)

where |Θ𝑙,𝑡 | denotes the number of samples in the 𝑙-th cluster. By

iteratively updating Eq.(7) until convergence, we assign the nearest

|𝑈𝑡 |/𝜚𝑡 nodes to the 𝑙-th cluster center 𝜽𝑙,𝑡 (𝑙 ∈ {1, . . . , 𝜚𝑡 }) to 𝑈𝑡 ,
where 𝑈𝑡 denotes the temporal landmarks at the 𝑡-th timestamp

and |𝑈𝑡 | denotes the number of samples in𝑈𝑡 .

We then define the PMI matrix for temporal landmarks |𝑈𝑡 | as
𝑀00

𝑡 , which requires being factorized first as follows:

LLm

𝑡 = ∥𝑀00

𝑡 − Φ𝑡Ψ𝑡 ∥2F, 𝑠 .𝑡 .,Φ𝑡 ≥ 0,Ψ𝑡 ≥ 0,Φ𝑡1 = 1, (8)

where Φ𝑡 ,Ψ𝑡 are basis and coefficient matrices, respectively. These

matrices are kept fixed during the following processes to serve as

references, ensuring node embeddings’ coherence and consistency.

3
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Randomly Subset Separation in Fig 2(b).We randomly divide

all nodes, except those selected as landmarks of G𝑡 , into 𝑠 subsets.
We find that 𝑠 = 50 is suitable for all large-scale dynamic graphs.

Separated Matrix Factorization in Fig 2(c). After dividing all

nodes into 𝑠 subsets, Eq.(2) can be re-formulated as follow:

𝑀𝑡 =

©«
𝑀11

𝑡 · · · 𝑀1𝑠
𝑡

.

.

.
. . .

.

.

.

𝑀𝑠1
𝑡 · · · 𝑀𝑠𝑠

𝑡

ª®®®®¬
≈

©«
𝐶1

𝑡𝐻
1

𝑡 · · · 𝐶1

𝑡𝐻
𝑠
𝑡

.

.

.
. . .

.

.

.

𝐶𝑠
𝑡𝐻

1

𝑡 · · · 𝐶𝑠
𝑡𝐻

𝑠
𝑡

ª®®®®¬
, 𝑠 .𝑡 .


𝐶𝑡 ≥ 0

𝐻𝑡 ≥ 0,

𝐶𝑡 1 = 1


(9)

where𝑀𝑖𝑖
𝑡 repents intra-subset information within the 𝑖-th subset,

while𝑀
𝑖 𝑗
𝑡 captures inter-subset information between two subsets.

Independently factorizing these matrices can result in a significant

embedding drift between𝐶𝑖𝑡 and𝐶
𝑗
𝑡 , i.e., nodes in these subsets may

be projected into different hidden spaces with distinct basis vectors.

Theorem 1. For ∀𝑖 satisfying 1 ≤ 𝑖 ≤ 𝑠 , assuming 𝐶𝑖𝑡 and 𝐻
𝑖
𝑡 in

Eq.(9) can be linearly represented by the basis and coefficient matrices
of the landmarks, i.e., 𝐶𝑖𝑡 = 𝑃𝑖𝑡Φ𝑡 and 𝐻 𝑖𝑡 = Ψ𝑡𝑄

𝑖
𝑡 . Then, jointly

considering the matrix factorization of the landmarks𝑀00

𝑡 with each
sub-matrix ensures embedding consistency between subsets of nodes.

According to Theorem 1, to ensure embedding consistency of intra-

subsets, intra-subsets matrix factorization is formulated as follows:

Lintra

𝑡 =

𝑠∑︁
𝑖=1

( ∥𝑀𝑖𝑖
𝑡 − 𝐶𝑖

𝑡𝐻
𝑖
𝑡 ∥2F + ∥𝑀

0𝑖
𝑡 − Φ𝑡𝐻

𝑖
𝑡 ∥2F + ∥𝑀

𝑖0
𝑡 − 𝐶𝑖

𝑡Ψ𝑡 ∥2F ) (10)

=

𝑠∑︁
𝑖=1

( ∥𝑀𝑖𝑖
𝑡 − 𝑃𝑖𝑡𝑀00

𝑡 𝑄
𝑖
𝑡 ∥2F + ∥𝑀

0𝑖
𝑡 −𝑀00

𝑡 𝑄
𝑖
𝑡 ∥2F + ∥𝑀

𝑖0
𝑡 − 𝑃𝑖𝑡𝑀00

𝑡 ∥2F ) .

And inter-subsets matrix factorization can be formulated as follows:

Linter𝑡 =

𝑠∑︁
1≤𝑖≤𝑠,𝑖≠𝑗

∥𝑀𝑖 𝑗
𝑡 − 𝑃

𝑖
𝑡𝑀

00

𝑡 𝑄
𝑖
𝑡 ∥2F + ∥𝑀

𝑗𝑖
𝑡 − 𝑃

𝑗
𝑡𝑀

00

𝑡 𝑄
𝑖
𝑡 ∥2F . (11)

Finally, the overall objective function can be formulated as follows:

O𝑡 = Lintra𝑡 + Linter𝑡 + 𝛼
𝑠∑︁
𝑖=1

∥𝐶𝑖
𝑡 − 𝐶𝑖

𝑡−1 ∥2F, 𝑠 .𝑡 .𝐶
𝑖
𝑡 , 𝐻

𝑖
𝑡 ≥ 0, 𝐶𝑖

𝑡 1 = 1 (12)

For the proof and optimization process, please refer to Appendix G.

4.2 Bi-clustering Regularization
Real-world dynamic graphs always contain much noise and irregu-

lar evolution patterns, directly obtaining communities from𝐶𝑡 will

be easily affected by noisy data (Figure 6). To improve robustness

against noise and jointly optimize graph embedding and clustering,

we introduce bi-clustering theory [47] as a regularization item into

our overall objective function Eq.(12). To realize this goal, we first

introduce the nuclear norm theory as follows.

Theorem 2. Let 𝐿𝑆𝑡 =𝐼 −𝐷−1/2𝑆𝑡𝐷−1/2 be the normalized Laplacian
matrix, where 𝐷 is the degree matrix of 𝑆𝑡 . The multiplicity 𝑘 of
the eigenvalue 0 of 𝐿𝑆𝑡 ∈ R𝑛×𝑛 is equal to the number of connected

components of the bipartite graph 𝑆𝑡 =
(
0 𝐶𝑡

𝐶𝑇𝑡 0

)
, where 𝑛 denotes the

dimension of 𝐿𝑆𝑡 and 𝑇 indicates the matrix transpose operation.

Theorem 2 indicates that if 𝑟𝑎𝑛𝑘 (𝐿𝑆𝑡 ) = 𝑛 − 𝑘 , 𝑆𝑡 has 𝑘 purity

connected components (clusters), i.e., we need to minimize the

𝑘 smallest eigenvalues of 𝐿𝑆𝑡 to be 0. Suppose 𝜎𝑖 (𝐿𝑆𝑡 ) is the 𝑖-th

smallest eigenvalue of 𝐿𝑆𝑡 and𝜎𝑖 (𝐿𝑆𝑡 ) ≥ 0 since 𝐿𝑆𝑡 is positive semi-

defined. Then, the issue can be formulated as

∑𝑘
𝑖=1 𝜎𝑖 (𝐿𝑆𝑡 ) ≈ 0, how-

ever, optimizing this item is difficult. According to KyFan’s Theo-

rem [13], minimizing the sum of 𝑘 smallest eigenvalues can be trans-

formed into an easy trace optimization issue,

∑𝑘
𝑖=1 𝜎𝑖 (𝐿𝑆𝑡 ) ⇐⇒

𝑇𝑟 (𝐹𝑇𝑡 𝐿𝑆𝑡 𝐹𝑡 ), where 𝑇𝑟 () denotes the trace of the matrix and 𝐹𝑡 is

a learnable parameter matrix with orthogonality constraint.

Theorem 3. The bi-clustering regularization on the 𝑖-th subset 𝑆𝑖𝑡
is equal to the imposing constraints on 𝐶𝑖𝑡 , i.e., when 𝑆

𝑖
𝑡 contains 𝑘

pure clusters, 𝐶𝑖𝑡 will also exhibit 𝑘 pure clusters. And bi-clustering
regularization is decomposable, i.e., the constraint on the matrix𝑀𝑡
is equal to the constraint on each of its node subsets.

According to Theorem 3, we can add the bi-clustering regularization

(Bcr) to each subset. Then, Eq.(12) can be re-formulated as follows:

O𝑡 = Lintra

𝑡 + Linter

𝑡 + 𝛼
𝑠∑︁
𝑖=1

∥𝐶𝑖
𝑡 − 𝐶𝑖

𝑡−1 ∥2F + 𝛽L
Bcr

𝑡 , (13)

𝑠.𝑡 .𝐶𝑖
𝑡 , 𝐻

𝑖
𝑡 ≥ 0,𝐶𝑖

𝑡 1 = 1, LBcr

𝑡 =

𝑠∑︁
𝑖=1

𝑇𝑟 ( (𝐹 𝑖𝑡 )𝑇 𝐿𝑆𝑖𝑡 𝐹
𝑖
𝑡 ), (𝐹 𝑖𝑡 )𝑇 𝐹 𝑖𝑡 = I,

where I is the identity matrix, and 𝛼, 𝛽 are hyperparameters. Proof

is shown in Appendix H.

4.3 Selective Embedding Updating
The item

∑𝑠
𝑖=1 ∥𝐶𝑖𝑡 −𝐶𝑖𝑡−1∥

2

F
in Eq. (13) ensures temporal smooth-

ness between timestamps; however, the primary focus is on overall

smoothness, and the fine-grained smoothness between individual

node pairs is overlooked. This results in heterogeneity in node em-

bedding between successive snapshots, thus severely undermining

interpretability and visualizability during the analysis of dynamic

community trajectories. To avoid this issue and further improve

clustering efficiency and accuracy, we devise a fine-grained node-

level temporal smoothing strategy. We first separating nodes into

static and dynamic groups and then update only the embeddings of

those dynamically changing nodes, while the embeddings of static

nodes are fixed and shared between each timestamp.

Most nodes in dynamic graphs follow gradual and stable evolu-

tion patterns, maintaining their embeddings relatively unchanged

over time [39]. The remaining dynamic nodes are defined as those

whose topological structures undergo significant changes or whose

positions shift considerably relative to dynamic landmarks.

Based on this assumption, dynamic nodes can be defined as:

Δ𝜖𝑎,𝑡 = ∥𝒘𝑎.,𝑡 − 𝒘𝑎.,𝑡 ∥22︸               ︷︷               ︸
topological changes

+ ∥ (𝒘𝑎.,𝑡 − 𝜽𝑎,𝑡 ) − (𝒘𝑎.,𝑡 − 𝜽𝑎,𝑡 ) ∥22︸                                         ︷︷                                         ︸
relative positions shift

, (14)

where𝒘𝑎.,𝑡 is the 𝑎-th row of weighted adjacency matrix𝑊𝑡 ,𝒘𝑎.,𝑡
is the average among three successive snapshots:𝒘𝑎.,𝑡 = (𝒘𝑎.,𝑡−1 +
𝒘𝑎.,𝑡 +𝒘𝑎.,𝑡+1)/3, 𝜽𝑎,𝑡 is the clustering center closest to 𝒘𝑎.,𝑡 , and

𝜽𝑎.,𝑡 is the averaged among three clustering centers closest to𝒘𝑎.,𝑡 ,

i.e., 𝜽𝑎.,𝑡 = (𝜽𝑎.,𝑡−1 + 𝜽𝑎.,𝑡 + 𝜽𝑎.,𝑡+1)/3. When 𝑡=1 or 𝑡=𝜏 , we ignore

𝒘𝑎.,0/𝜽𝑎.,0 and𝒘𝑎.,𝜏+1/𝜽𝑎.,𝜏+1, respectively. Δ𝜖.,𝑡 can be considered

as a threshold, measuring the dynamics of each node, to divide the

nodes into a dynamic set 𝑋𝑡 with 𝜇% nodes and a static set 𝑌𝑡 .

We then fix the static node embeddings in𝑌𝑡 unchanged and only

update the 𝜇% dynamic node embeddings in 𝑋𝑡 . Then, landmarks
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factorization of Eq.(8) can be re-formulated as follows:

˜LLm𝑡 =


(
𝑀00

𝑥𝑥,𝑡 𝑀00

𝑥𝑦,𝑡

𝑀00

𝑦𝑥,𝑡 𝑀00

𝑦𝑦,𝑡

)
−

(
Φ𝑥,𝑡

Φ𝑦,𝑡

)
(Ψ𝑥,𝑡 ,Ψ𝑦,𝑡 )


2

F

, (15)

𝑠 .𝑡 . Φ𝑦,𝑡 = Φ𝑦,𝑡−1, Ψ𝑦,𝑡 = Ψ𝑦,𝑡−1,

where 𝑀00

𝑥𝑥,𝑡 and 𝑀00

𝑦𝑦,𝑡 represent the PMI matrix of static and

dynamic nodes in𝑀00

𝑡 , respectively. Φ𝑥,𝑡 and Φ𝑦,𝑡 denote the sub-
blocks of Φ𝑡 for the dynamic and static landmarks, respectively.

Following Eq.(15), the overall objective function Eq.(13) can be

factorized by only updating dynamic node embeddings while re-

moving the temporal smoothing item, re-formulated as follows:

O𝑡 = ˜Lintra

𝑡 + ˜Linter

𝑡 + 𝛽 ˜LBcr

𝑡 , (16)

where
˜Lintra

𝑡 ,
˜Linter

𝑡 , and
˜LBcr

𝑡 are the versions where the selective

embedding updating has been applied.

By applying the constraint of fixing static node embeddings, we

gain two advantages: (i) it prevents updates to static node em-
beddings from introducing noise, allowing us to better leverage
historical information to improve model performance; (ii) it al-
lows us to remove the smoothness term ∥𝐶𝑖𝑡 −𝐶𝑖𝑡−1∥

2

F
in Eq.(13),

which significantly reduces computational cost. Please refer to Ap-

pendix I for a detailed definition and optimization of Eq.(16).

4.4 Complexity Analysis
Time Complexity. The time complexity of selecting |𝑈𝑡 | land-
marks with 𝜚𝑡 clustering centers of all nodes |𝑉𝑡 | using Eq.(7)

is O(|𝑉𝑡 |𝜚𝑡 𝑙1), where 𝑙1 is the number of iterations for converg-

ing to the optimal global solution. The time complexity of per-

forming Φ𝑡 and Ψ𝑡 by using Eq.(I.12) and Eq.(I.14) is O(|𝑈𝑡 |2𝑟𝑙2),
where r is the number of dimensions and 𝑙2 is the number of it-

erations to optimize Eq.(15) by gradient descent. The time com-

plexity of updating 𝐹 𝑖𝑡 in Eq.(I.27) for block 𝐶𝑖𝑡 with |Γ𝑖𝑡 | nodes is
O(|𝑈𝑡 |3 + |𝑈𝑡 |2 |Γ𝑖𝑡 |) [47]. Taking into account the above complexity,

the total time complexity of using our method for dynamic graphs

with 𝜏 timestamps is O(|𝑈𝑡 |3 + |𝑈𝑡 |2 |Γ𝑖𝑡 | + |𝑈𝑡 |2𝑟𝑙2 + |𝑉𝑡 |𝜚𝑡 𝑙1) =
O(max{ |𝑈𝑡 |, |Γ𝑖𝑡 |, 𝑟𝑙2 } |𝑈𝑡 |2), while standard matrix factorization

methods need time complexity of O(|𝑉𝑡 |3). Compared to standard

matrix factorization methods, our method is more efficient.

Space Complexity. Since our method takes only snapshots G𝑡−1,
G𝑡 , and G𝑡+1 as input to identify communities in the 𝑡-th timestamp,

the space complexity is O(|𝑉𝑡 |2) including the space O(|𝑉𝑡 |𝑟 ) to
store the matrices 𝐶𝑡 and 𝐻𝑡 with 𝑟 as the dimensions of matrix.

5 Experiment
Datasets. As shown in Table 1, following previous works [31, 72],

we evaluate baselines on six synthetic dynamic graphs and five

real-world dynamic graphs with varying number of nodes and

edges. Synthetic dynamic graphs are generated following regular

evolution rules. SYN-FIX/SYN-VAR [24] randomly exchange com-

munities of some nodes. Green datasets [15] consider four evolution

events including Birth-Death: existing communities are removed or

generated by randomly selecting nodes from other communities;

Expand-Contract: communities are expanded or contracted; Hide:
communities are randomly hidden; Merge-Split: communities are

split or merged. We also evaluate on various real-world domains,

Table 1: Detailed statistics of dynamic graph benchmarks.

Dynamic Graphs # of Nodes # of Edges # of Snapshots

SYN-FIX 128 1,248,231 10

SYN-VAR 256 6,259,526 10

Birth-Death 30K& 100K 12M&24M 10& 20

Expansion 30K& 100K 13M&26M 10& 20

Hide 30K& 100K 13M&28M 10& 20

Merge-Split 30K& 100K 14M&29M 10& 20

Wikipedia 8,400 162,000 5

Dublin 11,000 415,900 5

arXiv 28,100 4,600,000 5

Flickr 2,302,925 33,100,000 5

Youtube 3,200,000 12,200,000 5

including Academic Graphs: arXiv [27]; Social Graphs: Dublin [19]

and Flickr [43] and Website Interaction Graphs: Wikipedia [26] and

Youtube [43]. Appendix C provides more details.

Baselines. We compare our method with 14 best-performing base-

lines, i.e.,Neural Network-basedmethods: CSEA [14], DSCPCD [66],

SepNE [34], node2vec [17], LINE [62], RNNGCN [69], ROLAND [71],

and TGC [38]; andMatrix Factorization-basedmethods: PisCES [35],

DYNMOGA [15], NE2NMF [31], RTSC [72], RDMA [51], and jL-

MDC [30]. Appendix D provides more details about these baselines.

Implementation Details. Following previous works [35, 42], we
use normalized mutual information (NMI) [10] and normalized F1-

score (NF1) [52] to measure clustering accuracy. We reproduced

the baselines using their optimal parameters and reported average

performance over five repeated runs with different random seeds.

We conducted multiple t-tests with Benjamini-Hochberg [3] cor-

rection to assess the statistical significance of the performance. We

took Birth-Death-30K as validation datasets for hyperparameter

tuning.With grid search, our method achieves the best performance

when number of blocks 𝑠 = 50, dimension of embeddings 𝑟 = 1, 000,

percentage of landmarks ∥𝑈𝑡 ∥ = 0.5, percentage of dynamic nodes

𝜇 = 0.16, 𝜆 = 0.2 in Eq.(6) and 𝛽 = 20 in Eq.(16).

5.1 Performance Evaluation
The performance of various baselines in terms of NMI and NF1

scores on synthetic and real-world dynamic graphs is shown in Ta-

ble 2. We observe that DyG-MF achieves the highest NMI and NF1

scores across all dynamic graphs. This can be attributed to its tem-

poral separated matrix factorization, bi-clustering regularization,

and selective embedding updating. Specifically, compared to the

neural network-based methods RNNGCN and ROLAND, DyG-MF

improves NMI scores by 5% and 3.8% on Flickr and Youtube, since

DyG-MF jointly optimizes node embeddings and clustering, ensur-

ing that node embeddings provide the most suitable features for

clustering. In comparison with matrix factorization-based baselines,

DyG-MF outperforms them by leveraging fine-grained temporal

smoothness to capture dynamics at the node level (w/o SEU versus

DyG-MF in Table 2) and utilizing bi-clustering regularization to

reduce noise in real-world dynamic graphs (w/o BR versus DyG-MF

in Table 2). Figure 3 further shows the performance of the baselines

at each timestamp, showing that DyG-MF consistently outperforms

baselines and can be effectively applied to real world.
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Table 2: Overall performances on dynamic graphs. Bold and Underline indicates the best and second-best performing methods.
Symbol † indicates that DyG-MF significantly surpassed all baselines with a p-value< 0.005. The top eight methods are neural
network-based methods, and the other methods are matrix factorization-based methods. ✗ means that it cannot be executed
due to memory and running time constraints. DyG-MF w/o TSMF, w/o BR, and w/o SEU are introduced in Sec 5.4.

Methods SYN-FIX SYN-VAR Birth-30K Expand-30K Hide-100K Merge-100K Wikipedia Dublin arXiv Flickr Youtube

NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1 NMI NF1

CSEA [14] 70.8 73.1 72.4 74.2 88.6 68.8 87.3 67.2 74.9 62.3 76.6 61.9 28.6 7.5 29.6 10.2 28.3 9.8 30.2 13.6 29.6 14.4

DSCPCD [66] 73.2 75.2 76.1 77.3 89.2 69.8 88.9 70.3 79.6 63.5 81.0 64.4 28.2 7.3 32.4 11.9 31.8 10.9 34.3 18.2 32.6 15.9

SepNE [34] 96.9 96.8 91.3 88.8 92.5 89.4 92.1 81.8 89.0 81.1 89.2 78.6 31.4 9.8 49.2 21.0 42.8 25.8 40.3 22.4 39.5 21.0

node2vec [17] 98.3 97.9 92.6 91.3 93.8 85.8 93.2 83.6 91.2 85.6 89.0 78.2 33.5 10.2 50.3 23.2 44.3 26.8 42.4 25.5 42.8 24.5

LINE [62] 97.8 97.6 91.2 89.3 92.1 85.9 92.3 84.8 89.5 82.2 88.0 77.6 31.2 9.6 49.8 21.2 43.2 26.0 41.5 24.6 41.9 23.8

RNNGCN [69] 99.2 98.8 95.5 90.3 96.6 84.5 95.9 85.1 92.1 84.3 91.2 80.9 40.3 22.5 52.2 31.6 45.4 26.2 48.5 30.2 47.6 32.3

ROLAND [71] 98.2 97.7 93.8 89.2 95.5 83.2 94.1 83.8 93.3 85.8 92.8 81.6 42.2 22.3 53.6 31.6 46.8 27.6 47.5 31.4 48.4 33.2

TGC [38] 98.3 97.9 93.5 90.6 95.3 83.0 93.8 83.6 92.8 85.4 91.5 81.2 41.3 22.3 52.8 31.3 45.8 26.8 47.8 31.6 47.9 32.6

PisCES [35] 99.0 99.7 88.1 56.6 91.2 41.6 92.6 49.0 ✗ ✗ ✗ ✗ 32.1 9.9 46.3 16.2 38.2 14.5 ✗ ✗ ✗ ✗
DYNMOGA [15] 92.5 95.6 84.2 61.6 98.1 78.1 98.2 65.3 ✗ ✗ ✗ ✗ 36.2 9.9 49.8 20.1 39.1 24.5 ✗ ✗ ✗ ✗
NE2NMF [31] 97.8 95.9 94.2 93.6 97.1 76.1 97.5 63.1 ✗ ✗ ✗ ✗ 34.1 8.2 47.9 18.9 38.2 22.9 ✗ ✗ ✗ ✗
RTSC [72] 99.2 99.0 98.7 98.2 92.8 55.3 92.1 53.2 ✗ ✗ ✗ ✗ 30.6 11.3 46.6 19.3 38.2 20.2 ✗ ✗ ✗ ✗
jLMDC [30] 99.7 99.9 99.9 98.4 98.0 77.4 97.6 66.6 ✗ ✗ ✗ ✗ 44.6 22.1 48.3 21.9 45.6 26.9 ✗ ✗ ✗ ✗
RDMA [51] 98.4 97.8 95.5 94.8 95.3 69.8 94.8 85.5 ✗ ✗ ✗ ✗ 33.8 10.2 47.2 18.6 41.6 25.2 ✗ ✗ ✗ ✗

DyG-MF (Ours) 100 100 100 100 99.9† 90.2† 99.2† 90.9† 94.3† 86.5† 94.4† 83.2† 50.4† 25.8† 56.1† 33.7† 51.8† 30.2† 52.3† 33.6† 51.8† 34.5†
w/o TSMF 100 100 100 100 99.9 90.3 99.3 90.9 ✗ ✗ ✗ ✗ 50.6 25.9 56.4 33.9 52.0 30.5 ✗ ✗ ✗ ✗
w/o BR 99.0 99.5 88.9 71.8 97.3 78.2 97.8 82.6 90.8 84.5 88.7 78.1 45.8 21.5 52.1 30.6 45.8 25.8 48.2 29.6 48.5 31.6

w/o SEU 99.8 99.8 96.5 94.8 98.9 88.2 98.9 86.8 93.1 85.2 92.3 81.4 48.2 23.9 54.8 32.4 48.6 28.5 50.3 32.8 50.6 33.3
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Figure 3: Performance on varying timestamps of selected best-performing baselines on four real-world datasets.

Moreover, we also employ two additional metrics, Modular-

ity [45] and Density [7], to evaluate the quality of detected dy-

namic communities. This is necessary because NMI and NF1 rely

on ground-truth labels, which can be easily affected by incorrect

labeling. Specifically, Modularity evaluates the quality of inter-

connections between nodes within a community, while Density

measures outer-connections among communities without relying

on labels. Figure 4 shows that DyG-MF outperforms three best-

performing baselines on real-world dynamic graphs, indicating the

effectiveness of DyG-MF in identifying high-quality communities.

SepNE

ROLAND

RNNGCN
DyG

-MF

Flickr

0.30

0.35

0.40

0.45

0.50

0.55

M
od

ul
ar

ity

SepNE

ROLAND

RNNGCN

DyG
-MF

Youtube

0.30

0.35

0.40

0.45

0.50

M
od

ul
ar

ity

SepNE

ROLAND

RNNGCN
DyG

-MF

Flickr

0.06

0.08

0.10

0.12

0.14

0.16

D
en

si
ty

SepNE

ROLAND

RNNGCN
DyG

-MF

Youtube

0.06

0.08

0.10

0.12

0.14

0.16

D
en

si
ty

Figure 4: Modularity and Density on large dynamic graphs.

5.2 Scalability Evaluation
Table 3 shows the detailed running time of DyG-MF and baselines

on large-scale dynamic graphs. Compared to the fastest baseline,

SepNE, DyG-MF reduces the running time by 44.61% across all dy-

namic graphs, with a 52.27% reduction on synthetic dynamic graphs

and 37.00% on real-world ones. To further investigate the scalability

of DyG-MF, we conduct additional experiments on the Birth-Death

dataset with varying numbers of snapshots and nodes, as shown in

Figure 5. Specifically, DyG-MF’s running time increases linearly as

the number of snapshots and nodes grows, while the baselines show

nearly exponential growth. This demonstrates DyG-MF’s strong

scalability for larger-scale real-world dynamic graphs, which can

be attributed to its separated matrix factorization and selective

embedding updating. Specifically, the temporal separated matrix

factorization strategy breaks down the large-scale matrix factoriza-

tion problem into smaller, more manageable subproblems without

compromising clustering accuracy (jLMDC vs. DyG-MF in Tables 2

and 3). Moreover, compared to other matrix factorization-baselines

like DYNMOGA, which update the embeddings of all nodes at each

timestamp, DyG-MF updates only a small fraction of dynamically
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Table 3: Running Time for DyG-MF and baselines on large-scale synthetic and real-world dynamic graphs (sec). ✗ indicates that
the corresponding methods could not be executed due to memory constraints or exceeded the time limit.

Methods Synthetic dynamic graphs (↓) Real-world dynamic graphs (↓)
Bir-Dea-100K Expand-100K Hide-100K Mer-Spl-100K Avg. Wikipedia Dublin arXiv Flickr Youtube Avg.

CSEA 11,355 12,233 13,211 12,122 12,230 9,342 10,242 10,211 85,363 96,299 42,291

DSCPCD 10,255 11,323 10,232 11,211 10,755 8,882 9,323 9,299 82,242 94,233 40,795

SepNE 7,232 7,599 7,104 7,562 7,374 3,519 3,974 5,602 40,752 58,608 22,491

LINE 23,633 22,566 20,963 21,555 22,179 7,820 9,464 13,029 117,000 132,000 55,862

node2vec 16,963 17,070 17,799 17,705 17,384 5,474 7,098 10,032 99,450 121,440 48,698

RNNGCN 25,342 24,983 24,518 25,388 25,057 15,512 17,035 20,846 263,250 294,360 122,200

ROLAND 25,983 25,268 24,399 23,598 24,812 8,602 10,883 15,374 146,250 172,920 70,805

TGC 21,252 20,488 19,458 20,269 20,366 8,420 10,232 14,535 138,455 168,345 67,997

PisCES ✗ ✗ ✗ ✗ ✗ 44,365 50,287 98,382 ✗ ✗ ✗
DYNMOGA ✗ ✗ ✗ ✗ ✗ 24,582 33,442 62,579 ✗ ✗ ✗
NE2NMF ✗ ✗ ✗ ✗ ✗ 39,482 44,377 79,255 ✗ ✗ ✗
RTSC ✗ ✗ ✗ ✗ ✗ 42,242 43,345 81,334 ✗ ✗ ✗
jLMDC ✗ ✗ ✗ ✗ ✗ 18,541 25,233 38,433 ✗ ✗ ✗
RDMA ✗ ✗ ✗ ✗ ✗ 33,482 48,257 66,598 ✗ ✗ ✗
DyG-MF 3,434 3,523 3,425 3,693 3,518 1,829 2,304 2,717 32,460 40,752 16,012
w/o TSMF ✗ ✗ ✗ ✗ ✗ 31,363 33,595 55,282 ✗ ✗ ✗

evolving nodes (16%), showing its potential applicability in real-

world scenarios. Figure 5(C-D) also confirms that higher efficiency

and scalability do not reduce the NMI scores.

0 10 20 30 40 50
(A) Running time w.r.t. varying snapshots

0.0

2.0

4.0

6.0

8.0

10.0

R
un

ni
ng

 T
im

e 
(h

rs
)

10e+3 10e+4 10e+5 10e+6
(B) Running time w.r.t. varying nodes

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

40.0

R
un

ni
ng

 T
im

e 
(h

rs
)

SepNE 
node2vec 
ROLAND 
DyG-MF

10 20 30 40 50
(C) Performance versus varying snapshots

84.0

86.0

88.0

90.0

92.0

94.0

96.0

98.0

100.0

N
M

I

SepNE
node2vec
ROLAND
DyG-MF

10e+3 10e+4 10e+5 10e+6
(D) Performance versus varying nodes

86.0

88.0

90.0

92.0

94.0

96.0

98.0

100.0

N
M

I

Figure 5: Scalability w.r.t. varying snapshots and nodes.

5.3 Robustness Evaluation
Real-world dynamic graphs often contain much noise and exhibit ir-

regular evolution patterns. Table 2 and Figure 3 show that DyG-MF

outperforms all baselines on real-world dynamic graphs, demon-

strating its ability to filter out noise and capture more complex

evolution patterns. To further support our statement, as shown in

Figure 6, we contaminate dynamic graphs by adding 5%∼30% noisy

edges in each snapshot, following Tan et al. [61]. Compared to

the best-performing baselines, DyG-MF shows a less performance

degradation, indicating its robustness against temporal noisy edges.

We also observe that w/o bi-clustering regularization significantly

decreases the NMI score, showing that bi-clustering regularization

serves as the main component of DyG-MF in maintaining robust-

ness against noise attacks in dynamic graphs.
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Figure 6: Noise Attacks. NMI w.r.t. percentage of noisy edges.

Table 4: Ablation study on landmark selection strategies.
Dynamic means landmarks are updated at each timestamp.

Strategies Bir-Dea-30K Hide-30k Wikipedia

DyG-MF+ NMI NF1 NMI NF1 NMI NF1

Fixed Random Selection 90.2 83.2 89.2 80.1 42.2 19.5

Fixed Greedy Selection 92.6 85.5 92.1 82.3 44.8 21.3

Fixed 𝐾 -means Selection 94.2 86.9 94.5 84.5 46.5 23.1

Dynamic Random Selection 88.2 81.5 90.3 82.3 41.8 17.9

Dynamic Greedy Selection 93.5 86.2 94.1 83.6 45.7 22.7

Dynamic 𝐾 -means Selection (Eq. (5)) 96.3 87.5 96.2 86.1 47.5 23.8

Our Selection (Eq. (6)) 99.9 90.2 98.9 89.9 50.4 25.8

5.4 Ablation Study
We conduct an ablation study to evaluate the necessity of each

component of DyG-MF. We consider the following three variants of

DyG-MF: (i) without Temporal SeparatedMatrix Factorization
(w/o TSMF): remove separated matrix factorization introduced

in Sec 4.1 and replace it with Eq.(4); (ii) without Bi-clustering
Regularization (w/o BR): remove bi-clustering regularization in-

troduced in Sec 4.2; (iii) without Selective Embedding Updating
7
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Figure 7: (A)-(C) and show the number of clusters, and hyperparameter tuning of 𝑟 , 𝛽 and 𝑠 on the first snapshot of Birth-Death-
30K. (D)-(E) show the percentage of dynamic nodes and landmarks of four synthetic datasets with 30K nodes.

(w/o SEU): remove fine-grained temporal smoothing strategy in-

troduced in Sec 4.3. As shown in Table 2, removing any of these

components negatively impacts overall performance on dynamic

graph clustering, demonstrating their effectiveness and necessity.

To understand the role of temporal landmarks, as shown in Ta-

ble 4, we selecte random sampling, greedy search [34] and𝐾-means

as potential strategies. We have three observations. (i) Temporal
landmarks selection is crucial, as it can significantly affect per-

formance on dynamic graph clustering. If landmarks cannot cover

the entire feature space, there can be severe information loss for

certain samples, leading to clustering errors. (ii) Greedy sampling
may not be as effective as the 𝐾-means method, while it is faster.

(iii) Fixed setting underperforms the dynamic one because the
core landmarks will change over time. Thus, dynamically updating

landmark selection can further improve performance.

5.5 Hyperparameters Analysis
We use the first snapshot of four synthetic event datasets as val-

idation data to tune the hyperparameters {𝑠, 𝑟, 𝛽, 𝜇, |𝑈𝑡 |}, where
𝑠 represents the number of separated subsets, 𝑟 is the dimension

of the node embeddings, 𝛽 is the balanced parameter in Eq.(16),

𝜇 indicates the number of dynamic nodes, and |𝑈𝑡 | refers to the

number of landmarks. Following previous studies [69, 71], we adopt

a grid search method to tune each hyperparameter while keeping

the other parameters fixed. In Figure 7(A), the number of clusters 𝜚

is automatically determined by the elbow method. Figure 7(B)-(C)

shows that with 𝑟 = 1, 000, 𝛽 = 20 and 𝑠 = 50, DyG-MF achieves

the highest NMI scores on the validation dataset. We do not display

these parameters for the other three synthetic datasets, as they

follow a similar trend. Figure 7(D)-(E) shows that when 𝜇 ∈ [16, 20]
and |𝑈𝑡 | ∈ [0.48, 0.52], DyG-MF achieves the best performance.

Thus, we set 𝜇 = 16 and |𝑈𝑡 | = 0.5 for the rest experiments. Note

that for small-scale datasets like SYN-FIX/SYN-VAR, we set 𝑠 = 1.

5.6 Case Study
To clearly demonstrate the effectiveness of DyG-MF, we present

a visualization of the detected clusters using the t-SNE plot of the

second snapshot from Wikipedia. As shown in Figure 8(A), the

initialized node embeddings are randomly distributed in the two-

dimensional space, without any discernible community structures.

After optimizing by DyG-MF, we learn representative and suitable

node embeddings that can automatically cluster nodes into distinct

clusters, as illustrated in Figure 8(B).

To further illustrate the effectiveness, interpretability, and ro-

bustness of DyG-MF, we provide a case study using a Sankey plot

(A) (B)

(C1) (C2)

Figure 8: t-SNE of the 2nd snapshot of Wikipedia: (A) initial-
ized and (B) DyG-MF learned node embeddings. Communi-
ties of 3rd (C1) and 4th (C2) snapshots in SYN-VAR.

to show community structures in the 3rd and 4th snapshots of the

SYN-VAR, as shown in Figure 8(C1)-(C2). DyG-MF can effectively

track the evolution patterns of individual node, i.e., nodes from the

second cluster in the 3rd snapshot are split into the second and third

clusters in the 4th snapshot, highlighting DyG-MF’s effectiveness

and interpretability. Benefiting from the bi-clustering regulariza-

tion, we can easily obtain the community evolution of nodes, where

each diagonal block represents a community and the middle parts

illustrate the transitions and changes between communities.

6 Conclusion
In this study, we proposed a novel scalable and robust temporal

separated matrix factorization method to reveal the evolution mech-

anism of complex real-world complex systems. By jointly estimating

graph embedding and clustering with Bi-clustering regularization

and selective embedding updating, our method can achieve SOTA

performance on synthetic and real-world dynamic graphs, illus-

trating its scalability, robustness, and effectiveness. In the future,

we will design more separated matrix factorization strategies to

preserve more global information, use incremental clustering to

reduce time complexity during landmark selection, introduce dif-

fusion models to enhance robustness, and extend our method to

continuous-time dynamic graphs to enhance its flexibility.
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A Limitations
The first limitation of this study is that DyG-MF only addresses

non-overlapping clustering, while its performance on overlapping

clustering remains underexplored. The second limitation is that

DyG-MF has only been evaluated on large-scale real-world datasets

containing up to 3,200,000 nodes, leaving its performance on even

larger datasets still unexamined. Finally, with the advancement of

natural language processing, many graph foundation models have

been proposed. Exploring how to integrate these graph foundation

models to obtain well-initialized node embeddings for improved

performance is a promising area for future research.

B Pseudocode of DyG-MF
We give a Pseudocode of DyG-MF in Algorithm 1.

Algorithm 1: Pseudocode of our method.

Input: G{1,· · · ,𝜏 } : Dynamic Graphs; 𝑠, 𝑟, 𝛽, 𝜇, 𝜆: Hyperparameters.

Output: {𝑉𝑙 }𝑘𝑡𝑙=1 (𝑡 ∈ {1 . . . , 𝜏 }) : Dynamic Communities.

1 for 𝑡 ∈ {1, . . . , 𝜏 } do
2 Part I: Dynamic Graphs Separation and Processing.
3 Randomly partition V𝑡 into 𝑠 subsets;

4 Temporal landmarks selection of𝑈𝑡 by Eq.(7);

5 Partition nodes into static set 𝑌𝑡 and dynamic set 𝑋𝑡 by Eq.(14);

6 Part II: Landmarks Matrix Factorization of Eq.(15)
7 repeat
8 Update Φ𝑥,𝑡 by using Eq.(I.12);

9 Update Ψ𝑥,𝑡 by using Eq.(I.14);

10 until converge;
11 Part III: Separated Matrix Factorization of Eq.(16)
12 for 𝑖 ∈ {1, . . . , 𝑠 } do
13 repeat
14 Fix other variables, update 𝐹 𝑖𝑥,𝑡 by using Eq.(I.27);

15 Fix other variables, update𝑄𝑖
𝑥,𝑡 by using Eq.(I.29);

16 Fix other variables, update 𝑃𝑖𝑥,𝑡 by using Eq.(I.33);

17 until converge;
18 Calculate𝐶𝑖

𝑡 = [𝑃𝑖𝑥,𝑡Φ𝑡 ;𝑃
𝑖
𝑦,𝑡Φ𝑡 ]

19 end
20 Recognizing clusters from𝐶𝑖

𝑡 for ∀𝑖 satisfying 1 ≤ 𝑖 ≤ 𝑠 ;
21 end

C More Details about Datasets
We conducted experiments on 11 widely used datasets, including

six synthetic and five real-world datasets, as shown in Table 1.

SYN Datasets. SYN-FIX and SYN-VAR were constructed with dif-

ferent dynamic settings for vertices and communities [24]. SYN-FIX

fixes the number of communities at four and generates snapshots

by randomly moving three vertices from each original community

to new communities from the second to the final timestamp. In

contrast, SYN-VAR consists of 256 vertices belonging to four equal-

sized communities, randomly moving eight vertices from each of

the four communities to form a new community with 32 vertices

from the second to the fifth timestamp. The generated snapshots

are then copied and reversed to create the final five snapshots.

10



1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

1177

1178

1179

1180

1181

1182

1183

1184

1185

1186

1187

1188

1189

1190

1191

1192

1193

1194

1195

1196

1197

1198

1199

1200

1201

1202

1203

1204

1205

1206

1207

1208

1209

1210

1211

1212

1213

1214

1215

1216

1217

1218

Revisiting Dynamic Graph Clustering via Matrix Factorization Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

1219

1220

1221

1222

1223

1224

1225

1226

1227

1228

1229

1230

1231

1232

1233

1234

1235

1236

1237

1238

1239

1240

1241

1242

1243

1244

1245

1246

1247

1248

1249

1250

1251

1252

1253

1254

1255

1256

1257

1258

1259

1260

1261

1262

1263

1264

1265

1266

1267

1268

1269

1270

1271

1272

1273

1274

1275

1276

Green Datasets. Considering the network sizes and the limited

dynamic evolution of SYN-FIX/VAR, we generated four event-based

temporal networks starting from the second timestamp [15]:

• Birth-Death: 5% existing communities are removed or gener-

ated by randomly selecting vertices from other communities;

• Expansion: 10% of communities are expanded or contracted by

50% of their original size;

• Hide: 10% of the communities are randomly hidden;

• Merge-Split: 20% of communities are split or merged in pairs.

We repeated the above process (𝜏-1) times to construct the corre-

sponding temporal networks, setting the number of timestamps

to 10, the number of vertices to 30K/100K, the average degree of

each snapshot at 100, the maximum degree at 200, the number of

communities in the range [40, 60], and the mixing parameter to

0.2. As a result, we obtained Green datasets with 30K and 100K

vertices, while we evaluated the evolutionary methods only on the

30K temporal networks.

Real-world Datasets. Following previous studies [31, 72], we con-
ducted experiments on five widely used real-world temporal net-

works covering multiple applications. (1) Academic graphs: The
arXiv dataset [? ] is a collaboration graph that describes the authors

of scientific papers, covering papers from January 1993 to April 2003

(124 months) and consisting of 28,100 papers with 4,600,000 edges.

(2) Social networks: The Dublin dataset [19] contains dynamic

person-contact networks with 20-second intervals collected during

the Infectious SocioPatterns event at the Science Gallery in Dublin.

The Flickr dataset [43] is a dynamic social network with data col-

lected over three months, featuring 950,143 new users and more

than 9.7 million new links, focusing on how new links are formed.

(3) Website interaction networks: The Wikipedia dataset [? ] is
a bipartite editing network that contains temporal edits by users of

Wikipedia pages. The Youtube dataset [43] includes a list of user-

to-user links from the video-sharing website Youtube. To evaluate

clustering accuracy, gold community labels are necessary for each

vertex. We obtained gold community labels during the generation

of synthetic temporal networks.

For real-world temporal networks, following previous studies [15]

by aggregating all edges across all timestamps into a single graph

and applying DYNMOGA to compute a soft modularity score Q [46],

where the highest Q was considered the gold label for all vertices.

D More Details about Baselines
We compare our method with 14 best-performing baselines, which

can be classified mainly into the following three classes:

Coupling Baselines:

• CSEA [14] first uses the Variational Autoencoder to reduce the

dimension of the adjacency matrix and extracts the core struc-

ture of the coupling network. Then, 𝐾-means clustering is used

to obtain information about the community structure.

• DSCPCD [66] detects community structures by maximizing the

dual structural consistency of the coupling network, i.e., the
original explicit graph and the potential implicit graph have a

consistent community structure.

Two-stage Baselines:

• SepNE [34] ignores the temporal information and estimates

the clustering accuracy of separated matrix factorization in a

proximity matrix from the given dynamic graphs. 𝐾-means is

then used in the factorized matrix to obtain dynamic clusters.

• node2vec [17] uses a biased random walk procedure to explore

neighborhoods in a breadth-first and depth-first samplingmethod

so that neighborhood information can be maximally preserved.

After obtaining graph embedding, 𝐾-means is used to capture

dynamic clusters.

• LINE [62] is a breadth-first edge sampling method and considers

both adjacent and deep interactions between vertices to learn

graph embedding instead of using randomwalks. After obtaining

graph embedding, 𝐾-means is used to capture dynamic clusters.

• RNNGCN [69] uses an RNN to learn the decay rates of each

edge over timestamps to characterize the importance of his-

torical information for current clustering. A two-layer graph

convolutional network is used for dynamic graph clustering.

• ROLAND [71] extends the GNN to dynamic scenes by viewing

the node representation at different layers as hierarchical node

states and using GRUs to update these hierarchical vertex states

based on newly observed vertices and edges.

• TGC [38] propose a general framework for deep Temporal Graph

Clustering, which introduces deep clustering techniques to suit

the interaction sequence-based batch-processing pattern of tem-

poral graphs. They then discuss differences between temporal

graph clustering and static graph clustering from several levels.

Evolutionary Baselines:

• PisCES [35] globally estimates and optimizes clustering drift on

all snapshots. It uses non-negative matrix factorization, which

is equal to spectral clustering, for dynamic graph clustering.

• DYNMOGA [15] estimates the clustering drift by minimizing

the NMI between the community structures detected between

two successive snapshots. And it maximizes clustering precision

by directly decomposing the adjacencymatrix and uses𝐾-means

for dynamic graph clustering.

• NE2NMF [31] uses previous and current snapshots to character-

ize cluster drift and locally optimizes drift at each timestamp.

After decomposing the adjacency matrix by NMF to obtain a

vertex representation matrix, it continues to detect communities

by decomposing the vertex representation matrix.

• RTSC [72] uses the previous, current, and subsequent graphs to

measure clustering drift. It applies non-negative matrix factor-

ization to the common feature matrix of three successive graphs

to estimate clustering precision. Finally, RTSC uses 𝐾-means as

post-processing for dynamic graph clustering.

• jLMDC [30] propose a novel joint learning model for dynamic

community detection through joint feature extraction and clus-

tering. This model is formulated as a constrained optimization

problem. Vertices are classified into dynamic and static groups

by exploring the topological structure of temporal networks to

fully exploit their dynamics at each time step. Then, jLMDC

updates the features of dynamic vertices by preserving features

of static ones during optimization. The advantage of jLMDC is
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that the features are extracted under the guidance of clustering,

promoting performance, and saving running time.

• RDMA [51] propose the robust memetic method and use the idea

to optimize the detection of dynamic communities in complex

networks. They work with dynamic data that affect the two

main parts of the initial population value and the calculation of

the evaluation function of each population, and there is no need

to determine the number of communities in advance.

E Introduction of Criteria and Significant Tests
Following previous studies [35, 42], we used normalized mutual

information (NMI) [10] and normalized F1 score (NF1) [52] to mea-

sure the precision of clustering. Let 𝑘∗ and 𝑘 be the gold and the

predicted number of communities. We denote a confusion matrix

𝑁 ∈ R𝑘
∗×𝑘

, where the rows correspond to the gold communi-

ties {V∗
𝑙
}𝑘∗
𝑙=1

, columns correspond to the predicted communities

{V𝑙 }𝑘𝑙=1, and 𝑛𝑖 𝑗 is the number of vertices overlapped between the

𝑖-th real and 𝑗-th predicted communities. NMI can be formulated

NMI =

−2∑𝑘∗
𝑖=1

∑𝑘
𝑗=1 𝑛𝑖 𝑗 log(

𝑛𝑖 𝑗 |𝑁 |
|n𝑖 . | |n. 𝑗 | )∑𝑘∗

𝑖=1 |n𝑖 . |log(
|n𝑖 . |
|𝑁 | ) +

∑𝑘
𝑗=1 |n. 𝑗 |log(

|n. 𝑗 |
|𝑁 | )

,

where the sum of all elements of 𝑁 is denoted as |𝑁 |, sum over the

𝑖-row n𝑖 . and 𝑗-th column n. 𝑗 are denoted as |n𝑖 . | and |n. 𝑗 |.
Before introducing NF1, we first define that Precision is the

percentage of vertices inV𝑖 labelled asV∗
𝑗
:

Precision(V𝑖 ,V∗𝑗 ) =
|V𝑖 ∩V∗𝑗 |
|V𝑖 |

∈ [0, 1], (17)

and Recall is the percentage of vertices inV∗
𝑗
covered byV𝑖 :

Recall(V𝑖 ,V∗𝑗 ) =
|V𝑖 ∩V∗𝑗 |
|V∗
𝑗
| ∈ [0, 1] . (18)

Following Rossetti et al. [54], we combine precision and recall

into their harmonic mean to define the F1 score as

F1(V𝑖 ,V∗𝑗 ) = 2

Recall(V𝑖 ,V∗𝑗 ) ∗ Precision(V𝑖 ,V
∗
𝑗
)

Recall(V𝑖 ,V∗𝑗 ) + Precision(V𝑖 ,V
∗
𝑗
) ∈ [0, 1],

where we then averaged F1(V𝑖 ,V∗𝑗 ) across all the identified pairs

between the {V∗
𝑙
}𝑘∗
𝑙=1

and {V𝑙 }𝑘𝑙=1.
Following Rossetti [52], NF1 can be defined as

NF1 =
F1 ∗ Coverage
Redundancy

∈ (0, 1], (19)

where Coverage identified the percentage of communities inV∗
that were matched by at least one object inV:

Coverage =
|V∗
𝑖𝑑
|

|V∗ | ∈ [0, 1], (20)

where V∗
𝑖𝑑

was the subset of communities in V∗ matched by V .

Redundancy is the percentage of unmatched real communities:

Redundancy =
|V|
|V∗
𝑖𝑑
| ∈ [1, +∞) . (21)

Benjamini-Hochberg Correction (B-H ) is a powerful tool that

decreases the false discovery rate [3]. Considering the reproducibil-

ity of the multiple significant test, we introduce how we adopt the

B-H correction and give the hyperparameter values that we used.

We first performed a t-test with the default parameters
2
to calcu-

late the p-value between each of the comparison methods with our

method. We then put the individual p-values in ascending order as

input to calculate the corrected p-value using the B-H correction.

We directly use the “multipletests(*args)” function from Python

package
3
and set the hyperparameter of the false discovery rate

𝑄 = 0.05, which is a widely used default value. Finally, we obtain

a cutoff value as the output of themultipletests function, where
cut-off is a dividing line that distinguishes whether two groups of

data are significant. If the p-value is smaller than the cut-off value,

we can conclude that two groups of data are significantly different.

F Extension of DyG-MF in Complex Scenarios

Table 5: Performance with invisible subsequent graphs and
varying number of total nodes setting.

Methods Dublin arXiv Flickr Youtube

NMI NF1 NMI NF1 NMI NF1 NMI NF1

RNNGCN 52.2 31.6 45.4 26.2 48.5 30.2 47.6 32.3

ROLAND 53.6 31.6 46.8 27.6 47.5 31.4 48.4 33.2

TGC 52.8 31.3 45.8 26.8 47.8 31.6 47.9 32.6

DyG-MF (w/o sub) 54.2 31.8 50.2 28.7 49.5 31.6 49.9 33.6

DyG-MF (Original) 56.1 33.7 51.8 30.2 52.3 33.6 51.8 34.5

For any given dynamic graph, DyG-MF initializes the set of

vertices𝑉1 based on the first snapshot. In the following timestamps,

DyG-MF determines the current timestamp as the final one and

computes Eq.(14) using only historical information w𝑎.,𝑡−1 and

current information w𝑎.,𝑡 . Meanwhile, for newly added vertices,

we randomly initialize their representations and group them into a

new block and merge this block with𝑀𝑡−1 to construct the current
𝑀𝑡 . To account for vertices that exist in the previous snapshot

but disappear in the current snapshot, we merge blocks that fill

with zeros for the vanishing vertices, ensuring that𝑀𝑡−1 and𝑀𝑡
maintain the same size. We also construct𝑊𝑡 in a similar way. We

consider newly added vertices as both landmarks and dynamic

vertices, updating their representations with our overall objective

equation in Eq.(16). We denote this configuration as “Ours (w/o

sub)”. As shown in Table 5, our method outperforms Ours (w/o

sub) because the additional block for newly appearing vertices

increases the number of blocks 𝑠 , which results in less preserved

landmark information. In addition, using only previous and current

snapshots provides less information for selecting dynamic vertices

compared to using three successive snapshots. Although Ours (w/o

sub) performs worse than our method in Table 5, Ours (w/o sub)

achieves the highest NMI and NF1 compared to other baselines.

This result indicates the effectiveness of Ours (w/o sub) and its

potential for separated matrix factorization.

2
https://docs.scipy.org/scipy.stats.ttest_ind.html

3
https://www.statsmodels.org/statsmodels.stats.multitest.multipletests.html
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G Optimization for Eq.(12)
We first list the 𝑖-th sub-issue of optimizing Eq.(12) as:

O𝑖,𝑡 = Lintra

𝑖,𝑡 + Linter

𝑖,𝑡 + 𝛼 ∥𝐶𝑖𝑡 −𝐶𝑖𝑡−1∥
2

F
. (G.1)

We follow the step of Li et al. [34] to estimate Φ𝑡 and Ψ𝑡 in advance. Considering that the time complexity for SVD is 𝑂 (𝑛3) which is

time-cost, we conduct Φ𝑡 and Ψ𝑡 with gradient descent instead. Based on the Karush-Kuhn-Tucker (KKT) condition [23], Φ𝑡 and Ψ𝑡 in Eq.(8)

are updated iteratively at each timestamp as

Φ𝑡 ← Φ𝑡 ·
𝑀00

𝑡 (Ψ𝑡 )𝑇

Φ𝑡Ψ𝑡 (Ψ𝑡 )𝑇
, (G.2)

Ψ𝑡 ← Ψ𝑡 ·
(Φ𝑡 )𝑇𝑀00

𝑡

(Φ𝑡 )𝑇Φ𝑡Ψ𝑡
. (G.3)

By giving the converged steps Φ𝑡 and Ψ𝑡 , we iteratively update 𝑄𝑖𝑡 and 𝑃
𝑖
𝑡 steps. We fix 𝑃𝑖𝑡 to deduce Eq.(G.1) as:

O𝑖,𝑡 = ∥𝑀𝑖𝑖
𝑡 − 𝑃𝑖𝑡𝑀00

𝑡 𝑄
𝑖
𝑡 ∥ + ∥𝑀0𝑖

𝑡 −𝑀00

𝑡 𝑄
𝑖
𝑡 ∥ +

∑︁
𝑗≠𝑖

∥𝑀 𝑗𝑖
𝑡 −𝑀

𝑗0
𝑡 𝑄

𝑖
𝑡 ∥. (G.4)

The update rule for 𝑄𝑖𝑡 is then conducted as:

𝑄𝑖𝑡 ← 𝑄𝑖𝑡 ·
(𝑀00

𝑡 )𝑇 𝐽1 +
∑
𝑗≠𝑖 (𝑀

𝑗0
𝑡 )𝑇𝑀

𝑗𝑖
𝑡

(𝑀00

𝑡 )𝑇 𝐽2𝑀00

𝑡 𝑄
𝑖
𝑡 +

∑
𝑗≠𝑖 (𝑀

𝑗0
𝑡 )𝑇𝑀

𝑗0
𝑡 𝑄

𝑖
𝑡

, (G.5)

where 𝐽1 = (𝑃𝑖𝑡 )𝑇𝑀𝑖𝑖
𝑡 +𝑀0𝑖

𝑡 , and 𝐽2 = 𝐼 + (𝑃𝑖𝑡 )𝑇 𝑃𝑖𝑡 .
We also fix 𝑄𝑖𝑡 to deduce Eq.(G.1) as:

O𝑖,𝑡 = ∥𝑀𝑖𝑖
𝑡 − 𝑃𝑖𝑡𝑀00

𝑡 𝑄
𝑖
𝑡 ∥ +

∑︁
𝑗≠𝑖

∥𝑀𝑖 𝑗
𝑡 − 𝑃

𝑖
𝑡𝑀

0𝑗
𝑡 ∥ + ∥𝑀

𝑖0
𝑡 − 𝑃𝑖𝑡𝑀00

𝑡 ∥ + 𝛼 ∥𝑃𝑖𝑡Φ𝑡 − 𝑃𝑖𝑡−1Φ𝑡 ∥. (G.6)

The update rule for 𝑃𝑖𝑡 is then conducted as

𝑃𝑖𝑡 ← 𝑃𝑖𝑡 ·
𝐽3 (𝑀00

𝑡 )𝑇 +
∑
𝑗≠𝑖 𝑀

𝑖 𝑗
𝑡 (𝑀

0𝑗
𝑡 )𝑇 + 𝛼 (𝑃𝑖𝑡−1Φ𝑡Φ

𝑇
𝑡 )

𝑃𝑖𝑡𝑀
00

𝑡 𝐽4 +
∑
𝑗≠𝑖 𝑃

𝑖
𝑡𝑀

0𝑗
𝑡 (𝑀

0𝑗
𝑡 )𝑇 + 𝛼 (𝑃𝑖𝑡Φ𝑡Φ𝑇𝑡 )

, (G.7)

where 𝐽3 = 𝑀
𝑖𝑖
𝑡 (𝑄𝑖𝑡 )𝑇 +𝑀𝑖0

𝑡 , and 𝐽4 = 𝑄
𝑖
𝑡 (𝑀00

𝑡 𝑄
𝑖
𝑡 )𝑇 + (𝑀00

𝑡 )𝑇 .

H Proof for Theorems
H.1 Proof for Theorem 1
Theorem 1 For ∀𝑖 satisfying 1 ≤ 𝑖 ≤ 𝑠 , assuming 𝐶𝑖𝑡 and 𝐻

𝑖
𝑡 in Eq.(9) can be linearly represented by the basis and coefficient matrices of the

landmarks, i.e.,𝐶𝑖𝑡 = 𝑃
𝑖
𝑡Φ𝑡 and 𝐻

𝑖
𝑡 = Ψ𝑡𝑄

𝑖
𝑡 . Then, jointly considering the matrix factorization of the landmarks𝑀00

𝑡 with each sub-matrix ensures
embedding consistency between subsets of nodes.

Proof. We begin by considering the matrix factorization of the node subsets𝑀
𝑖 𝑗
𝑡 and𝑀

𝑝𝑞
𝑡 as follows:

∥𝑀𝑖 𝑗
𝑡 −𝐶

𝑖
𝑡𝐻

𝑗
𝑡 ∥

2

F
. ∥𝑀𝑝𝑞

𝑡 −𝐶
𝑝
𝑡 𝐻

𝑞
𝑡 ∥

2

F
. (H.1)

Here, 𝐶𝑖𝑡 and 𝐶
𝑝
𝑡 represent the node embeddings of the subsets 𝑖 and 𝑝 , respectively. It is evident that the embeddings of 𝐶𝑖𝑡 and 𝐶

𝑝
𝑡 are

independent, and there is no constraint enforcing them to reside in the same latent space. Without such a constraint, the embeddings learned

for the different subsets are disjoint and inconsistent, resulting in discontinuities between them and undermining the overall quality of

the embeddings. To resolve this issue, we impose conditions 𝐶𝑖𝑡 = 𝑃
𝑖
𝑡Φ𝑡 and 𝐻

𝑖
𝑡 = Ψ𝑡𝑄

𝑖
𝑡 , where Φ𝑡 and Ψ𝑡 act as shared basis matrices for

embedding consistency across all subsets of nodes. Under these constraints, the matrix factorization for𝑀
𝑖 𝑗
𝑡 and𝑀

𝑝𝑞
𝑡 becomes:

∥𝑀𝑖 𝑗
𝑡 − 𝑃

𝑖
𝑡Φ𝑡 ((𝑄

𝑗
𝑡 )
𝑇Ψ𝑇𝑡 )𝑇 ∥2F . ∥𝑀

𝑝𝑞
𝑡 − 𝑃

𝑝
𝑡 Φ𝑡 ((𝑄

𝑞
𝑡 )
𝑇Ψ𝑇𝑡 )𝑇 ∥2F . (H.2)

Φ𝑡 serves as a shared basis for the hidden space, and 𝑃𝑖𝑡 and 𝑃
𝑝
𝑡 are coefficient matrices that describe the node embeddings in terms

of linear combinations of the basis vectors in Φ𝑡 . Consequently, the embeddings of different node subsets are aligned to the same latent

space, ensuring that they are consistent across subsets. Additionally, Ψ𝑡 acts as a transformation matrix that projects the node embeddings

of each subset into a common hidden space, thus further enforcing consistency between the embeddings of different subsets. Thus, by

jointly considering the matrix factorization of the landmarks𝑀00

𝑡 along with each sub-matrix𝑀
𝑖 𝑗
𝑡 and𝑀

𝑝𝑞
𝑡 , we guarantee that the node

embeddings across different subsets are consistent and reside in the same latent space. This proves that embedding consistency is achieved

between subsets of nodes.

13



1509

1510

1511

1512

1513

1514

1515

1516

1517

1518

1519

1520

1521

1522

1523

1524

1525

1526

1527

1528

1529

1530

1531

1532

1533

1534

1535

1536

1537

1538

1539

1540

1541

1542

1543

1544

1545

1546

1547

1548

1549

1550

1551

1552

1553

1554

1555

1556

1557

1558

1559

1560

1561

1562

1563

1564

1565

1566

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Anon.

1567

1568

1569

1570

1571

1572

1573

1574

1575

1576

1577

1578

1579

1580

1581

1582

1583

1584

1585

1586

1587

1588

1589

1590

1591

1592

1593

1594

1595

1596

1597

1598

1599

1600

1601

1602

1603

1604

1605

1606

1607

1608

1609

1610

1611

1612

1613

1614

1615

1616

1617

1618

1619

1620

1621

1622

1623

1624

□

H.2 Proof for Theorem 2
Theorem 2 Let 𝐿𝑆𝑡 =𝐼 − 𝐷−1/2𝑆𝑡𝐷−1/2 be the normalized Laplacian matrix, where 𝐷 is the degree matrix of 𝑆𝑡 . The multiplicity 𝑘 of the

eigenvalue 0 of 𝐿𝑆𝑡 ∈ R𝑛×𝑛 is equal to the number of connected components of the bipartite graph 𝑆𝑡 =
(
0 𝐶𝑡

𝐶𝑇𝑡 0

)
, where 𝑛 denotes the dimension

of 𝐿𝑆𝑡 and 𝑇 indicates the matrix transpose operation.

Proof. To proof Theorem 2, we need the following prior lemma.

Lemma 1. Let𝐶𝑡 ∈ R𝑛×𝑟 , 𝑆𝑡 ∈ R𝑛×𝑛 and 𝐿𝑆𝑡 ∈ R(𝑛+𝑟 )×(𝑛+𝑟 ) . For any vector matrix 𝐹 ∈ R(𝑛+𝑟 )×(𝑛+𝑟 ) with f ∈ R𝑛 as its row vector, we have
𝐹T𝐿𝑆𝑡 𝐹 = 1

2

∑𝑛+𝑟
𝑎=1

∑𝑛+𝑟
𝑏=1
∥f𝑎. − f𝑏.∥22𝑠𝑎𝑏 .

For any matrix 𝐹 , we can derive the following formula:

𝑇𝑟 (𝐹𝑇 𝐿𝑆𝑐 𝐹 ) = 𝑇𝑟 (𝐹
𝑇𝐷𝑆𝑐 𝐹 ) −𝑇𝑟 (𝐹

𝑇 𝑆𝑐𝐹 )

=𝑇𝑟 ( [f𝑇
1., · · · , f

𝑇
𝛿.
]


𝑑11 0 · · · 0

0 𝑑22 · · · 0

.

.

.
.
.
.

. . .
.
.
.

0 0 · · · 𝑑𝛿𝛿



f1.
.
.
.

f𝛿.

) −𝑇𝑟 ( [f
𝑇
1., · · · , f

𝑇
𝛿.
]


𝑠11 𝑠12 · · · 𝑠

1𝛿

𝑠21 𝑠22 · · · 𝑠
2𝛿

.

.

.
.
.
.

. . .
.
.
.

𝑠𝛿1 𝑠𝛿2 · · · 𝑠𝛿𝛿



f1.
.
.
.

f𝛿.

)
=𝑇𝑟 ( [f𝑇

1.𝑑11, · · · , f
𝑇
𝛿.
𝑑𝛿𝛿 ])


f1.
.
.
.

f𝛿.

) −𝑇𝑟 ( [f
𝑇
1.𝑠11 + · · · + f

𝑇
𝛿.
𝑠𝛿1, · · · , f𝑇1.𝑠1𝛿 + · · · + f

𝑇
1.𝑠𝛿𝛿 ])


f1.
.
.
.

f𝛿.

)
=

𝛿∑︁
𝑎=1

f𝑎.𝑑𝑎𝑎f𝑇𝑎. −
𝛿∑︁
𝑎=1

𝛿∑︁
𝑏=1

f𝑏.𝑠𝑎𝑏f
𝑇
𝑎.

=
1

2

(2
𝛿∑︁
𝑎=1

f𝑎.𝑑𝑎𝑎f𝑇𝑎. − 2
𝛿∑︁
𝑎=1

𝛿∑︁
𝑏=1

f𝑏.𝑠𝑎𝑏f
𝑇
𝑎.)

=
1

2

(
𝛿∑︁
𝑎=1

𝛿∑︁
𝑏=1

𝑠𝑎𝑏f
2

𝑎. − 2
𝛿∑︁
𝑎=1

𝛿∑︁
𝑏=1

f𝑎.𝑠𝑎𝑏f
𝑇
𝑏.
+

𝛿∑︁
𝑏=1

𝛿∑︁
𝑎=1

𝑠𝑎𝑏f
2

𝑏.
)

=
1

2

𝛿∑︁
𝑎=1

𝛿∑︁
𝑏=1

∥f𝑎. − f𝑏.∥22𝑠𝑎𝑏 (H.3)

Since the Laplacian matrix 𝐿𝑆𝑡 is symmetric and positive semi-definite [47], its determinant is 0. If f is the all-ones vector 1 ∈ 𝑅𝑛+𝑟 , we
can then obtain:

𝐿𝑆𝑡 f = 𝐿𝑆𝑡 1 = (𝐷 − 𝑆𝑡 )1 = [d1 . . . d𝑛]𝑇 − [
𝑛∑︁
𝑗=1

𝑠1𝑗 · · ·
𝑛∑︁
𝑗=1

𝑠𝑛𝑗 ]𝑇 = 0 (H.4)

Thus, 1 is the eigenvector corresponding to the eigenvalue 0. Since 𝐿𝑆𝑡 is positive semi-definite, its eigenvalue is non-negative, and the

minimum eigenvalue of 𝐿𝑆𝑡 is 0, with 1 as the corresponding eigenvector.

The theorem will be proved for two cases below:

(i) Case 1: k=1, i.e., G is a connected graph.
We need to prove that 𝐿𝑆𝑡 has only one eigenvalue of 0. Let f be the eigenvector corresponding to eigenvalue 0. Then, we have the

following equation:

0 = fTL𝑆𝑡 f =
1

2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑤𝑖 𝑗
(
𝑓𝑖 − 𝑓𝑗

)
2

(H.5)

This implies 𝑓𝑖 = 𝑓𝑗 . This equality is transmitted alone all connected paths, meaning all elements of the eigenvector f must be equal and

are in the span of the vector whose elements are all 1. Consequently, no other eigenvector corresponding to the eigenvalue 0. The prood

is complete.

(ii) Case 2: k > 1, we need to prove that L𝑆𝑡 has 0 eigenvalue with multiplicity k.
The nodes are numbered according to the connected subgraphs. Since there are no edges between different connected subgraphs, the

Laplace matrix L𝑆𝑡 has a block structure:
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𝐿1 0 · · · 0

0 𝐿2 · · · 0

.

.

.
.
.
.

. . .
.
.
.

0 0 · · · 𝐿𝑘


(H.6)

Each submatrix 𝐿𝑖 is also a Laplacian matrix for its connected component. By the same argument as in Case 1, the spectrum of 𝐿𝑖 is the

union of the spectra of the 𝐿𝑖 ’s. The eigenvector corresponding to the eigenvalue 0 of 𝐿𝑆𝑖 is the eigenvector of 𝐿𝑖 , with all other positions

filled with 0. Specifically, the eigenvector corresponding to the eigenvalue of the vertices of the 𝑖-th connected components is 1 at the 𝑖-th

component and 0 elsewhere, represented as [0 . . . 0 1 . . . 1 0 . . . 0].
Since each 𝐿𝑖 is a Laplacian matrix for a connected component, its 0 eigenvalue has multiplicity 1. Therefore, the number of linearly

independent eigenvectors corresponding to the 0 eigenvalue of 𝐿𝑆𝑡 is equal to the number of connected components, and these eigenvectors

are the indicator vectors of the connected components.

□

H.3 Proof for Theorem 3
Theorem 3 The bi-clustering regularization on the 𝑖-th subset 𝑆𝑖𝑡 is equal to the imposing constraints on𝐶𝑖𝑡 , i.e., when 𝑆

𝑖
𝑡 contains 𝑘 pure clusters,

𝐶𝑖𝑡 will also exhibit 𝑘 pure clusters. And bi-clustering regularization is decomposable, i.e., the constraint on the matrix𝑀𝑡 is equal to the constraint
on each of its subsets.

Proof. We can separate the bi-clustering item LBcr

𝑖,𝑡
in Eq.(16) based on dynamic and static nodes. Specifically, we further deduce the

following relation between clustering structure 𝑆𝑖𝑥,𝑡 and landmark-related matrix 𝑆𝑖
𝑃𝑥 ,𝑡

, as

𝑆𝑖𝑥,𝑡 =

(
0 𝐶𝑖𝑥,𝑡

(𝐶𝑖𝑥,𝑡 )𝑇 0

)
=

(
𝐼 0

0 Φ𝑇𝑡

) (
0 𝑃𝑖𝑥,𝑡

(𝑃𝑖𝑥,𝑡 )𝑇 0

)
︸              ︷︷              ︸

𝑆𝑖
𝑃𝑥,𝑡

(
𝐼 0

0 Φ𝑡

)
. (H.7)

Since the left and right matrices of 𝑆𝑖
𝑃𝑥,𝑡

are scalars, the trace optimization of 𝐶𝑖𝑥,𝑡 is proportional to the matrix 𝑃𝑖𝑥,𝑡 , i.e.,

𝑇𝑟 ((𝐹 𝑖𝑡 )𝑇 𝐿𝑆𝑖𝑡 𝐹
𝑖
𝑡 ) ∝ 𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖𝑥,𝑡 𝐹

𝑖
𝑥,𝑡 ) ∝ 𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖

𝑃𝑥,𝑡

𝐹 𝑖𝑥,𝑡 ), (H.8)

□

I Optimization for Overall Objective Function Eq. (16)
To further reduce running time and improve performance, we focus on the time-varying features of dynamic nodes and only update their

node embeddings. The embeddings for the static nodes are fixed and are ignored for optimization. Therefore, optimization can be further

facilitated due to fewer active nodes. We permute and divide the diagonal and off-diagonal blocks in Eq.(9),𝑀𝑖𝑖
𝑡 and𝑀

𝑖 𝑗
𝑡 , into four sub-blocks:

𝑀𝑖𝑖
𝑡 =

(
𝑀𝑖𝑖
𝑥𝑥,𝑡 𝑀𝑖𝑖

𝑥𝑦,𝑡

𝑀𝑖𝑖
𝑦𝑥,𝑡 𝑀𝑖𝑖

𝑦𝑦,𝑡

)
, 𝑀

𝑖 𝑗
𝑡 =

(
𝑀
𝑖 𝑗
𝑥𝑥,𝑡 𝑀

𝑖 𝑗
𝑥𝑦,𝑡

𝑀
𝑖 𝑗
𝑦𝑥,𝑡 𝑀

𝑖 𝑗
𝑦𝑦,𝑡

)
, (I.1)

where𝑀
𝑖 𝑗
𝑥𝑦,𝑡 ∈ R |𝑋

𝑖
𝑡 |× |𝑌

𝑗
𝑡 | denotes the sub-block of𝑀

𝑖 𝑗
𝑡 associated with dynamic nodes in Γ𝑖𝑡 and static ones in Γ

𝑗
𝑡 . Similarly, the landmark

information in Eq.(8) is re-formulated as:

LLm

𝑡 =


(
𝑀00

𝑥𝑥,𝑡 𝑀00

𝑥𝑦,𝑡

𝑀00

𝑦𝑥,𝑡 𝑀00

𝑦𝑦,𝑡

)
−

(
Φ𝑥,𝑡
Φ𝑦,𝑡

)
(Ψ𝑥,𝑡 ,Ψ𝑦,𝑡 )

2
F

, (I.2)

𝑠 .𝑡 . Φ𝑦,𝑡 = Φ𝑦,𝑡−1, Ψ𝑦,𝑡 = Ψ𝑦,𝑡−1,

where Φ𝑥,𝑡 and Φ𝑦,𝑡 denote the sub-blocks of Φ𝑡 for the dynamic and static landmarks, respectively. By adding such constraint of fixing

static node representations, we have two advantages: (1) we can prevent updates to static node representations from bringing more noise

and we can better utilize historical information to help improve model performance. (2) we can remove the smoothness item ∥𝐶𝑖𝑡 −𝐶𝑖𝑡−1∥
2

F
in

Eq.(16), which can significantly reduce computation cost and further accelerate the our method.

The intra-information Lintra

𝑖,𝑡
in Eq.(16) can be formulated as:( 𝑀𝑖𝑖

𝑥𝑥,𝑡 𝑀𝑖𝑖
𝑥𝑦,𝑡

𝑀𝑖𝑖
𝑦𝑥,𝑡 𝑀𝑖𝑖

𝑦𝑦,𝑡

)
−

(
𝐶𝑖
𝑥,𝑡

𝐶𝑖
𝑦,𝑡

)
(𝐻 𝑖𝑥,𝑡 , 𝐻 𝑖𝑦,𝑡 )

2
F

+
( 𝑀0𝑖

𝑥𝑥,𝑡 𝑀0𝑖
𝑥𝑦,𝑡

𝑀0𝑖
𝑦𝑥,𝑡 𝑀0𝑖

𝑦𝑦,𝑡

)
−

(
Φ𝑥,𝑡

Φ𝑦,𝑡

)
(𝐻 𝑖𝑥,𝑡 , 𝐻 𝑖𝑦,𝑡 )

2
F

+
( 𝑀𝑖0

𝑥𝑥,𝑡 𝑀𝑖0
𝑥𝑦,𝑡

𝑀𝑖0
𝑦𝑥,𝑡 𝑀𝑖0

𝑦𝑦,𝑡

)
−

(
𝐶𝑖
𝑥,𝑡

𝐶𝑖
𝑦,𝑡

)
(Ψ𝑥,𝑡 ,Ψ𝑦,𝑡 )

2
F

.

𝑠 .𝑡 . Φ𝑦,𝑡 = Φ𝑦,𝑡−1, 𝐻 𝑖𝑦,𝑡 = 𝐻
𝑖
𝑦,𝑡−1,𝐶

𝑖
𝑦,𝑡 = 𝐶

𝑖
𝑦,𝑡−1,Ψ𝑦,𝑡 = Ψ𝑦,𝑡−1 . (I.3)
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The inter-information Linter

𝑖,𝑡
in Eq.(16) can be formulated as:

(
𝑀
𝑖 𝑗
𝑥𝑥,𝑡 𝑀

𝑖 𝑗
𝑥𝑦,𝑡

𝑀
𝑖 𝑗
𝑦𝑥,𝑡 𝑀

𝑖 𝑗
𝑦𝑦,𝑡

)
−

(
𝐶𝑖𝑥,𝑡
𝐶𝑖𝑦,𝑡

)
(𝐻 𝑗
𝑥,𝑡 , 𝐻

𝑗
𝑦,𝑡 )

2
F

+

(
𝑀
𝑗𝑖
𝑥𝑥,𝑡 𝑀

𝑗𝑖
𝑥𝑦,𝑡

𝑀
𝑗𝑖
𝑦𝑥,𝑡 𝑀

𝑗𝑖
𝑦𝑦,𝑡

)
−

(
𝐶
𝑗
𝑥,𝑡

𝐶
𝑗
𝑦,𝑡

)
(𝐻 𝑖𝑥,𝑡 , 𝐻 𝑖𝑦,𝑡 )

2
F

.

𝑠 .𝑡 . 𝐶𝑖𝑦,𝑡 = 𝐶
𝑖
𝑦,𝑡−1, 𝐻

𝑗
𝑦,𝑡 = 𝐻

𝑗

𝑦,𝑡−1,𝐶
𝑗
𝑦,𝑡 = 𝐶

𝑗

𝑦,𝑡−1, 𝐻
𝑖
𝑦,𝑡 = 𝐻

𝑖
𝑦,𝑡−1 . (I.4)

Interestingly, we can separate the bi-clustering item LBcr

𝑖,𝑡
= 𝑇𝑟 ((𝐹 𝑖𝑡 )𝑇 𝐿𝑆𝑖𝑡 𝐹

𝑖
𝑡 ) in Eq.(16) based on dynamic and static nodes. Combining

Eqs.(I.2,I.3,I.4), the overall objective function of our proposed method can be modeled as:

O𝑡 = Linter

𝑡 + Lintra

𝑡 + 𝛽LBcr

𝑡 . (I.5)

Compared with Eq.(13), our method has two specific advantages. First, it eliminates the term ∥𝐶𝑖𝑡 − 𝐶𝑖𝑡−1∥
2

F
for temporal smoothing,

simplifying the optimization process. Second, it transforms the separability of temporal networks by exploiting only dynamic nodes,

significantly reducing the time complexity.

Since LLm

𝑡 of Eq.(I.2) is optimized first to help enhance the consistency of representations between different subsets, we can fix Φ𝑡 and Ψ𝑡
unchanged during the optimization of Eq.(16). First, we update the variable Φ𝑥,𝑡 . We use FΦ𝑥,𝑡

to denote Eq.(I.2) as:

FΦ𝑥,𝑡
=


(
𝑀00

𝑥𝑥,𝑡 𝑀00

𝑥𝑦,𝑡

𝑀00

𝑦𝑥,𝑡 𝑀00

𝑦𝑦,𝑡

)
−

(
Φ𝑥,𝑡
Φ𝑦,𝑡

)
(Ψ𝑥,𝑡 ,Ψ𝑦,𝑡 )

 , (I.6)

𝑠 .𝑡 . Φ𝑦,𝑡 = Φ𝑦,𝑡−1,Ψ𝑦,𝑡 = Ψ𝑦,𝑡−1 .

By removing all irrelevant variables, Eq.(I.6) can be re-formulated as:

FΦ𝑥,𝑡
=∥𝑀00

𝑥𝑥,𝑡 − Φ𝑥,𝑡Ψ𝑥,𝑡 ∥2F + ∥𝑀
00

𝑥𝑦,𝑡 − Φ𝑥,𝑡Ψ𝑦,𝑡 ∥

=𝑇𝑟 ((𝑀00

𝑥𝑥,𝑡 − Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇 (𝑀00

𝑥𝑥,𝑡 − Φ𝑥,𝑡Ψ𝑥,𝑡 )) +𝑇𝑟 ((𝑀00

𝑥𝑦,𝑡 − Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇 (𝑀00

𝑥𝑦,𝑡 − Φ𝑥,𝑡Ψ𝑦,𝑡 ))

=𝑇𝑟 ((𝑀00

𝑥𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 − (𝑀00

𝑥𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 − (Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 + (Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡
+ (𝑀00

𝑥𝑦,𝑡 )𝑇𝑀00

𝑥𝑦,𝑡 − (𝑀00

𝑥𝑦,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑦,𝑡 − (Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇𝑀00

𝑥𝑦,𝑡 + (Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑦,𝑡 ) . (I.7)

We removed constant items (𝑀00

𝑥𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 and (𝑀00

𝑥𝑦,𝑡 )𝑇𝑀00

𝑥𝑦,𝑡 , so that FΦ𝑥,𝑡
can be estimated by:

FΦ𝑥,𝑡 = 𝑇𝑟 (−(𝑀00

𝑥𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 − (Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 + (Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 − (𝑀00

𝑥𝑦,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑦,𝑡 − (Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇𝑀00

𝑥𝑦,𝑡 ) + (Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑦,𝑡 ) . (I.8)

We can then obtain the gradient of Φ𝑥,𝑡 from Eq.(I.8) as:

𝜕FΦ𝑥,𝑡

𝜕Φ𝑥,𝑡
=
𝜕𝑇𝑟 (−(𝑀00

𝑥𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 )
𝜕Φ𝑥,𝑡

+
𝜕𝑇𝑟 (−(Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 )
𝜕Φ𝑥,𝑡

+
𝜕𝑇𝑟 ((Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 )

𝜕Φ𝑥,𝑡

+
𝜕𝑇𝑟 (−(𝑀00

𝑥𝑦,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑦,𝑡 )
𝜕Φ𝑥,𝑡

+
𝜕𝑇𝑟 (−(Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇𝑀00

𝑥𝑦,𝑡 )
𝜕Φ𝑥,𝑡

+
𝜕𝑇𝑟 ((Φ𝑥,𝑡Ψ𝑦,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑦,𝑡 )

𝜕Φ𝑥,𝑡

= −𝑀00

𝑥𝑥,𝑡 (Ψ𝑥,𝑡 )𝑇 −𝑀00

𝑥𝑥,𝑡 (Ψ𝑥,𝑡 )𝑇 + 2(Φ𝑥,𝑡Ψ𝑥,𝑡 ) (Ψ𝑥,𝑡 )𝑇 −𝑀00

𝑥𝑦,𝑡 (Ψ𝑦,𝑡 )𝑇 −𝑀00

𝑥𝑦,𝑡 (Ψ𝑦,𝑡 )𝑇 + 2(Φ𝑥,𝑡Ψ𝑦,𝑡 ) (Ψ𝑦,𝑡 )𝑇

= −2𝑀00

𝑥𝑥,𝑡 (Ψ𝑥,𝑡 )𝑇 − 2𝑀00

𝑥𝑦,𝑡 (Ψ𝑦,𝑡 )𝑇 + 2(Φ𝑥,𝑡Ψ𝑥,𝑡 ) (Ψ𝑥,𝑡 )𝑇 + 2(Φ𝑥,𝑡Ψ𝑦,𝑡 ) (Ψ𝑦,𝑡 )𝑇 . (I.9)

According to Lee et al. [25], we update Φ𝑥,𝑡 by using gradient descent as:

Φ𝑥,𝑡 ← Φ𝑥,𝑡 − 𝜌
𝜕FΦ𝑥,𝑡

𝜕Φ𝑥,𝑡
, (I.10)

where 𝜌 is set to a small and positive number:

𝜌 =
Φ𝑥,𝑡

2(Φ𝑥,𝑡Ψ𝑥,𝑡 ) (Ψ𝑥,𝑡 )𝑇 + 2(Φ𝑥,𝑡Ψ𝑦,𝑡 ) (Ψ𝑦,𝑡 )𝑇
. (I.11)

Finally, our update rule for Φ𝑥,𝑡 is conducted as:

Φ𝑥,𝑡 ← Φ𝑥,𝑡 ·
𝑀00

𝑥𝑥,𝑡 (Ψ𝑥,𝑡 )𝑇 +𝑀00

𝑥𝑦,𝑡 (Ψ𝑦,𝑡 )𝑇

(Φ𝑥,𝑡Ψ𝑥,𝑡 ) (Ψ𝑥,𝑡 )𝑇 + (Φ𝑥,𝑡Ψ𝑦,𝑡 ) (Ψ𝑦,𝑡 )𝑇
. (I.12)

Similarly, for Ψ𝑥,𝑡 , we have

FΨ𝑥,𝑡 =𝑇𝑟 (−(𝑀00

𝑥𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 − (Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 + (Φ𝑥,𝑡Ψ𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡
− (𝑀00

𝑦𝑥,𝑡 )𝑇Φ𝑦,𝑡Ψ𝑥,𝑡 − (Φ𝑦,𝑡Ψ𝑥,𝑡 )𝑇𝑀00

𝑦𝑥,𝑡 ) + (Φ𝑦,𝑡Ψ𝑥,𝑡 )𝑇Φ𝑦,𝑡Ψ𝑥,𝑡 ) . (I.13)
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The gradient for Ψ𝑥,𝑡 is

𝜕FΨ𝑥,𝑡
𝜕Ψ𝑥,𝑡

= −2(Φ𝑥,𝑡 )𝑇𝑀00

𝑥𝑥,𝑡 − 2(Φ𝑦,𝑡 )𝑇𝑀00

𝑦𝑥,𝑡 + 2(Φ𝑥,𝑡 )𝑇Φ𝑥,𝑡Ψ𝑥,𝑡 + 2(Φ𝑦,𝑡 )𝑇Φ𝑦,𝑡Ψ𝑥,𝑡 .

The update rule for Ψ𝑥,𝑡 is

Ψ𝑥,𝑡 ← Ψ𝑥,𝑡 − 𝜌
𝜕FΨ𝑥,𝑡
𝜕Ψ𝑥,𝑡

, (I.14)

where 𝜌 =
Ψ𝑥,𝑡

2(Φ𝑥,𝑡 )𝑇 Φ𝑥,𝑡Ψ𝑥,𝑡+2(Φ𝑦,𝑡 )𝑇 Φ𝑦,𝑡Ψ𝑥,𝑡
.

Fixing 𝐻 𝑖𝑦,𝑡 and 𝐶
𝑖
𝑦,𝑡 , we can remove items without variables.𝑀𝑖𝑖

𝑦𝑦,𝑡 ≈ 𝐶𝑖𝑦,𝑡𝐻 𝑖𝑦,𝑡 ,𝑀0𝑖
𝑥𝑦,𝑡 ≈ Φ𝑥,𝑡𝐻

𝑖
𝑦,𝑡 and𝑀

0𝑖
𝑦𝑦,𝑡 ≈ Φ𝑦,𝑡𝐻

𝑖
𝑦,𝑡 . The first item in

Eq.(I.3) can be re-formulated as:

∥𝑀𝑖𝑖
𝑥𝑥,𝑡 − 𝐶𝑖

𝑥,𝑡𝐻
𝑖
𝑥,𝑡 ∥2F + ∥𝑀

𝑖𝑖
𝑥𝑦,𝑡 − 𝐶𝑖

𝑥,𝑡𝐻
𝑖
𝑦,𝑡 ∥2F + ∥𝑀

𝑖𝑖
𝑦𝑥,𝑡 − 𝐶𝑖

𝑦,𝑡𝐻
𝑖
𝑥,𝑡 ∥2F . (I.15)

The second item of intra-information can be reduced as:

∥𝑀0𝑖
𝑥𝑥,𝑡 − Φ𝑥,𝑡𝐻 𝑖𝑥,𝑡 ∥2F + ∥𝑀

0𝑖
𝑦𝑥,𝑡 − Φ𝑦,𝑡𝐻 𝑖𝑥,𝑡 ∥2F . (I.16)

Let𝑀
𝑖 𝑗
·𝑥,𝑡 = [𝑀

𝑖 𝑗
𝑥𝑥,𝑡 , 𝑀

𝑖 𝑗
𝑦𝑥,𝑡 ]𝑇 , Eq.(I.16) can be formulated as:

∥𝑀0𝑖
·𝑥,𝑡 − Φ𝑡𝐻 𝑖𝑥,𝑡 ∥2F . (I.17)

Similarly, by setting𝑀
𝑖 𝑗
𝑥 ·,𝑡 = [𝑀

𝑖 𝑗
𝑥𝑥,𝑡 , 𝑀

𝑖 𝑗
𝑥𝑦,𝑡 ], we formulate the third item of intra-information for𝑀𝑖0

𝑡 in Eq.(I.3) as:

∥𝑀𝑖0
𝑥 ·,𝑡 −𝐶𝑖𝑥,𝑡Ψ𝑡 ∥2F . (I.18)

Combining Eqs.(I.15, I.17, I.18), intra-information loss of Eq.(I.3) can be reformulated as:

Lintra𝑖,𝑡 = ∥𝑀0𝑖
·𝑥,𝑡 − Φ𝑡𝐻

𝑖
𝑥,𝑡 ∥2F + ∥𝑀

𝑖0
𝑥 ·,𝑡 − 𝐶𝑖

𝑥,𝑡Ψ𝑡 ∥2F︸                                                 ︷︷                                                 ︸
Landmark feature preservation

+ ∥𝑀𝑖𝑖
𝑥𝑥,𝑡 − 𝐶𝑖

𝑥,𝑡𝐻
𝑖
𝑥,𝑡 ∥2F + ∥𝑀

𝑖𝑖
𝑥𝑦,𝑡 − 𝐶𝑖

𝑥,𝑡𝐻
𝑖
𝑦,𝑡 ∥2F + ∥𝑀

𝑖𝑖
𝑦𝑥,𝑡 − 𝐶𝑖

𝑦,𝑡𝐻
𝑖
𝑥,𝑡 ∥2F︸                                                                                          ︷︷                                                                                          ︸

intra-information inside each subset

. (I.19)

Considering that 𝐶𝑖𝑡 , 𝐻
𝑗
𝑡 can be represented as linear combinations of columns in Φ𝑡 ,Ψ𝑡 , we define 𝐶

𝑖
𝑡 = 𝑃

𝑖
𝑡Φ𝑡 and 𝐻

𝑗
𝑡 = Ψ𝑡𝑄

𝑗
𝑡 . Then, the

first item of Eq.(I.4) is formulated as: 
(
𝑀
𝑖 𝑗
𝑥𝑥,𝑡 𝑀

𝑖 𝑗
𝑥𝑦,𝑡

𝑀
𝑖 𝑗
𝑦𝑥,𝑡 𝑀

𝑖 𝑗
𝑦𝑦,𝑡

)
−

(
𝑃𝑖𝑥,𝑡
𝑃𝑖𝑦,𝑡

)
Φ𝑡 (𝐻 𝑗

𝑥,𝑡 , 𝐻
𝑗
𝑦,𝑡 )︸           ︷︷           ︸

𝑀
0𝑗
𝑡


2

F

. (I.20)

By removing the item related to 𝑃𝑖𝑦,𝑡 , Eq.(I.20) is formulated as:

∥𝑀𝑖 𝑗
𝑥𝑥,𝑡 − 𝑃

𝑖
𝑥,𝑡𝑀

0𝑗
𝑥 ·,𝑡 ∥

2

F
+ ∥𝑀𝑖 𝑗

𝑥𝑦,𝑡 − 𝑃
𝑖
𝑥,𝑡𝑀

0𝑗
𝑦 ·,𝑡 ∥

2

F
= ∥𝑀𝑖 𝑗

𝑥 ·,𝑡 − 𝑃
𝑖
𝑥,𝑡𝑀

0𝑗
𝑡 ∥

2

F
. (I.21)

Similarly, the second item of inter-information in Eq.(I.4) is

∥𝑀 𝑗𝑖
𝑥𝑥,𝑡 −𝑀

𝑗0
𝑥 ·,𝑡𝑄

𝑖
𝑥,𝑡 ∥2F + ∥𝑀

𝑗𝑖
𝑦𝑥,𝑡 −𝑀

𝑗0
𝑦 ·,𝑡𝑄

𝑖
𝑥,𝑡 ∥2F = ∥𝑀 𝑗𝑖

·𝑥,𝑡 −𝑀
𝑗0
𝑡 𝑄

𝑖
𝑥,𝑡 ∥2F . (I.22)

Combining Eqs.(I.20, I.22), Eq.(I.4) can be re-formulated as:

Linter

𝑡 =
∑︁
𝑗≠𝑖

(∥𝑀𝑖 𝑗
𝑥 ·,𝑡 − 𝑃

𝑖
𝑥,𝑡𝑀

0𝑗
𝑡 ∥

2

F
+ ∥𝑀 𝑗𝑖

·𝑥,𝑡 −𝑀
𝑗0
𝑡 𝑄

𝑖
𝑥,𝑡 ∥2F). (I.23)

We can separate the bi-clustering item LBcr

𝑖,𝑡
in Eq.(16) based on dynamic and static nodes. Specifically, we further deduce the following

relation between clustering structure 𝑆𝑖𝑥,𝑡 and landmark-related matrix 𝑆𝑖
𝑃𝑥 ,𝑡

, as:

𝑆𝑖𝑥,𝑡 =

(
0 𝐶𝑖𝑥,𝑡

(𝐶𝑖𝑥,𝑡 )𝑇 0

)
=

(
𝐼 0

0 Φ𝑇𝑡

) (
0 𝑃𝑖𝑥,𝑡

(𝑃𝑖𝑥,𝑡 )𝑇 0

)
︸              ︷︷              ︸

𝑆𝑖
𝑃𝑥,𝑡

(
𝐼 0

0 Φ𝑡

)
. (I.24)

Since the left and right matrices of 𝑆𝑖
𝑃𝑥,𝑡

are scalars, the trace optimization of 𝐶𝑖𝑥,𝑡 is proportional to the matrix 𝑃𝑖𝑥,𝑡 , i.e.,

𝑇𝑟 ((𝐹 𝑖𝑡 )𝑇 𝐿𝑆𝑖𝑡 𝐹
𝑖
𝑡 ) ∝ 𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖𝑥,𝑡 𝐹

𝑖
𝑥,𝑡 ) ∝ 𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖

𝑃𝑥,𝑡

𝐹 𝑖𝑥,𝑡 ), (I.25)
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Combining Eqs.(I.19,I.23,I.25), the overall objective function of our method can be modeled as

O𝑖,𝑡 = Lintra

𝑖,𝑡 + Linter

𝑖,𝑡 + 𝛽LBcr

𝑖,𝑡 , (I.26)

𝑠 .𝑡 . LBcr

𝑖,𝑡 = 𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖
𝑃𝑥,𝑡

𝐹 𝑖𝑥,𝑡 ), 𝑃𝑖𝑥,𝑡 ≥ 0, 𝑄𝑖𝑥,𝑡 ≥ 0, 𝑃𝑖𝑥,𝑡1 = 1, (𝐹 𝑖𝑥,𝑡 )𝑇 𝐹 𝑖𝑥,𝑡 = I.

By giving the converged Φ𝑡 and Ψ𝑡 , we follow Nie et al. [47] to iteratively update 𝐹 𝑖𝑥,𝑡 , 𝑄
𝑖
𝑥,𝑡 , and 𝑃

𝑖
𝑥,𝑡 steps. Specifically, we first fix 𝑃

𝑖
𝑥,𝑡

and 𝑄𝑖𝑥,𝑡 to update 𝐹 𝑖𝑥,𝑡 by transforming Eq.(I.27) into a trace optimization as:

min

𝐹 𝑖𝑥,𝑡 ∈R
( |𝑋𝑖

𝑡 |+𝑟 )×𝑘𝑡 ,(𝐹 𝑖𝑥,𝑡 )𝑇 𝐹 𝑖𝑥,𝑡=𝐼
𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑃𝑖𝑥,𝑡

𝐹 𝑖𝑥,𝑡 ), (I.27)

where |𝑋 𝑖𝑡 | is the number of dynamic vertices, and the optimal 𝐹 𝑖𝑥,𝑡 is the 𝑘𝑡 smallest eigenvectors of 𝐿𝑆
𝑃𝑖𝑥,𝑡

.

Analogously, we fix 𝐹 𝑖𝑥,𝑡 and 𝑃
𝑖
𝑥,𝑡 to deduce Eq.(I.27) as:

∥𝑀𝑖𝑖
·𝑥,𝑡 − 𝑃𝑖𝑡𝑀00

𝑡 𝑄
𝑖
𝑥,𝑡 ∥ +

∑︁
𝑗≠𝑖

∥𝑀 𝑗𝑖
·𝑥,𝑡 −𝑀

𝑗0
𝑡 𝑄

𝑖
𝑥,𝑡 ∥ + ∥𝑀0𝑖

·𝑥,𝑡 −𝑀00

𝑡 𝑄
𝑖
𝑥,𝑡 ∥, (I.28)

and obtain the update rule for 𝑄𝑖𝑥,𝑡 as:

𝑄𝑖𝑥,𝑡 ← 𝑄𝑖𝑥,𝑡 ·
(𝑀00

𝑡 )𝑇 𝐽1 +
∑
𝑗≠𝑖 (𝑀

𝑗0
𝑡 )𝑇𝑀

𝑗𝑖
·𝑥,𝑡

(𝑀00

𝑡 )𝑇 𝐽2𝑀00

𝑡 𝑄
𝑖
𝑥,𝑡 +

∑
𝑗≠𝑖 (𝑀

𝑗0
·𝑥,𝑡 )𝑇𝑀

𝑗0
𝑡 𝑄

𝑖
𝑥,𝑡

, (I.29)

where 𝐽1 = (𝑃𝑖𝑡 )𝑇𝑀𝑖𝑖
·𝑥,𝑡 +𝑀0𝑖

·𝑥,𝑡 , and 𝐽2 = 𝐼 + (𝑃𝑖𝑥,𝑡 )𝑇 𝑃𝑖𝑥,𝑡 + (𝑃𝑖𝑦,𝑡 )𝑇 𝑃𝑖𝑦,𝑡 .
When fixing 𝑄𝑖𝑥,𝑡 and 𝐹

𝑖
𝑥,𝑡 to consider 𝑃𝑖𝑥,𝑡 as the variable, Eq.(I.27) is deduced as:

∥𝑀𝑖𝑖
𝑥 ·,𝑡 − 𝑃𝑖𝑥,𝑡𝑀00

𝑡 𝑄
𝑖
𝑡 ∥ +

∑︁
𝑗≠𝑖

∥𝑀𝑖 𝑗
𝑥 ·,𝑡 − 𝑃

𝑖
𝑥,𝑡𝑀

0𝑗
𝑡 ∥ + ∥𝑀

𝑖0
𝑥 ·,𝑡 − 𝑃𝑖𝑥,𝑡𝑀00

𝑡 ∥ + 𝛽𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖
𝑃𝑥,𝑡

𝐹 𝑖𝑥,𝑡 ). (I.30)

In accordance with 𝑇𝑟 (𝐹𝑇 𝐿𝑆𝐹 ) =
∑𝑛
𝑎=1

∑𝑟
𝑏=1
∥f𝑎. − f𝑛+𝑏.∥22𝑐𝑎𝑏 , the trace optimization in Eq.(I.30) can be formulated as:

𝑇𝑟 ((𝐹 𝑖𝑥,𝑡 )𝑇 𝐿𝑆𝑖
𝑃𝑥,𝑡

𝐹 𝑖𝑥,𝑡 ) =
|𝑋 𝑖

𝑡 |∑︁
𝑎=1

𝑟∑︁
𝑏=1

∥f𝑖𝑎.,𝑥𝑡 − f𝑖|𝑋 𝑖
𝑡 |+𝑏.,𝑥𝑡

∥2
2
𝑝𝑖
𝑎𝑏,𝑥𝑡

, (I.31)

where the vector f𝑖𝑎.,𝑥𝑡 is the 𝑎-th row of 𝐹 𝑖𝑥,𝑡 , and 𝑝
𝑖
𝑎𝑏,𝑥𝑡

is the element at the 𝑎-th row and 𝑏-th column of 𝑃𝑖𝑥,𝑡 . By substituting Eq.(I.31) into

Eq.(I.30), the objective function is re-formulated as:

O𝐼 𝐼 ,𝑃
𝑖,𝑡

= ∥𝑀𝑖𝑖
𝑥 ·,𝑡 − 𝑃𝑖𝑥,𝑡𝑀00

𝑡 𝑄
𝑖
𝑡 ∥ +

∑︁
𝑗≠𝑖

∥𝑀𝑖 𝑗
𝑥 ·,𝑡 − 𝑃

𝑖
𝑥,𝑡𝑀

0𝑗
𝑡 ∥ + ∥𝑀

𝑖0
𝑥 ·,𝑡 − 𝑃𝑖𝑥,𝑡𝑀00

𝑡 ∥ + 𝛽
|𝑋 𝑖

𝑡 |∑︁
𝑎=1

𝑟∑︁
𝑏=1

∥f𝑖𝑎.,𝑥𝑡 − f𝑖|𝑋 𝑖
𝑡 |+𝑏.,𝑥𝑡

∥2
2
𝑝𝑖
𝑎𝑏,𝑥𝑡

. (I.32)

Because Eq.(I.32) only involves 𝑃𝑖𝑥,𝑡 , by setting 𝜕O𝐼 𝐼 ,𝑃
𝑖,𝑡
/𝜕p𝑖𝑎.,𝑥𝑡 = 0, we independently update each row p𝑖𝑎.,𝑥𝑡 of 𝑃

𝑖
𝑥,𝑡 as:

p𝑖𝑎.,𝑥𝑡 ← p𝑖𝑎.,𝑥𝑡 ·
(𝜸1 (𝑄𝑖𝑡 )𝑇 +𝜸2) (𝑀00

𝑡 )𝑇 +
∑
𝑗≠𝑖 𝜸3 (𝑀

0𝑗
𝑡 )𝑇

p𝑖𝑎.,𝑥𝑡𝑀
00

𝑡 𝐽3 +
∑
𝑗≠𝑖 p𝑖𝑎.,𝑥𝑡𝑀

0𝑗
𝑡 (𝑀

0𝑗
𝑡 )𝑇 + 𝛽e𝑖𝑎.,𝑥𝑡

, (I.33)

where 𝐽3 = 𝑄
𝑖
𝑡 (𝑀00

𝑡 𝑄
𝑖
𝑡 )𝑇 + (𝑀00

𝑡 )𝑇 , e𝑖𝑎.,𝑥𝑡 is a vector, the 𝑏-th element of which is 𝑒𝑖
𝑎𝑏,𝑥𝑡

= ∥f𝑖𝑎.,𝑥𝑡 − f𝑖|𝑋 𝑖
𝑡 |+𝑏.,𝑥𝑡

∥2
2
. The 𝜸1, 𝜸2, and 𝜸3 are the

𝑎-th row of𝑀𝑖𝑖
𝑥 ·,𝑡 ,𝑀

𝑖0
𝑥 ·,𝑡 , and𝑀

𝑖 𝑗
𝑥 ·,𝑡 , respectively.
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