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Abstract

Large Language Models (LLMs) have shown
remarkable progress in medical question an-
swering (QA), yet their effectiveness re-
mains predominantly limited to English due
to imbalanced multilingual training data and
scarce medical resources for low-resource lan-
guages. To address this critical language
gap in medical QA, we propose Multilingual
Knowledge Graph-based Retrieval Ranking
(MKG-Rank), a knowledge graph-enhanced
framework for multilingual medical QA with
English-centric LLMs. It extracts key medical
entities from input and translates them at the
word level to query the external UMLS knowl-
edge graphs. A multi-angle ranking mecha-
nism filters the retrieved triplets, which are
converted into fact statements and inserted
into the English-trained LLM, delivering low-
cost and accurate medical QA in multiple
languages. Extensive experiments on four
benchmarks—Chinese, Japanese, Korean, and
Swahili—show that MKG-Rank consistently
surpasses zero-shot baselines by up to 35.03%,
and offers the possibility of supporting privacy-
sensitive medical QA via locally deployable
alternatives to commercial LLMs. Case studies
further demonstrate MKG-Rank surfaces re-
trieved facts with each answer, providing trans-
parent evidence and paving the way for explain-
able multilingual medical QA. !

1 Introduction

Large Language Models (LLMs) (Hurst et al.,
2024; Anthropic, 2024b; Dubey et al., 2024) have
achieved remarkable performance in a wide range
of Natural Language Processing (NLP) tasks, in-
cluding question answering (Jiang et al., 2021;
Dong et al., 2022) and information retrieval (Wang
et al., 2023; Fan et al., 2024). Beyond general

'Code: https://anonymous.4open.science/r/
MKG-Rank-6B72. A demo video is in the .zip file with the
paper submission.

NLP applications, LLMs have also been success-
fully applied to specific professional domains such
as medicine and law, demonstrating promising re-
sults (Yang et al., 2024c¢,d; Ke et al., 2024; Zakka
et al., 2024; Bernsohn et al., 2024).

While these advances have been demonstrated
predominantly in English-language settings, re-
search on their effectiveness in other languages
remains relatively underexplored, especially in
medical question-answering (Singh et al., 2024a).
Specifically, the remaining challenges are: (1)
mainstream LL.Ms are predominantly trained with
English-centric data, resulting in a highly unbal-
anced distribution between languages (Chataigner
et al., 2024), which limits their effectiveness in
multilingual contexts; and (2) high-quality exter-
nal medical data for low-resource languages are
extremely scarce (Quercia et al., 2024). As a re-
sult, existing LLMs exhibit significant performance
gaps in multilingual medical applications, limiting
their use in non-English-speaking medical settings.
Existing Works and Limitations. Existing meth-
ods have emerged but still face significant limita-
tions. Full-text Translation-based methods either
translate inputs into English for inference (Asai
et al., 2018; Montero et al., 2022) or convert rich
English corpora into target languages to generate
training data (Jundi and Lapesa, 2022; Zhang et al.,
2023), both of which incur substantial translation
costs and risk semantic distortion or outright inac-
curacies in medical content. Alternatively, data-
intensive adaptation techniques (Yang et al., 2023;
Lai et al., 2023; Li et al., 2023a; Ustiin et al., 2024)
rely on massive multilingual corpora, which are
scarce in specialized medical domains. While re-
cent multilingual RAG systems (Chirkova et al.,
2024; Yang et al., 2024b; Park and Lee, 2025) avoid
the need for retraining, they still depend on external
multilingual databases, which are scarce or unavail-
able in low-resource medical contexts.

Our Approach. @ We propose Multilingual


https://anonymous.4open.science/r/MKG-Rank-6B72
https://anonymous.4open.science/r/MKG-Rank-6B72

BREBEMIHL TELLORE AN ?} T,

serum ferritin level)
B.BRHHKLNDZLHHD
C.MERIZEETHD

A MGEZ=UFAE S EMT 3
}To
D. {BARIERE 3 2 12BN T B

Medical Entity Extraction
Y O "
@ Glossm
LLM Wnrd Levgl

coum

L ] Retriever T

Entity (en) Match

Retrieved Knowledge Triplets g

1. (Zron deficiency anemia, associated with, low

2. (Iron deficiency anemia, leads to, low serum iron)

3. (BRRZMEM, 1X, ERES|IERI T epH D

n. (Glossitis, associated with, iron deficiency)

- m —s—»
Exact Text  Knowledge Base
(UMLS)

il i
Do Ranking

)

Statement 2

.... . &)

Declarative Conversion

Figure 1: The overall architecture of our proposed MKG-Rank. The English translation of the question and options

in the figure is provided in the Appendix H.

Knowledge Graph-based Retrieval Ranking
(MKG-Rank). The system first extracts the salient
medical terms from each query and translates only
those terms into English, cutting translation cost
and avoiding the semantic drift common in full-text
translation. It then retrieves relevant entries from
an English-centric medical knowledge graph, en-
abling an English-trained LLM to deliver accurate
multilingual medical QA with minimal overhead.

In summary, our contributions are: (1) We pro-
pose MKG-Rank, an efficient framework that en-
ables English-centric LLMs to handle multilin-
gual medical QA via word-level translation of key
terms to query easily accessible external medical
knowledge, reducing semantic drift and computa-
tional cost; (2) we conduct extensive experiments
on four multilingual medical QA datasets, show-
ing that MKG-Rank consistently outperforms zero-
shot base LL.Ms, with accuracy improvements of
up to 35.03%, and also provides reliable local al-
ternatives to commercial LLMs, enhancing privacy
in medical scenarios; and (3) our case study shows
that MKG-Rank makes its retrieved knowledge
explicit, providing clear supporting evidence and
paving the way for trustworthy, explainable multi-
lingual medical QA.

2 Methodology

In this section, we introduce our MKG-Rank, as
illustrated in Figure 1. It consists of four main
steps. First, we extract medical entities from the
question and options and translate them into En-
glish at the word level. Then, these translated terms
are then directly used to query an external medical
knowledge graphs (UMLS (Bodenreider, 2004))
via exact text matching to retrieve relevant knowl-
edge graphs (KGs). Next, we propose a multi-angle
ranking strategy to to filter and select the most per-
tinent KG triples. Finally, the selected triplets are

converted into declarative statements and, together
with the original question and options, fed into the
LLM for inference. We followed KG-Rank (Yang
et al., 2024¢) and applied similar empirical config-
urations in our method. The detailed prompt can
be found in Appendix G

2.1 Maedical Entity Extraction and
Word-Level Translation

Given a medical question 7}, and options 7, we
first use an LLM to extract relevant medical en-
tities. The extracted entities are then translated
into English using an LLM, forming the set of En-
glish medical entities used for retrieval, denoted
as £ = {e;}i=1,..n. In this case, we only perform
word-level translation on the extracted key entity
texts rather than translating the entire question or
options. This approach effectively reduces transla-
tion overhead and avoids semantic drift, a common
issue in full-text translation.

2.2 External Medical KGs Retrieval

To retrieve external medical knowledge relevant to
the question, we use the translated English medical
entities £ to query the Unified Medical Language
System (UMLS) (Bodenreider, 2004). Specifically,
each medical entity e; is used as a query string to
perform exact word matching against the UMLS
knowledge repository. Each query returns relevant
knowledge in the form of triplets (h, 7, t), where h
and ¢ are medical concepts and r is the semantic
relation between them. For example, as illustrated
in Figure 1, we can obtain a triplet like ("Iron defi-
ciency anemia", "leads to", "low serum iron") from
UMLS. We organize the retrieved triplets and repre-
sent them as KGs to stress the knowledge structure,
defined as GG;. The medical knowledge retrieved for
each entity is aggregated to form the final external
knowledge set: G = |J;-_, G;.



JMMLU CMMLU SW MMLU KO MMLU
Model Base MKG-Rank Base MKG-Rank Base MKG-Rank Base MKG-Rank
Qwen-2.5 72B (Yang et al., 2024a) 74.00 80.22 (+6.22%)  84.54 81.60 (-2.94%) 44.28 5090 (+6.62%)  67.72 71.86 (+3.14%)
Llama-3.1 70B" (Grattafiori et al., 2024) 43.33  70.00 (+26.67%) 50.00 72.69 (+22.69%) 36.55 62.34 (+25.79%) 32.97 68.00 (+35.03%)
Claude-3.5 haiku (Anthropic, 2024a) 67.11 76.44 (+9.33%) 5090 63.21 (+12.31%) 40.28 51.03 (+10.75%) 56.55 68.55 (+12.00%)
GPT-40-mini (OpenAl, 2024b) 77.33 80.88 (+3.55%)  62.08 70.32 (+8.24%)  66.90 72.14 (+5.24%)  T1.59 76.69 (+5.10%)
GPT-40 (OpenAl, 2024a) 83.78 84.44 (+0.06%)  66.59 81.83 (+15.24%) 75.86 83.31 (+7.45%) 78.21 86.34 (+8.13%)

Table 1: Accuracy comparison between our proposed MKG-Rank and the base models on four multilingual datasets:
JMMLU (Japanese), CMMLU (Chinese), SW MMLU (Swabhili), and KO MMLU (Korean). * indicates the base
model on which MKG-Rank achieves the highest performance gain. The best performance is shown in bold.

2.3 Multi-Angle Ranking

We propose a Multi-Angle Ranking mechanism
with two-stage filtering to identify and prioritize
relevant medical knowledge and mitigate noise,
as the retrieved G is often multilingual and may
contain irrelevant content. Given the extracted
medical knowledge set G (a collection of retrieved
knowledge triplets), we first compute the similar-
ity between each triplet and the question 7 using
UMLS-BERT (Michalopoulos et al., 2021) embed-
dings. Based on these similarity scores, we rank
the triplets and select a set of top candidates. In
the second stage, we apply the MedCPT cross en-
coder?, trained on 255 million query-article pairs
from PubMed search logs, to further refine the se-
lection. For each candidate triplet, we use Med-
CPT to generate embeddings for the question 7,
each option in 7, and the triplet itself. Then we
compute their relevance to select the top-ranked
relevant triplets as the final knowledge set G "

2.4 Declarative Conversion

For the filtered medical knowledge set G ’, we use
the LLLM to convert each triplet into a declarative
statement, forming the set of natural-language state-
ments S’ Finally, the question 7, and options
T5, along with the medical knowledge in declar-
ative form &', are fed into the LLM for reason-
ing to generate the final answer, represented as:
y = LLM(T,, T,, S'), where y represents the an-
swer generated by the LLM, which uses the re-
fined medical knowledge as retrieved evidence to
enhance its reasoning in multilingual medical QA.

3 Experiments

3.1 Datasets

To evaluate the effectiveness of MKG-Rank in mul-
tilingual medical QA, we conducted experiments
on four multiple-choice datasets covering differ-
ent languages, focusing on medical-related sub-

2https://huggingface.co/ncbi/
MedCPT-Cross-Encoder

sets: JMMLU 3 (Japanese), CMMLU (Li et al.,
2023b) (Chinese), KO MMLU (Korean), and SW
MMLU (Singh et al., 2024b) (Swahili). Further
details can be found in Appendix A.

3.2 Results and Analysis

In Table 1, we compare MKG-Rank (LLM back-
bone) with the baseline LLMs (zero-shot setting).
The results show that our method consistently out-
performs all base LLMs. Specifically, with Llama
3.1 70B, we achieved over a 20% improvement
across all datasets. For large-scale closed-source
LLMs, our method achieved the highest gain on
Claude 3.5 Haiku, with an average improvement
of 11.1% across the four datasets. Additionally,
we achieved an average improvement of 5.5%
and 7.8% on GPT-40-mini and GPT-4o0, respec-
tively. Notably, open-source LL.Ms with MKG-
Rank outperform GPT in certain cases, suggesting
our method could serve as reliable local alterna-
tives to GPT, especially in medical scenarios where
privacy is a concern. Interestingly, Qwen 2.5 72B
shows a performance drop on CMMLU, which pri-
marily because its strong Chinese training corpus
makes English medical knowledge integration in-
terfere with its reasoning. As an extension, we
conducted additional experiments on small-scale
LLMs below 32B, as shown in Appendix D.

3.3 Ablation Study and Analysis

Effectiveness of the Declarative Conversion. To
evaluate the effectiveness of the declarative conver-
sion in Section 2.4, we compare the performance of
Qwen-2.5 70B and GPT-40-mini with and without
this mechanism, as shown in Figure 3. The experi-
mental results show that the declarative conversion
mechanism significantly improves the performance
of the base models, with particularly notable im-
provements observed on GPT-40-mini. Directly
retrieved knowledge graphs contain multilingual
information, which can negatively affect the LLM’s

3https: //huggingface.co/datasets/nlp-waseda/
JMMLU
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Figure 2: Comparison of the Acc evaluated on Qwen-
2.5 72B and GPT-40-mini across four language datasets
with (w/) and without (w/0) declarative conversion.

encoding process, leading to accuracy degradation,
especially on the SW MMLU dataset. The pro-
posed declarative conversion mechanism addresses
this issue by converting the retrieved raw data, al-
lowing the model to focus on high-relevance En-
glish medical concepts.

Performance Evaluation under CoT. We evalu-
ated the effectiveness of MKG-Rank under the CoT
(Chain-of-Thought) setting, as shown in Figure
2. The experimental results show that our method
achieves strong performance even under CoT, con-
sistently outperforming the baseline across all four
datasets, especially on the SW MMLU and KO
MMLU datasets. Additional ablation studies are
provided in Appendix E.

3.4 Case Study

We conduct case studies on both Japanese and Chi-
nese scenarios, as shown in Figure 4. For scenario
1, we first extract relevant medical entities from
the given question & options and translate them
into English (e.g., diplopia, fourth nerve palsy)
for querying external medical knowledge graphs
UMLS. The retrieved medical KGs are multilingual
and may contain redundant or irrelevant informa-
tion. Our Multi-Angle Ranking strategy effectively
filters out unrelated content. The filtered medi-
cal triples are then converted into natural-language
statements. Finally, the LLM makes the final de-

Llama-3.1 70B

‘“& | 71
& 6111

@V\x | 73.14
& [ 6953

N 63.72
S |

e 50.48

70.34

O N ‘ [ Base (CoT)

ﬁ@\ 4221 1 MKG-Rank (CoT)

30 40 50 60 70 80 90

Accuracy (%)

Figure 3: Evaluation on Llama-3.1 70B across four
language datasets under CoT.
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L 1. Fourth cranial nerve palsy is a member of
Explanation: non-infectious encephalitis (SMQ).

The original QA and refined medical
knowledge are jointly fed into the LLM,
enhancing its medical reasoning.

2. Sixth cranial nerve palsy is a member of ocular
movement disorders (SMQ).

3. Trochlear nerve palsy is a member of
non-infectious encephalitis (SMQ).

Answer:D | |
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Answer: A

Figure 4: Case Study. More details, along with the En-
glish version of the questions and options are provided
in the Appendix L.

cision by reasoning over the original question, op-
tions, and the obtained medical knowledge state-
ments. Similarly, in the Chinese QA scenario (Sce-
nario 2), we first extract medical entities from the
Chinese input and translate them into English for
querying. The retrieved knowledge is also repre-
sented as English statements and fed to the LLM
for reasoning.

These case studies demonstrate how MKG-Rank
improves transparency and trustworthiness by ex-
plicitly presenting supporting evidence during the
reasoning process.

4 Conclusion

In this work, we propose MKG-Rank, a knowledge
graph-augmented framework that enables English-
centric LLMs to effectively handle multilingual
medical QA. By leveraging comprehensive external
medical knowledge graphs and introducing a word-
level translation mechanism, MKG-Rank effec-
tively bridges the medical knowledge gap between
English and other languages. Furthermore, we de-
sign a Multi-angle ranking mechanism to filter rel-
evant results, ensuring more accurate answers. Ex-
tensive experiments across four languages demon-
strate that MKG-Rank consistently outperforms
zero-shot LLM baselines in multilingual medical
QA scenarios.



Limitations

In this study, we developed an enhanced frame-
work based on KG-Rank (Yang et al., 2024c) to
improve the performance of LLMs in medical ques-
tion answering. However, this framework also has
certain limitations in practical applications, which
we will discuss in the next phase. For incremental
databases, it is necessary to set a time for retrieval
from the cloud to achieve a balance between effi-
ciency and effectiveness. In the future, we plan to
explore a reinforcement learning approach (Chen
etal., 2025) to strike a balance between exploitation
and exploration, optimizing the reasoning process
while leveraging the model’s inherent knowledge.
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A Dataset Details

JMMLU #. Tt consists of a subset of Japanese-translated questions from MMLU (Hendrycks et al., 2020)
and questions based on the Japanese cultural context. We selected three medically related subsets, which
contain 450 entries.
CMMLU (Li et al., 2023b). It is a multi-task benchmark designed for Chinese language understanding,
consisting of multiple-choice questions with four options.
KO MMLU, SW MMLU. Global MMLU (Singh et al., 2024b) is a multilingual version derived from
MMLU, which includes carefully translated and machine-translated versions in various languages. We
select Korean and Swahili (a language widely spoken in East Africa) from this dataset, referred to as KO
MMLU and SW MMLU, respectively.

From the aforementioned datasets, we select the medically related subsets, which include Clinical
Knowledge, Professional Medicine, and College Medicine. More information is shown in Table 2.

Dataset Language Size Length

JIMMLU Japanese 450 171
CMMLU Chinese 886 70
SWMMLU  Korean 725 511
KOMMLU  Swahili 725 215

Table 2: Statistics of evaluation datasets, including the size of each dataset and the average text length of each
question and its corresponding options.

B Evaluation Metric

We use accuracy (Acc) as the evaluation metric, which measures the percentage of correct answers
provided by the model. Furthermore, any response expressing uncertainty or listing multiple candidate
answers is considered incorrect.

C Resource Consumption

JMMLU 450 CMMLU SW MMLU KO MMLU
Model A100(hours) API($) A100(hours) API($) A100(hours) API($) A100(hours) API($)
Qwen-2.5 72B 12 0.08 18 0.22 16 0.17 16 0.17
Llama-3.1 70B 12 0.08 18 0.22 16 0.17 16 0.17
Claude-3.5 haiku - 1.84 - 3.6 - 2.97 - 2.97
GPT-40-mini - 0.26 - 0.54 - 0.44 - 0.44
GPT-40 - 1.75 - 3.44 - 2.82 - 2.82

Table 3: Resources consumed in the relevant experiments.

D Additional Evaluation Experiments on Small-scale LL.Ms

To further demonstrate the effectiveness of MKG-Rank, we evaluate its performance against small-scale
baseline LLMs on the JMMLU dataset, as shown in Table 4. Experimental results show that MKG-Rank
consistently outperforms all small-scale baseline LLMs.

E Additional Ablation Study on Declarative Conversion

We conducted an additional ablation study on Declarative Conversion across three LLMs, as shown in
Figure 5. Notably, on the Llama-3.1 70B model, Declarative Conversion demonstrates a negative impact,

*https://huggingface.co/datasets/nlp-waseda/IMMLU


https://huggingface.co/datasets/nlp-waseda/JMMLU

Method Borea-Phi-3.5

Base 42.00
MKG-Rank 43.43 (+1.43%)

Llama-3.2 3B

36.10
39.78 (+3.68%)

Qwen-2.5 7B

58.40
61.33 (+2.93%)

Meta-Llama-3.1 8B Qwen-2.5 14B

48.22 70.88
52.22 (+4.00%) 73.11 (+2.23%)

Phi4 14B

67.56
79.56 (+12.00%)

Qwen-2.5 32B

75.11
76.00 (+0.89%)

Table 4: Accuracy comparison between MKG-Rank and small-scale base models on the JMMLU dataset.

leading to a decline in performance. After analyzing the results, we believe that the longer transcription
context, compared to directly using triples, imposes a greater reasoning burden than the multilingual
effect. Specifically, the length of the context appears to affect the LLaMA model’s performance more
significantly.

F Additional Experiment on Few-shot Prompting

We conducted an additional experiments on the Llama-3.1 70B using few-shot prompting on JMMLU
dataset, as shown in Figure 6. The results demonstrate that the improvement brought by MKG-Rank under
the few-shot prompting setting is limited. This may be because the in-context samples already provide
sufficient knowledge, reducing the effectiveness of retrieving external medical knowledge.
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Figure 5: Additional ablation experiments on Llama 70B, Claude-3.5 haiku, and GPT-40 across four language
datasets with (w) and without (w/o) multi-angle ranking.
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422 1 Base (few-shot)
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Figure 6: Additional experiment on Llama-3.1 70B using fewshot prompting on JIMMLU dataset.

G Prompts
In this section, we will present the prompts used in each stage of reasoning within the MKG-Rank.

G.1 Medical NER Prompt

Figure 7 and Figure 8 illustrate the prompt designed for extracting medical entities from both questions
and options, with different extraction counts set for questions and options respectively.

G.2 Declarative Conversion

Figure 9 illustrates the prompt designed for declarative conversion.

G.3 MKG-Rank Enhanced Reasoning Prompt

Figure 10 illustrates the prompt designed for reasoning based on the final integrated knowledge.

G.4 MKG-Rank Enhanced Reasoning Prompt with CoT

Figure 11 illustrates the CoT prompt designed for reasoning based on the final integrated knowledge.



G.5 MKG-Rank Enhanced Reasoning Prompt with Few-shot

Figure 12 illustrates the Few-shot prompt designed for reasoning based on the final integrated knowledge.

text: {question}

Please extract no more than three medical terminologies that you think are important and related to medical entities from
the provided text, and it is not required to be general entity words. Only the corresponding results are returned in json
format, and no additional explanation is needed.

-- Examples of results:
{"medical entities" : ["term1", "term2", ...]}

result:

Figure 7: Prompt for extracting medical entities from question.

text: {options}

Please extract 1 medical term each from the options provided. It should not be a general entity word. Only the
corresponding results are returned, and no other explanation is needed.

-- Examples of results:
{"medical entities" : ["term1", "term2", ...]}

result:

Figure 8: Prompt for extracting medical entities from options.

You are an intelligent assistant in the medical field.
Convert all background knowledge into English declarative sentences. Anything you don't think is medically relevant can
be deleted.

- Background Knowledge: {triples}

Converted Background Knowledge:

Figure 9: Prompt for declarative conversion.

H English Translation of the Question and Options in Figure 1

We provide the English translation of the question and options in Figure 1 for clearer description, as
shown in Figure 13.

I A Detailed Case Study with English Annotations

We provide detailed information on the cases in Figure 4, along with the English version of the questions
and options, as shown in Figure 14.



One of the following four options is correct. Please choose the option corresponding to the correct answer according to
the background knowledge provided and your own knowledge.

You can try to answer the questions in English.

If you think the question is logical, think it step by step, but you only need to return the option letter corresponding to the
final result.

- Question: {question}
- Options: {options}
- Background Knowledge: {background_knowledge}

- Answer:
[your option]

Figure 10: Prompt for MKG-Rank enhanced reasoning.

One of the following four options is correct. Please choose the option corresponding to the correct answer according to
the background knowledge provided and your own knowledge.

- Question: {question}
- Options: {options}

- Background Knowledge: {background_knowledge}

Let's think step by step.

Format:

# Thinking steps:

Step 1: Analyze each option in detail.

Step 2: Consider the likelihood of each option being correct.
Step 3: Apply relevant medical knowledge.

Step 4: Choose the best answer based on reasoning.

# Answer: [A/B/C/D]

- Answer:
[your option]

Figure 11: CoT Prompt for MKG-Rank enhanced reasoning.
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One of the following four options is correct. Please choose the option corresponding to the correct answer according to
the background knowledge provided and your own knowledge.

- Question: {question}

- Options: {options}

- Background Knowledge: {background_knowledge}

- Answer:
[your option]

Here are some examples of correct answers:

Example 1:

Question: Which of the following is the most common cause of chronic kidney disease?

Options:

A) Diabetes mellitus
B) Hypertension

C) Glomerulonephritis

D) Polycystic kidney disease

Correct Answer: A

Example 2:

Question: The most common symptom of myocardial infarction is:

Options:

A) Shortness of breath
B) Chest pain

C) Nausea

D) Diaphoresis
Correct Answer: B

Q: Which of the following is true
regarding iron deficiency anemia?

A. Serum ferritin is increased

B. Glossitis may be present

C. Serum iron is normal

D. Reticulocyte count is always increased

Figure 12: Few-shot Prompt for MKG-Rank enhanced reasoning.
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Figure 13: The English version of the question and options in Figure 1.
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Figure 14: A detailed case study with comprehensive information, including the English version of the questions

and options.

Scenario 1

Q&A
Q EREBVTELLORERS?

A ERIZRBOIREE > T 515
BICIERLTREI bR L

B: SMAlDRIZE ICERETH B

C: BENLABLTL S & = (2544
BERRENEC 2

D: SEGHMEREN B 5 & . FHED
ROAIHERI B

 English Version
Q: Which of the following is correct regarding diplopia?

A: Diplopia never occurs when one eye is covered.
B: The outer image is always a virtual image.

C: The fourth cranial nerve palsy occurs when the
patient looks upward.

D: Assixth cranial nerve palsy causesa divergent squint.

~@op

Explanation:

The original QA and refined medical
knowledge are jointly fed into the LLM,
enhancing its medical reasoning.
Answer: D

-3 Extracted and English-translated entities --------------oooomoeoeaeiooes
: fourth nerve palsy \ :
sixth nerve palsy |

[ diplopia | [

[ squints | [

& Retrieved Medical KGs (triplets )

1. (MEDICAL', 'isa', 'UNKNOWN/MISC')

2. ('médico’, 'isa’, 'modificador relacionado con una ocupacion Y/O especialidad
clinica')

3. ('8 4 XA ARE, 'member of , IRENESIEE (SMQ) )

4. (3848, "translation of', 'Vision double’)

5. (YMIEFERRE, 'member of, IREKEBIEEE (SMQ) )

6. (‘55 6 Bt ARRRE", 'member of, JERERMMEBERER (SMQ) )

7. ('Dviguba rega’, 'classified as', 'Diplopija’)

Declarative Form of Medical Knowled

1. Fourth cranial nerve palsy is a member of non-infectious encephalitis (SMQ).
2. Sixth cranial nerve palsy is a member of ocular movement disorders (SMQ).
3. Trochlear nerve palsy is a member of non-infectious encephalitis (SMQ).

4. Fourth cranial nerve palsy is a member of non-infectious encephalitis (SMQ).
5. Sixth cranial nerve palsy is a member of Guillain-Barré syndrome (SMQ).

6. Abducens nerve palsy is a member of non-infectious meningitis (SMQ).

Scenario 2

Q&A

Q: FERBMSAEEAERIRAAT R,
EAREEREERZ?

A: paIE]IEAR
B: 455k

C: Eidff=
D: FUHKIDHE

r English Version

Q: Among the basic treatments for pulmonary
thromboembolism, what is not yet satisfactory?

A: Aspirin
B: Warfarin

C: Unfractionated heparin
D: Rivaroxaban

~@op

Explanation:

The original QA and refined medical
knowledge are jointly fed into the LLM,
enhancing its medical reasoning.

Answer: A

:V®E><Tracfed and English-translated entities -----------ccocecomooeonoananoo..

\Pulmonary Embolism\ \ Aspirin \ \

Rivaroxaban ‘

: ‘ Heparin ‘ ‘

&R Refrieved Medical KGs (triplets )

1. (FHZRARAE', ‘'member of , 'E#IRDEAE 5 & UIIER(SMQ))

2. (BFBIERERISAE, ‘member of, $EARD RS £ UIIH(S MQY)
3. (‘Unfractionated heparin', 'possibly equivalent to', 'Heparin')

4. (/Y tisal, HURER)

5. (40 i pleail’, 'Classifies’, e e ¢ 52 slaail)

6. () G plesil’, 'member of, s sl saaitlly sl il (SMQ')

1. Pulmonary embolism is a member of venous thromboembolism (SMQ).
2. Pulmonary artery embolism is a member of venous thromboembolism
(SMQ).

3. Unfractionated heparin is possibly equivalent to heparin.

4. Heparin is an anticoagulant.

5. Pulmonary embolism (P.E.) is classified as chronic pulmonary embolism.
6. Pulmonary embolism is a member of venous thromboembolism (SMQ).

Declarative Form of Medical Knowledge ———————————*—
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