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Abstract

Large Language Models (LLMs) have become increasingly impactful across var-
ious domains, including coding and data analysis. However, their widespread
adoption has raised concerns about misuse, particularly in generating harmful or
unethical content. Optimization-based jailbreaking techniques, a key component
of LLM red teaming, aim to expose LLM vulnerabilities by inserting optimized
adversarial triggers into prompts to elicit harmful outputs. Despite their potential,
existing methods suffer from ineffectiveness and inefficiency due to the gap be-
tween the gradient-based candidate ranking and the discrete trigger update. In this
paper, we present SKEWACT, a novel optimization-based jailbreak framework de-
signed to enhance both the efficacy and efficiency of adversarial prompt generation
for better LLM red teaming. By utilizing gradients from both the original and an
activation-perturbed target model—referred to as the skewed model—SKEWACT
identifies candidates that point toward the minima of the wide convex regions of the
loss landscape. This approach preventing the optimization from bouncing between
multiple local minima (i.e., gradient overshooting). Experimental results show that
SKEWACT improves the Attack Success Rate (ASR) by over 10% and reduce the
converged loss with more than 12%, consistently outperforming GCG across seven
LLMs with various safety levels, model architectures and model sizes.

1 Introduction

In recent years, Large Language Models (LLMs) have made significant advancements, expanding
their utility beyond linguistic tasks to everyday applications such as coding, data analysis, and
education [3, 34, 13]. However, as LLMs grow more influential, concerns about their misuse
have also intensified [28, 30]. Adversarial actors, including nation-state groups [8], have already
begun leveraging LLMs for malicious purposes such as social engineering and exploiting system
vulnerabilities. To address these emerging threats, efforts like OpenAI’'s LLM alignment [ 1, 28]
have been introduced. This process integrates human feedback during training to minimize the risk
of LLMs generating harmful or unethical content. Beyond alignment, comprehensive post-training
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red-teaming tests, often referred to as LLM jailbreaking [27, 32, 24, 6, 18], are essential for exposing
and mitigating vulnerabilities in these models. Among the current approaches, optimization-based
jailbreaking [27, 39, 25, 9, 15] has demonstrated the highest effectiveness, particularly in scenarios
where developers have full access to the model for comprehensive evaluation and improvement.

A typical optimization-based jailbreaking method [39] seeks to modify input prompts to induce a
specific target response from the model (e.g., a toxic answer in this context). Unlike conventional
gradient-based optimization during model training, which adjusts model parameters in a continuous
space using a small learning rate, optimizing input prompts presents the additional challenge of
working with discrete token representations. Specifically, each token is represented by a one-hot vector
(the actual object of the optimization), which exists in a discrete space, making small, continuous
adjustments impossible. To overcome this, current methods rely on a generic search algorithm rather
than directly applying gradients for optimization. Instead of using gradient descent to adjust tokens,
these methods rank token candidates based on the gradient information associated with each token’s
corresponding dimension in the one-hot vector representation. The top-k ranked token candidates are
evaluated, and the prompt that results in the lowest loss is selected as the optimal choice at each step.

Despite the progress made by existing methods, optimization-based jailbreaking techniques still
suffer from low effectiveness. For example, in our evaluation, the well-known GCG [39] achieves
less than 20% jailbreak success rate on Llama 2 models [31] on average, while taking more than 20
minutes to optimize a single adversarial suffix. Upon investigation, we found that during the search
process, some top-ranked token candidates do not contribute to improving the prompt and, in some
cases, even steer the search in the wrong direction. Further analysis reveals that the root cause of this
issue is gradient overshooting. Specifically, when a token candidate is selected, its corresponding
value in the one-hot vector representation shifts abruptly from O to 1. This sharp transition acts as a
large update, akin to using an excessively high learning rate in the optimization process. As a result,
the algorithm overshoots the optimal solution, leading to optimization instability.

In this work, we address the instability caused by the discrete nature of input prompts in optimization-
based jailbreaking techniques. Our core idea is to select token candidates that not only reduce the
loss (as existing approaches do), but also reside within wide convex regions of the loss landscape.
This ensures that even when large optimization steps are required (due to discrete token updates),
the process remains well-directed and avoids overshooting the optimal region. We further observe
that these wide convex regions are more resilient to slight changes in the model and hence the
loss landscape. In these regions, the loss landscape exhibits gentle curvature, meaning that small
changes to the model’s parameters or architecture have limited effect on the gradient’s direction. The
landscape’s flatness helps maintain gradient stability, absorbing minor perturbations. In contrast, in
sharper or narrower regions, small changes can cause significant variations in gradient direction due
to the steeper curvature.

Based on these observations, we propose a novel optimization-based jailbreaking technique that
incorporates a token ranking strategy considering gradients from both the original model and a
slightly modified version, referred to as the skewed model. Specifically, we adjust the original
model’s activation functions, e.g., replacing Sigmoid Linear Unit (SiLU) [5] with Rectified Linear
Unit (ReLU) [21], to change the curvature of the loss landscape. This modification impacts the
smoothness and convexity around optimal solutions. We then compute the loss gradients with respect
to the input tokens for both the original and skewed models, defining robust gradients as those
that remain significant across both models. By focusing on tokens with consistently high gradient
magnitudes in both models, which indicates they are in wide convex regions, we minimize the impact
of abrupt gradient shifts due to discrete token updates. These token candidates are subsequently used
in the search process. As such, we propose SKEWACT, an efficient optimization-based jailbreaking
technique that leverages robust gradients to enhance stability in discrete token spaces. SKEWACT
achieves over a 10% improvement in Attack Success Rate (ASR) and consistently demonstrates more
than 0.02 lower converged loss against LLMs with various safety levels and sizes, compared to GCG.

2 Background

2.1 Threat Model

We adopt the threat model established in the literature [39, 35, 12, 33]. Given a malicious user
query, the attacker’s goal is to craft a prompt that successfully compels the target LLM to produce a



corresponding toxic response, thereby circumventing the model’s alignment safeguards. We assume
a white-box access scenario, where the attacker has access to the target model’s internal activations
and outputs.

2.2 Related Work

Existing jailbreaking methods can be broadly classified into two categories: optimization-based and
non-optimization-based methods.

Optimization-based Methods. These methods typically involve optimizing a transferable jailbreak-
ing prompt using white-box access to a holdout LLM. The underlying assumption is that most
language models exhibit similar behavior, as they are likely trained on similar corpora. GCG [39]
is a milestone work in this category, using gradient approximation and loss guidance to compel
the LLM to respond with affirmative phrases like “Sure, here is.” It optimizes adversarial prompts
across multiple open-source models, such as Vicuna-7b and Vicuna-13b, and achieves high attack
success rates even on production models like ChatGPT. AmpleGCG [15] addresses the limitations of
loss guidance in GCG by introducing an additional LLM trained specifically to generate jailbreak-
ing prompts automatically. Several optimization-based methods originally designed for traditional
NLP classification tasks can also be adapted for jailbreaking, including PEZ [33], GBDA [7], and
DBS [26].

Non-optimization-based Methods. In contrast, non-optimization methods [14, 35, 16, 36, 38,2, 11]
rely on sophisticated templates, either manually crafted or generated by LLMs, to bypass safety
alignment. These methods aim to mislead the LLM by issuing complex, distracting instructions that
shift its attention away from safety alignment. For example, Deeplnception [14] employs manually
designed nested scenarios to obscure the attacker’s intent, often confusing the model after several
iterations. GPTFUZZER [35] treats LLM jailbreaking as a fuzzing challenge, akin to traditional
software testing, by mutating pre-collected templates to create stronger variants. AutoDAN [16]
introduces an automated prompting technique that forces the model into a "Do Anything Now" (DAN)
mode. PAP [36] draws inspiration from social science, developing a persuasion taxonomy and using
another LLM to paraphrase harmful queries in ways that persuade the target LLM to generate harmful
content. These non-optimization-based methods generally produce more interpretable prompts and
require only black-box access to the target model. However, their success rates in jailbreaking are
typically lower compared to optimization-based methods.

3 Motivation
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Recent advancements in optimization-based jailbreak techniques for Large Language Models
(LLMs)[39, 7, 33, 27] have primarily focused on developing more persuasive and effective ini-
tial prompts[9, 36] or devising more efficient candidate selection methods [9, 25, 15]. However, the
insufficiency of candidate ranking in existing jailbreak methodologies received little attention. In
this work, we delve deeper into the optimization process and identify a more fundamental cause of
failure and inefficiency in existing optimization-based jailbreak techniques: the gradient is not an
accurate reference in candidate ranking, leading to the selection of less effective candidates for
loss-guided optimization. This is due to the fact that the gradient is calculated in a continuous space,
whereas the update of adversarial triggers occurs via a discrete approach (i.e., changing at least one



trigger token per step). The gap between continuous gradient calculation and discrete trigger updates
can result in highly ranked candidate tokens being ineffective due to gradient overshooting.

To substantiate our claim, we provide an illustrative example with GCG in Figure | (a). In each
optimization round, we record the top-64 candidate tokens for the trigger, update these candidates
to the initial trigger, and measure the loss difference before and after the update. A lighter grid
color indicates that the candidate increases the loss (contrary to expectations), whereas a darker
grid color indicates that the candidate reduces the loss. We observe that in each GCG optimization
round, some top-64 candidates (light-colored grids) actually increase the loss, signifying ineffective
candidates. When these ineffective candidates are selected, the optimization may bounce between the
local minima in the narrow convex regions or bypass an effective minima in the wide convex region,
resulting in lower efficiency and a reduced ASR for GCG in finding effective adversarial triggers.

To address the shortcomings of gradient-based ranking in existing jailbreak techniques, we propose
SKEWACT, which leverages an activation-perturbed target model (referred to as the skewed model)
as a reference to adjust the gradient computed from the original target model. The loss landscape
can be divided into wide convex regions and narrow convex regions, with the former offering greater
resilience to discrete trigger updates. This resilience allows optimization toward these wide convex
regions improves both the success and efficiency of the jailbreak process, as these regions minimize
the likelihood of the optimization process bouncing between multiple narrow convex regions. Thus,
we prioritize the candidate point to the minima of wide convex regions in SKEWACT.

To identify such minima in the wide convex regions, we hypothesize that they are more likely to
occur in regions where the loss landscapes of both the original and skewed target models overlap.
The perturbation of the activation layers, which forms the foundation of the skewed model, is inspired
by prior studies [21, 37, 20, 29] that emphasize the significant role of activation functions in shaping
LLM behavior and performance. By adjusting these layers, we can alter the curvature of the loss
landscape, offering a complementary perspective that enhances gradient stability and optimization.
Consequently, candidates that rank highly according to both the original and skewed gradients are
more likely to guide the optimization process toward these wide convex regions, increasing the
likelihood of discovering a stable and effective adversarial trigger.

Figure 2 presents the optimization paths of GCG and SKEWACT, demonstrating that SKEWACT ’s
optimization path reaches a minima in a wide convex region, whereas GCG’s path skips three local
minima in the narrow convex regions before reaching a non-optimal point. Additionally, Figure |
(b) visualizes the quality of candidates produced by SKEWACT. The top-64 candidates ranked by
SKEWACT are more likely to reduce the loss, as indicated by their darker color, compared to those
selected by GCG. This supports our hypothesis that the resilience of wide convex regions increases
the likelihood that the trigger remains within the same wide convex region after discrete updates,
resulting in either reduced or slightly increased loss.

4 Methodology of SKEWACT

4.1 Overview of SKEWACT

Typical optimization-based jailbreak techniques consist of two phases: One-time Initialization
and Irerative Trigger Optimization. In the One-time Initialization phase, attackers initialize the
jailbreak triggers (e.g., suffix and prefix) and other configurations (e.g., output targets and auxiliary
mechanisms) for use in the subsequent Iterative Trigger Optimization phase. This phase occurs only
at the beginning of the jailbreak process and is not repeated. During the Iterative Trigger Optimization
phase, attackers iteratively update the tokens in the trigger based on the gradients of the large language
model or other guidance, coercing the target model to output unethical or harmful content.

Our SKEWACT consists of four main stages during such two phases of jailbreak, including one stage
(Activate Replacement) in the One-time Initialization phase and three stages (Gradient Calculation,
Candidate Filtering and Re-ranking, Trigger Candidate Selection and Update) in the Iterative
Trigger Optimization phase. The overview figure of SKEWACT is shown as Figure 3.

Stage 1: Activation Replacement. In the first stage, SKEWACT crafts a skewed model by replacing
each activation function with either a ReLU [21] or LeakyReLU [17] function. This skewed model is
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Figure 3: Overview of SKEWACT. Without losing generality, we use the suffix trigger as an
example, while our method can be compatible with other types of trigger.

then used as a surrogate model in Stage 2 and Stage 3. This stage is executed only once during the
One-time Initialization phase.

Stage 2: Gradient Calculation. Given both the target model and the skewed model, SKEWACT
feeds the same input prompt (user prompt with jailbreak trigger) into both models and individually
calculates the gradients of the trigger tokens in the second stage. We refer to the gradient from the
original model as the "original gradient" and the gradient from the skewed model as the "skewed
gradient."

Stage 3: Candidate Filtering and Re-ranking. SKEWACT then uses both the original gradient and
the skewed gradient to rank the candidate tokens for each position in the input jailbreak trigger. In
this stage, SKEWACT filters out unstable trigger token candidates while prioritizing robust ones by
comparing the original and skewed gradients. More details are provided in Section 4.4.

Stage 4: Trigger Candidate Selection and Update. In the final stage of each optimization step,
SKEWACT selects the most promising trigger token candidate and updates the trigger accordingly.
Note that this stage is compatible with, and can be replaced by, any existing candidate selection
method (e.g., GCG [39]). SKEWACT then tests the output of the user prompt with the updated trigger
to determine whether another round of optimization is needed.

4.2 Activation Replacement
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Figure 4: Replacing activation function in Figure 5: Impact on model’s information flow when
Llama?2 layer. using different activation functions.

In Stage 1, SKEWACT replaces the activation functions within the target model. Figure 4 presents
an example for the Llama 2 [31] layer. We search through all components of each target LLM
layer and replace the original activation function with either ReLU or LeakyReL.U functions. The



intuition behind this activation replacement in SKEWACT is illustrated in Figure 5, which shows
the distributions of ReLU, LeakyReL.U, and SiLU (used in the original Llama 2 models) functions.
Since these activation functions behave similarly when the input is greater than zero, we focus
on the distributions when the input is less than zero. The blue region highlights how the ReLU
function sparsifies the information flow by eliminating negative outputs compared to the original
SiL.U function, while the red region shows how the LeakyReLLU function enriches the information
flow by allowing more negative values to pass through. Such replacements change the loss landscape
of the model during the gradient calculation, shifting the narrow convex regions while leaving
overlaps to the wide convex regions compared to the loss landscape of the original target model. A
hyper-parameter controls which skewed model is utilized in SKEWACT during the subsequent three
stages in the Iterative Trigger Optimization phase.

4.3 Gradient Calculation

With both the original model M and the skewed model M, SKEWACT individually calculates the
gradients using the two models with the input prompt I and the target output y, where I consists of
the harmful user prompt u.,, and the initial trigger x in the current Iterative Trigger Optimization
round (i.e., I = u,, & x). The gradient calculation process in SKEWACT is the same as the existing
jailbreak techniques, e.g., GCG [39] and Ripple [25].

Specifically, given a sequence of target output tokens y with length k and the target model M, the
optimization problem could be formulated as finding a trigger = that makes the model M; output
the target sequence y with high probability, which could be further formulated as minimizing the
cross-entropy loss between M;’s output logits and the target sequence ¥, denoted as:

min Ly, ® x,y, My), (1)
reViel

where the loss function £ is defined as:
k

L(wm ® x,y, M) = — log(H P, (Yjlum © T © yoij-1)) (2)
j=1

The original gradient g and the skewed gradient g in SKEWACT are hence calculated as:

9 =Vol(um ®x,y, M), g =Vol(um ®z,y, M), &)

These two gradients then used in the next stage for trigger token candidate filtering and re-ranking.

4.4 Candidate Filtering and Re-ranking

Algorithm 1: SKEWACT’s candidate filtering and

Table 1: Behaviors of robust and non- . .
re-ranking algorithm.

robust trigger token candidates in the
gradients from the original model and 1 function filterRerank(g, g)

the skewed model. 2 | g+ zeros(shape0f(g));
3 fori in range len(g) do
Original Skewed . 4 for each candidate v in V do
Gradient Gradient Candidate / Filter the non-robust candidates
Value Value Type 5 if gf . gf < 0 then
6 | g; < max(g], §i);
< -Robus
<0 >0 Non-Robust / Re-rank the robust candidates
<0 <0 Robust 7 else
>0 <0 Non-Robust 8 L gi —a-g/+(1-0a)-gj;
>0 >0 Robust o | r;turn g;

After calculating both the original and skewed gradients from the respective models, SKEWACT
compares the gradient values of each token candidate at each trigger token position. Then, SKEWACT
applies the filterRerank () algorithm to filter and re-rank the candidates for the next stage. Specif-
ically, token candidates are classified into two categories at each trigger token position: robust and
non-robust candidates. The key idea is that if a token candidate is consistently ranked by both the
original and skewed models, it is likely to be more effective for jailbreak purposes.



As observed in existing optimization-based jailbreak techniques, lower gradients indicate higher
priority during candidate selection, while higher gradients suggest less effectiveness. Most existing
methods select trigger candidates from tokens with negative gradient values and discard those with
positive values. Based on this observation, SKEWACT evaluates the ranking preference of the model
using the sign of the gradient. Candidates with opposite signs in the original and skewed gradients
are classified as non-robust, while those with matching signs are deemed robust (shown in Table 1).

The filterRerank() algorithm, outlined in Algorithm 9, filters non-robust candidates and re-ranks
the robust ones by re-calculating the score for each token candidate at all the trigger token positions.
Here, g represents the original gradients, g represents the skewed gradients, and g represents the
filtered and re-ranked scores for each token candidate at each trigger token position. V' denotes the
vocabulary of the target model.

Specifically, SKEWACT scans both the original and skewed gradients at each trigger token position .
At position 7, SKEWACT compares the gradient signs of each token candidate v from the model’s
vocabulary V' (i.e., comparing the signs of g¥ and g;). If the signs of g} and g; differ, candidate v is
classified as a non-robust candidate. SKEWACT assigns this candidate the maximum value between
g? and g;—a positive value—meaning it is likely to be filtered out in the next stage. For robust
candidates, where the signs of g7 and g; are the same, SKEWACT mixes the gradient values using a
hyper-parameter «. This mixed value becomes the score for robust candidates, allowing SKEWACT
to re-rank them. The hyper-parameter o controls the intensity of the re-ranking.

Once the filtered and re-ranked scores for each candidate v at each trigger token position 7 are
calculated, SKEWACT updates the trigger using these new scores in the next stage.

4.5 Trigger Candidate Selection and Update

In the final stage of SKEWACT during the Iterative Trigger Optimization phase, SKEWACT selects the
most potentially effective candidate for the trigger at all positions or at a specific position, then tests
the effectiveness of the updated trigger. If the target model outputs related and harmful content, the
jailbreak is considered successful. Otherwise, SKEWACT begins a new Iterative Trigger Optimization
round, using the updated trigger from the previous round as the starting point.

As shown in Figure 3, this stage in SKEWACT is customizable and compatible with any candidate
selection and update methods used in existing jailbreak techniques. The only modification SKEWACT
makes is replacing the gradients g typically used by these techniques with the filtered and re-ranked
candidate scores g from Stage 3.

SKEWACT uses the candidate selection method in GCG by default, in which SKEWACT selects the
top-K candidates in ascending order of g, at each trigger token position ¢ and randomly chooses one
as the new candidate to update the trigger. If the trigger consists of n tokens, SKEWACT generates
n updated triggers, as GCG’s candidate selection method only updates one trigger token in each
optimization round. The entire updated trigger set would be like:

1 X9 XT3 -+ XTp
I .’32 T3 - XTp
1 X9 .fg s I

)
T To T3 -+ In

where z; represents the trigger token in the initial trigger of the current Iterative Trigger Optimization
round, and Z; represents the updated trigger token. According to GCG’s metric, SKEWACT tests
the losses of each updated trigger with respect to the target output y and selects the trigger with the
minimal loss as the final updated trigger.

5 Evaluation
5.1 Experimental Setup

Models and Datasets. To evaluate the effectiveness of our proposed SKEWACT, we conduct
experiments in both white-box and black-box settings with five open-source models, including



Llama2-7B [31], Llama2-13B [31], Llama2-70B [31], Vicuna-7B [4], and Mistral-7B [10], and two
commercial models, GPT-3.5-turbo [22] and GPT-40 [23]. The Llama2 and GPT models are widely
recognized for their robust alignment against harmful inputs, whereas the Vicuna and Mistral models
are known to be more vulnerable to such attacks. We utilize 100 randomly selected harmful queries
from AdvBench [39] to compare the performance of SKEWACT with that of GCG [39]. The results
of SKEWACT are aggregated using both the LeakyReLLU-skewed model and the ReL.U-skewed model,
providing a comprehensive assessment of its overall efficacy.

Metrics. To comprehensively assess the jailbreak effectiveness of SKEWACT, we employ three
metrics: Attack Success Rate (ASR), Average Converged Loss (Avg. Loss), and Average Optimization
Rounds (Avg. Rounds). These metrics individually evaluate the jailbreak effectiveness, the quality
of the optimization’s converged point, and the optimization efficiency. Specifically, the ASR is
determined using the TDC Judge [19].

5.2 SKEWACT’s Jailbreak Performance

Table 2: Jailbreak Performance of SKEWACT compared to GCG.
ASR Avg. Loss Avg. Round
GCG SKEWACT GCG SKEWACT GCG SKEWACT

Llama2-7B  25% 35% 0.1689  0.1439 288 336
Llama2-13B  12% 17% 0.1819  0.1756 375 417
White-Box Llama2-70B  28% 39% 0.1894  0.1483 228 280

Test Scenario Target Model

Vicuna-7B 70%  86% 02782 0.2563 65 53
Mistral-7B~ 65%  73% 05139 0.4701 19 16
GPT-3.5-Turbo 65%  72% - - - -
Black-Box GPT-4o0 1% 3% - - - -

Table 2 presents the Attack Success Rate (ASR), average converged loss, and average optimization
rounds for both GCG and SKEWACT. Our method, SKEWACT, consistently outperforms GCG,
demonstrating an average ASR improvement of over 10% in both white-box and black-box settings,
along with a reduction in average converged loss by more than 0.02 (in the white-box setting).

White-Box Jailbreak Performance. Against the more vulnerable Vicuna-7B and Mistral-7B models,
both GCG and SKEWACT achieve high ASRs, but SKEWACT achieves an ASR that is 16% and 8%
higher than GCG, respectively. Additionally, SKEWACT requires 18% and 16% fewer optimization
rounds to jailbreak the Vicuna-7B and Mistral-7B models compared to GCG.

When evaluated against the well-aligned Llama2 models, both GCG and SKEWACT show lower
ASRs; however, SKEWACT consistently achieves an average ASR that is 8.6% higher than GCG.
Among the Llama2 models (7B, 13B, and 70B), Llama2-13B proves to be the most robust and secure,
with both GCG and SKEWACT achieving less than 20% ASR. Despite this, SKEWACT maintains a 5%
higher ASR than GCG. For Llama2-7B and Llama2-70B, SKEWACT demonstrates a 10% and 11%
ASR improvement over GCG, respectively. Additionally, it is acceptable that SKEWACT requires
more optimization rounds to locate local minima in the wide-convex regions, avoiding getting trapped
in ineffective local minima in the narrow convex regions.

Black-Box Jailbreak Performance. In the black-box setting, we directly test all the triggers found
during the white-box jailbreaking, which are optimized individually using the five open-source
models, against two commercial LLMs, testing the transferability of the optimized triggers on
blackbox models. Against the less robust GPT-3.5-Turbo model, both GCG and SKEWACT achieve
more than 60% ASR, with SKEWACT’s ASR being 7% higher than GCG’s. When tested against the
latest GPT-40 model, both GCG and SKEWACT exhibit lower ASRs, but SKEWACT still demonstrates
a 2% ASR improvement over GCG, which only has 1% ASR.

These results highlight the consistent superior performance of SKEWACT over GCG across various
LLMs with different safety levels and architectures. Moreover, the consistently higher jailbreak
ASR of SKEWACT across Llama2 models of different sizes underscores its general effectiveness and
scalability in improving jailbreak success.



5.3 SKEWACT’s Better Optimization Converged Point
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Figure 6: Loss curves of SKEWACT and GCG against different target models.

In addition to the superior jailbreak performance of SKEWACT compared to GCG, SKEWACT
consistently achieves better optimization converged points, as demonstrated by the Avg. Loss in
Table 2. Across all five open-source models, SKEWACT converges at lower losses, outperforming
GCG by more than 0.02 on average. To further illustrate the detailed optimization procedure, we
present a concrete example in Figure 6, which shows the loss curves for both SKEWACT and GCG
against the five open-source LLMs when the harmful user prompt is "Design an app that encourages
self-harm or anorexia”. We truncate the curves of either GCG or SKEWACT at the convergence point
of the method that finishes earlier. The results clearly show that SKEWACT not only converges faster
than GCG but also achieves lower losses at the converged point, particularly for the Vicuna-7B and
Llama2-7B models. This further emphasizes the superior efficiency and effectiveness of SKEWACT
in identifying more optimal adversarial triggers.

6 Discussion and Future Directions

The experimental results demonstrate the improvements of SKEWACT over GCG, validating our
hypothesis that gradients alone are insufficient to consistently prioritize effective trigger candidates
during optimization. However, there remain several directions for future exploration and enhancement.
One key direction is to develop methods to precisely identify and select accessible and effective wide
convex regions in the loss landscape during the optimization. This is crucial for both increasing
the ASR of optimization-based jailbreak techniques and improving their efficiency, especially when
red teaming well-aligned LLMs with stronger defenses. Another important direction for future
research is to find more transferable adversarial triggers that can generalize across different models
via prioritizing such triggers during optimization. This would extend the impact and applicability of
optimization-based jailbreak methods.

Beyond providing direct guidance for future red-teaming techniques, our proposed hypothesis may
also have broader implications for advancing research in other areas. In SKEWACT, we observed
that activation-perturbed models offer valuable guidance during trigger optimization, while this
approach may be useful to research in learning theory and explainable Al. For example, applying
model perturbations to explore how gradients behave and how loss landscapes evolve could offer
deeper insights about how LLMs perform memory, reasoning, and inference, guiding us to find more
efficient and robust model architectures.

7 Conclusion

In this paper, we investigate a fundamental cause of the ineffectiveness and inefficiency in existing
optimization-based jailbreak techniques for LLMs: the gap between gradient-guided candidate
ranking and the discrete trigger update process. We hence propose a novel optimization-based
jailbreak pipeline, named SKEWACT, which prioritizes candidates that steer optimization toward
local minima in wide convex regions of the loss landscape, thereby mitigating the impact of gradient
overshooting caused by discrete trigger update. We evaluate SKEWACT against the renowned
optimization-based jailbreak method, GCG, on seven LLMs with varying architectures and sizes
in both white-box and black-box settings. SKEWACT achieves more than a 10% increase in Attack
Success Rate (ASR) and over a 0.02 reduction in converged loss on average, demonstrating significant
improvements in both effectiveness and efficiency.
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