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Abstract

Large language models (LLMs) possess vast se-
mantic knowledge but often struggle with com-
plex reasoning tasks, particularly in relational rea-
soning problems such as kinship or spatial reason-
ing. In this paper, we present Path-of-Thoughts
(PoT), a novel framework designed to tackle re-
lation reasoning by decomposing the task into
three key stages: graph extraction, path identifica-
tion, and reasoning. Unlike previous approaches,
PoT efficiently extracts a task-agnostic graph that
identifies crucial entities, relations, and attributes
within the problem context. Subsequently, PoT
identifies relevant reasoning chains within the
graph corresponding to the posed question, fa-
cilitating inference of potential answers. Exper-
imental evaluations on four benchmark datasets,
demanding long reasoning chains, demonstrate
that PoT surpasses state-of-the-art baselines by
a significant margin (maximum 21.3%) with-
out necessitating fine-tuning or extensive LLM
calls. Furthermore, as opposed to prior neuro-
symbolic methods, PoT exhibits improved re-
silience against LLM errors by leveraging the
compositional nature of graphs.

1. Introduction

Large language models (LLMs) have shown remarkable
generalization abilities in natural language (NL) tasks (Wei
et al., 2022a; Kojima et al., 2022). State-of-the-art LLMs
(e.g., GPT-4-Turbo) can generate useful code (Chen et al.,
2021) and fluently engage in dialogue (Thoppilan et al.,
2022). Their success can be attributed to pre-training on
large human language datasets, which express real-world
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concepts, and thereby allow LLMs to implicitly learn about
the entities and relations that exist in the physical world (Pa-
tel & Pavlick, 2022). Nonetheless, some argue that the
underlying meaning of language cannot be learned from
text alone without appropriate grounding to the (non-text)
real-world experiences (Bisk et al., 2020; Cohn & Black-
well, 2024). Prior studies (Tolman, 1948; Whittington et al.,
2022; Garvert et al., 2017) have shown that humans, unlike
LLMs, can create “cognitive maps” while navigating and
experiencing their environments. Cognitive maps represent
the latent relational structure of a task/environment and are
particularly helpful for multi-hop relational reasoning tasks
such as planning/navigation (Yamada et al., 2024; Momen-
nejad et al., 2023).

While LLMs do exhibit some competence in basic plan-
ning tasks (Momennejad et al., 2023; Valmeekam et al.,
2023), they are known to perform shallow reasoning and
suffer in multi-hop relational reasoning tasks (e.g., kinship
inference (Sinha et al., 2019), or spatial reasoning (Shi
et al., 2022)). In contrast, symbolic solvers (e.g., Answer
Set Programs (ASP) (Lifschitz, 2008)) can faithfully per-
form reasoning using well-defined symbolic rules written
by domain experts. Consequently, there has been a surge of
neuro-symbolic works (Yang et al., 2023; Mirzaee & Kord-
jamshidi, 2023; Silver et al., 2024; Pan et al., 2023) which
combine the rich LLM natural language abilities with inter-
pretable symbolic solver modules. These works typically
leverage LLMs to transfer any natural language (NL) based
problem formulation to the appropriate symbolic language.
This is then executed by the solver, hence maintaining the
flexibility of LLMs while transferring the burden of complex
reasoning to the symbolic reasoning module. This disentan-
glement of language understanding and reasoning displays
significant performance improvements over prompt-based
baselines (e.g., Chain-of-thought (CoT) (Wei et al., 2022b)).
Nonetheless, prior works suffer from several shortcomings
such as task-specific and highly specialized translation and
reasoning modules, brittleness to LLM errors, or requiring
many LLM calls.

In this work, we introduce a novel framework, Path-of-
Thoughts (PoT), that decomposes a relational reasoning
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problem into three stages: graph extraction, path identifica-
tion, and reasoning. During the first stage, a single LLM call
extracts the key entities, relations, and their corresponding
attributes in the problem to construct an graph (akin to a
cognitive map). The graph is not task-specific and serves as
a foundation for downstream reasoning tasks (e.g., finding
shortest paths, or planning). Subsequently, the path identifi-
cation module identifies the key reasoning paths in the graph
that are associated with the question. Finally, an LLM or
symbolic reasoner is used to infer probable answers based
on the input and identified paths. Our evaluations on sev-
eral well established relational reasoning datasets indicate
4.5% to 21.3% symbolic methods and superior robustness
to LLM extraction errors. To the best of our knowledge, PoT
is the first work to deal with LLM hallucinations and input
ambiguities through path identification.

Our contributions can be summarized as follows:

* We present a prompting-based approach to efficiently
extract graphs and queries in a single LLM call.

* We propose an interpretable path identification stage
that can identify multiple independent reasoning paths
involving the queried entities to infer all possible an-
SWers.

* We benchmark on several kinship and spatial reasoning
tasks, including a challenging Chinese kinship dataset
that involves more than 500 kinship relations.

2. Problem Definition

In relational reasoning, a sample (S, a) consists of a textual
story S and a target relation a € R, where R is the overall
set of pre-defined relations. A story consists of a context
and a question, where the context describes entities and
their relations (e.g., A is the son of B) while the question
asks for an implicit relation between 2 entities mentioned
in the context (e.g., How should B address C?). For some
datasets, a question may have multiple possible answers
due to ambiguities or errors in the story (See Appendix G
for examples). Therefore, a method is allowed to output
multiple possible relations. Note that many prior works
(Yang et al., 2023; Mirzaee & Kordjamshidi, 2023) assume
the query is known and is independent of the story. We target
the more generic setting where the query is not annotated
and must be extracted from the story.

In order to complete the task, it is necessary for the algo-
rithm to have an understanding of how relations combine
(e.g., if A is to the west of B and C is north of A, then C is
north-west of B). In the problems we address, we assume
that these compositions are either common-sense (and thus
encoded implicitly in an LLM), or that a domain-specific

rule set is provided, either specified as logical rules or a set
of examples.

3. Related Work

Multi-hop Relational Reasoning: Before the advent of
LLMs, several neural network architectures were proposed
to solve the relational reasoning problem. These were often
accompanied by the introduction of benchmark datasets.
Shi et al. (2022) introduce the StepGame dataset, which
tests for multi-hop spatial reasoning. That is, given a story
describing the spatial relations (on top of, down, right, etc.)
between entities, the task is to infer the implicit relation
between two entities in the story. The authors introduce the
Tensor-Product based Memory-Augmented Neural Network
(TP-MANN), which is based on memory networks (Schlag
et al., 2021) and specialized for spatial reasoning tasks.
Palm et al. (2018) design a relational recurrent network,
which treats the input relational problem as a fully connected
graph with nodes representing the facts. Message passing is
iteratively performed before the answer is predicted. Recent
methods (Mirzaee et al., 2021; Mirzaee & Kordjamshidi,
2022; 2023) fine-tune pre-trained language models (PLMs)
(e.g., BERT (Devlin et al., 2019)) to extract more rich textual
features and cast the problem into a sequence classification
task. Wang et al. (2023) provide another synthesized dataset
called SPARTUN for testing spatial reasoning problems.
Compared to the StepGame dataset, it includes a larger
variety of spatial relation types and expressions. The authors
fine-tune a PLM-based model with a classification layer on
top of it to predict the final relation between two queried
entities. Sinha et al. (2019) introduce the CLUTRR dataset
to benchmark the kinship reasoning abilities of NLP models.
Experimental results show that a large gap exists between
PLMs that reason directly on the textual input and graph
neural network models (Velickovic et al., 2018) that work
directly on the underlying symbolic graph manifested by
the story.

Prompting-based Reasoning Methods: With the emer-
gence of powerful LLMs like GPT-4 (OpenAl et al., 2024)
and GPT-40, many approaches leverage the natural language
understanding and reasoning capabilities of these models
to tackle multi-hop relational reasoning problems. Wei
et al. (2022b) introduces Chain-of-Thought (CoT) prompt-
ing, which instructs LLMs to reason step-by-step before ar-
riving at conclusions. A follow-up work, Chain-of-Thought
with Self Consistency (CoT-SC) (Wang et al., 2023), seeks
to improve CoT by performing multiple independent rea-
soning iterations followed by a majority vote. Subsequent
frameworks, such as Tree-of-Thoughts (ToT) (Yao et al.,
2024) and Graph-of-Thoughts (GoT) (Besta et al., 2024),
further enhance LLMs’ reasoning capabilities on specific
downstream tasks by utilizing sophisticated search strate-
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An orange rectangle O is inside and touching a box named D. Another box named

E with a midsize green rectangle G is behind box D. This box covers a midsize white
thing W which is to the south of the green thing. Where is the green thing

regarding the orange thing?

{front, behind}
v

Triplets:
(O, covered_by, box D)
(G, behind, box D)
(box D, behind, box E)
(box E, cover, W)
(W, below, G)
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Figure 1. The PoT framework with an example featuring robustness against LLM extraction errors highlighted in red (flipped relation).
The LLM is employed to extract the graph representing the story’s relational structure. Path identification isolates the reasoning paths
relevant to the query entities. PoT reasons over each path independently to alleviate cascading errors due to extraction and infer all

possible answers.

gies and task-specific heuristics (e.g. scoring functions).
However, these tailored search strategies limit their adapt-
ability to other downstream tasks (e.g. relational reason-
ing). To address these challenges, Zhou et al. (2024) pro-
posed using graph-based synthetic data to fine-tune LLMs,
along with an Extract-then-Answer prompting strategy. This
approach showed improved performance in inductive and
spatial reasoning tasks by leveraging structured reasoning
representations. Additionally, Hu et al. (2024) proposed
Chain-of-Symbol (CoS) prompting to address spatial rea-
soning problems by presenting LLMs with in-context exam-
ples that include stories and corresponding symbolic chains.
However, CoS still relies on LLMs to not only translate nat-
ural language into symbolic notations but also to implicitly
construct reasoning chains, which makes it vulnerable to
interfering or disordered relations within the input relational
reasoning problem.

Extraction and Symbolic Reasoning: The interpretability
(Singh et al., 2024) and hallucination (Huang et al., 2023)
issues of LLMs have led many works to complement them
with symbolic modules (Pan et al., 2023; Olausson et al.,
2023; Nye et al., 2021; Wong et al., 2023b;a; Yu et al.,
2023). Such neuro-symbolic systems have been success-
fully applied to visual question answering (Ding et al., 2021)
and robot planning (Wong et al., 2023b; Silver et al., 2024;
Yang et al., 2023). DSR-LM (Zhang et al., 2023) presents
a differentiable symbolic reasoning framework that uses

pre-trained language models for fact extraction alongside
a differentiable symbolic module for deductive reasoning
using learned rules. The method displays good performance
on kinship reasoning but requires significant finetuning and
can fail due to fact extraction errors. LINC (Olausson et al.,
2023) introduces a framework for first-order logic (FOL) rea-
soning that employs LLMs as semantic parsers to translate
natural language premises and conclusions into first-order
logic expressions. Subsequently, external theorem provers
are used for deductive inference. This approach leads to
significant performance improvements over pure prompting-
based methods. However, it is limited to first-order logic
problems that are expressed in relatively short statements,
which makes the semantic parsing task tractable. Logic-
LM (Pan et al., 2023) also employs LLMs for semantic
parsing but tackles more logic-oriented problems such as
logic programming and constraint satisfaction. LLM-ASP
(Yang et al., 2023) uses answer set programs (Lifschitz,
2008) as generic symbolic solvers, resulting in a versatile
system capable of achieving state-of-the-art performance
across various problems. Our framework, PoT, embraces
the neuro-symbolic paradigm, but has important, distinct
features. Rather than converting the input problem into
task-specific symbolic language, we opt to extract the funda-
mental entities and relations, constructing a versatile graph
that can be utilized by a variety of downstream reasoners
(e.g. LLM, symbolic solver, etc). Unlike other complex
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symbolic formats, graphs offer support for compositional
and easily interpretable reasoning, making them particularly
suitable for tasks rooted in relationships, such as spatial rea-
soning. Moreover, we refrain from imposing any specific
format assumptions on the input text problem. Rather, we
efficiently extract all relations and queries simultaneously
within a single LLM call. Lastly, while traditional symbolic
solvers may fail if given contradictory facts, the inherent
compositional nature of graphs in PoT enables us to mit-
igate the impact of conflicting information due to LLM
extraction errors or ambiguities in the input problem. By
exploring multiple reasoning paths between queried entities,
our approach offers resilience against such challenges (See
Figure 1 for an example). To the best of our knowledge,
our approach is the first that directly mitigates the effect of
LLM extraction errors on the reasoning module.

4. Methodology

The proposed framework, PoT, consists of 3 modules: graph
extraction, path identification, and reasoning. The graph
extraction module extracts all mentioned entities and rela-
tions with corresponding attributes from the input story wtih
LLMs, and later converts them into a graph. Subsequently,
the path identification module identifies all reasoning paths
between the two queried entities on the graph. Lastly, the
reasoning module infers the answer given each reasoning
path independently.

Figure 1 shows the overall diagram of the proposed frame-
work. Section 4.1 elaborates on how to prompt LLMs to
extract the graph effectively. Section 4.2 describes the pro-
cess of finding the relevant reasoning paths between the
queried entities on the graph. Section 4.3 introduces how
we employ either an LLM or a symbolic solver to infer the
final answers given the reasoning paths.

4.1. Graph Extraction

Given a textual input story S, the objective of the
graph extraction module is to convert the context of the
story S into a graph G = (N, &), where the node set
N = {ni,na,...,ng,...} represents entities in the con-
text, with their associated attributes, and the edge set
& = {e1,ea,...,€ek,...} contains triplets represented as
(Nhead, Ty Ntair ), Where head node npeqq and tail node nyqq
represent entities, and r denotes the relation from npeqq to
Nqii- Note the relation r belongs to the pre-defined relation
set R. For example, in the kinship domain, a node includes
attributes like ‘identity’ and ‘gender’, representing a per-
son’s name and gender, respectively. This section details
our approach to constructing effective prompts for graph
extraction using large language models (LLMs).

Despite the effort of few-shot prompting (Brown et al.,

2020), a significant challenge in graph extraction lies in
the potential for the LLM to misinterpret the textual input,
leading to missing nodes or incorrect relations. These in-
accuracies can compromise the reliability of the graph G,
ultimately affecting the reasoning tasks that depend on it.

To address these challenges, we designed prompts that ex-
plicitly guide the LLM toward accurate relation identifica-
tion and triplet extraction. Our approach builds on principles
of structured guidance and decomposition, adapting strate-
gies from prior works while introducing specific enhance-
ments tailored to the graph extraction task. Key components
of our methodology include: (i) Sectional markup for logi-
cal structure, (ii) Syntactic delimiters for output consistency,
(iii) Predefined categories for standardized outputs, and (iv)
A decomposed approach to task simplification. Examples of
the prompts developed for our experiments are detailed in
the Appendix C.

Structured Prompts with Sectional Markup. Inspired
by previous work (Zhong et al., 2022) that organizes
prompts into logically segmented sections to improve inter-
pretability, we structure our prompts with distinct sections
marked by special characters (for example, #). This logical
organization provides the LLMs with a clear and navigable
framework, reducing ambiguity during task processing.

Structured Output with Syntactic Delimiters. Inspired
by the method proposed by Zhong et al. (2022) that uses
logical segmentation for clarity, we systematically organize
prompts into distinct sections, marked with special charac-
ters (e.g., #). This structure allows the LLM to navigate the
task more effectively and minimizes ambiguity in interpret-
ing the input.

Predefined Output Categories. Following principles of
consistent formatting, we use syntactic markers such as
brackets or parentheses to enforce a standardized output for-
mat. This approach ensures precision in the extracted data,
reducing the likelihood of parsing errors during downstream
processing.

Decomposition of the Extraction Task. Similar to the
prompt ideas outlined by Li et al. (2023) and Wu et al.
(2022), we decompose the graph extraction process into
smaller subtasks. For example, the prompt separates the
generation of relational triplets from the queries identifying
the two nodes. This explicit task decomposition reduces the
cognitive load on the LLM, enabling it to focus on individual
subtasks and improving overall performance.

By integrating these strategies, we tailored the LLM prompts
to balance clarity, consistency, and task-specific adaptability,
enabling effective graph extraction across diverse domains.
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The output of the LLM is parsed into in a set of triplets £
which is the edge set of the graph G. The queried entities
from the question are also extracted as nodes on graph G,
represented as ng,. and n4,,-, respectively.

4.2. Path Identification

The path identification module is responsible for identifying
all reasoning paths on the graph G. A reasoning path p is a
sequence of edges on G that connects the query nodes 7,
and n,,,. Specifically, p = [e;, ..., e;], where, e;,¢; € €.
Note that the direction of the edge e; between any adjacent
nodes ng,ng € N can be either forward as e; = (ng, r, ng)
or backward as e; = (ng,r,ns), depending on which of
them exists in edge set £&. We apply depth-first search
(Sedgewick, 2001) to identify such reasoning paths on the
graph G between the given queried entities.

Intuitively, a single reasoning path is all that is needed to in-
fer the implicit relation between n s, and n,,. (See Figure 1
for example). However, there could be multiple possible
reasoning paths from ng,. to ns,-. In cases where there
are LLM extraction errors or ambiguities in the story, each
reasoning path can infer a different possible answer (i.e.,
relation).

4.3. Reasoning

For each reasoning path p, we call an external reasoner
(e.g., symbolic solver) to obtain the target relation a € R.
The choice of reasoner depends on whether domain-specific
rules (e.g., logic rules) are available and other user consider-
ations (e.g., speed, reliability, optimality, interpretability).
In this work, we explore both LLM and symbolic reasoners.

LLM Reasoner: The LLM directly infers the answer
given the input problem, query, and extracted reasoning
path (expressed in natural language). This assumes that
the LLM has common-sense knowledge of the problem at
hand (e.g., spatial rules). Unlike Chain-of-Thought prompt-
ing (Wei et al., 2022b) which asks the LLM to perform
step-by-step reasoning before answering, we explicitly ex-
tract the reasoning chain relevant to the query in the path
identification stage, before feeding it to the LLM for reason-
ing. This alleviates common issues suffered by LLMs due
to irrelevant context (Shi et al., 2023).

Symbolic Reasoner: We use the CLINGO solver (Lifs-
chitz, 2019) which is based on answer set programming
(ASP) (Lifschitz, 2008). ASP is a logic programming
paradigm that is effective for various knowledge-intensive
reasoning tasks, particularly difficult (NP-Hard) search prob-
lems. Using CLINGO requires defining ASP knowledge
modules which outline the rules needed to solve the prob-
lem at hand (e.g., grandson(a,b) A sister(b,c) =

granddaughter(a,c)). Each edge in the extracted reason-
ing path is translated to a fact represented in ASP language
(e.g., (John, brother, Jack) — brother(Jack, John)) The
solver infers the answer given the facts and rules (i.e.,
problem-specific knowledge module). See Appendix H
for details.

5. Experiments
5.1. Experimental Setup

Datasets: We conduct experiments on 4 datasets: (i)
StepGame (Shi et al., 2022): Spatial reasoning questions
that require different numbers of reasoning hops to answer,
ranging from k£ = 1 to £k = 10. Relation types include
both cardinal and ordinal directions (e.g., top, down, down-
right, etc). We benchmark all methods on £ = 3,4, 10.
(ii) CLUTRR (Sinha et al., 2019): English kinship reason-
ing questions with different reasoning hops ranging from
2 to 10. (iii) SPARTUN (Mirzaee & Kordjamshidi, 2022):
spatial reasoning dataset. This dataset includes more com-
plex topological relations such as in, covered by, behind,
etc. (iv) Chinese kinship dataset: An internally developed
dataset that specifically focused on evaluating LLMs’ ability
for Chinese kinship reasoning. For more details about the
datasets and their structure, refer to Appendix E.

Baseline Methods: We benchmark our method against
a range of prompting-based and neuro-symbolic methods.
We use standard Input-Output prompting (10), Few Shot
prompting (Brown et al., 2020), Chain-of-Thought (CoT)
prompting (Wei et al., 2022b), and CoT with self consistency
(CoT-SC) (Wang et al., 2023) as prompting baselines. I0
prompts the LLM to generate the answer directly given an in-
struction and the input story. Few Shot prompting provides
a few question-answer pairs as examples. CoT encourages
LLMs to outline detailed reasoning steps before outputting
the answer. Finally, CoT-SC repeatedly calls the LLM with
the same prompt and outputs the most frequent answer.
Both CoT and CoT-SC are with few-shot examples. To rep-
resent neuro-symbolic methods, we benchmark LLM-ASP
(Yang et al., 2023) which first extracts symbolic facts from
the story using LL.Ms and then uses ASP (Lifschitz, 2008)
solvers for inferring answers. We choose LLM-ASP since it
displays good performance on a variety of relational rea-
soning tasks and requires no finetuning. More details on
LLM-ASP experiments can be found in Appendix H. We
do not benchmark neuro-symbolic methods (e.g., LLM-ASP,
PoT w/ symbolic reasoner (PoT-Symbolic)) on the Chinese
kinship and SPARTUN datasets as the complexity of their
possible relations (e.g., >500 possible Chinese kinship re-
lations) makes it difficult to write a symbolic knowledge
module (See Appendix 1.1 for details). All baselines are
run with several backbone LLMs (See Appendix I for re-
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sults with more backbone LL.Ms). For experiments on the
computational cost of all methods, refer to Appendix K

Performance Metrics: We following prior works to mea-
sure accuracy between predicted relations and ground true
relations, where it checks whether at least one target relation
exists within the predicted relations.

5.2. Experimental Results

Full Pipeline Performance: In Table 1, we compare the
full pipeline performance of all baselines using different
backbone LLMs. For computational cost reasons, all results
are single trial. PoT-LLM and PoT-Symbolic represent using
an LLM or a symbolic solver as the reasoner, respectively.
For fair comparison, we compare PoT-LLM to prompting-
based pipelines. On the other hand, PoT-Symbolic is com-
pared to the LLM-ASP as extra domain knowledge (i.e., sym-
bolic rules) is required for reasoning in both methods. The
prompts we use can be found in Appendix A.

The results show a clear improvement of PoT over the base-
lines. Among the prompting-based methods, PoT-LLM out-
performs almost all baselines with exception of the SPAR-
TUN on GPT-4-turbo. Meanwhile, for the extraction + sym-
bolic reasoning methods, results show a clear improvement
of PoT-Symbolic over the LLM-ASP.

The improvement gap over prompting-based methods is par-
ticularly large for questions requiring long reasoning chains
(e.g., k = 10) where prompting baselines (e.g., I0) signif-
icantly degrade. Interestingly, CoT and few shot prompt-
ing have only a minor improvement with powerful models
(e.g., GPT4) compared to I0 prompting, as observed previ-
ously (Yang et al., 2023). This suggests that linear chain of
thought reasoning may already exist in larger models and
imposing it externally is not always helpful for complex rea-
soning tasks. Moreover, we observe that the performance of
most methods steadily degrades as the number of possible
relations increases. Consequently, the CLUTRR kinship
dataset shows the largest gap with prompting baselines, be-
cause directly solving this complex and high order reasoning
problem is too challenging for LLMs with just in-context
learning examples.

We observe that GPT-40, employing direct prompting meth-
ods (I0, Few Shot, CoT, CoT-SC), shows significant im-
provement over GPT-4-turbo. This suggests an enhance-
ment in its fundamental reasoning abilities, potentially due
to training on a larger and more recent data corpus. Per-
formance steadily decreases from k£ = 3 to & = 10 for
Stepgame, except for neuro-symbolic methods, where k = 4
has the highest performance.

For GPT-40, we also observe that the improvements of our
methods compared to the second-best methods increase

when the number of reasoning hops increases. This ob-
servation holds for both prompting-based and extraction +
symbolic reasoning, indicating that our method, with access
to a powerful LLM, can outperform harder questions that
require reasoning over longer reasoning chains.
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Figure 2. Upper: Accuracy of PoT-Symbolic and LLM-ASP w.r.t
noise Types. A: flip — irrelevant edge, B: add — new_node — one
new edge, C: add — new_node — conflict edge, D: add — no_node
— irrelevant edge, E: add — no_node — main edge, F: replace —
irrelevant edge, and G: disconnected edges. Bottom:: Accuracy
of PoT-Symbolic and LLM-ASP w.r.t the number of noises.

Graph Extraction Performance: To evaluate the impact
of prompts on the performance of the relation extraction,
we construct a synthetic test set consisting of stories of mul-
tiple sentences and their corresponding triplets as labels.
To balance the trade-off between manual labeling and data
quantity for accurate results, we manually labeled a pool of
100 sentences from the Stepgame dataset (Shi et al., 2022)
with their corresponding triplets as the sentence pool. Each
test story consists of 20 sentences uniformly sampled from
the sentence pool and a query sentence asking about the
spatial relation between 2 mentioned entities. The results of
testing different prompts using GPT4-turbo on 1,000 such
stories are presented in Table 2. The results demonstrate that
the prompt design strategy we employ, which is explicitly
tailored to extract relations (as detailed in Section 4.1) can
accurately extract triplets from unstructured text. The in-
troduced method significantly outperforms non-customized,
in-context learning-based methods, such as zero-shot and
COT.
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Table 1. Single-trial accuracy results. Prompting-based methods use the LLM to directly predict the answer. Neuro-symbolic methods
(extraction + symbolic reasoning) use LLMs for semantic parsing and symbolic solvers for reasoning. PoT-LLM and PoT-Symbolic
represent using a LLM or symbolic solver as the reasoner, respectively. The k for StepGame represents the number of reasoning hops
required to infer the answer. The bold and underline fonts represent the best and second-best results, respectively. Experiments with

GPT-3.5 can be found in Table 28.

Stepgame Chinese
LLM Method k=3 ked k=10 CLUTRR SPARTUN Kinship
Prompting-based

10 59.0 52.5 328 45.9 72.8 45.2

s Few Shot 55.3 50.7 29.8 42.0 76.9 37.0

= CoT 583 51.3 34.2 53.0 79.7 39.7

S CoT-SC 57.4 51.7 344 54.6 78.1 46.6

E PoT-LLM 67.4 598 40.1 57.6 75.5 53.4

% Extraction + Symbolic Reasoing
LLM-ASP 83.7 894 8l1.1 48.1 — —
PoT-Symbolic (Ours) 88.2 92.6 85.6 66.1 — —
Prompting-based

I0 68.6 60.1 37.7 45.5 81.6 67.1

Few Shot 36.6 364 26.6 36.5 80.5 65.8

s CoT 69.4 61.0 40.0 57.6 81.4 68.5

E CoT-SC 70.0 63.2 404 59.4 78.9 68.5

% PoT-LLM (Ours) 73.4 68.0 48.7 61.9 83.1 71.2

Extraction + Symbolic Reasoing

LLM-ASP 85.3 84.7 T71.6 56.7 — —
PoT-Symbolic (Ours) 88.2 92.9 86.3 67.7 — —

Table 2. GPT-4-turbo extraction performance of different prompt
techniques (tested on 1000 synthetic stories). Few-shot examples
(5 shots) are kept consistent across all prompts. ‘Acc. Triplets’ and
‘Acc. Query’ represent the percentage of correctly extracted triplets
and queries among all stories, respectively. ‘Acc. All” denotes the
percentage of stories where the triplets and query were correctly
extracted. The bold and underline fonts represent the best and
second-best results within the group, respectively.

Prompt Method | Acc. Triplets | Acc. Query | Acc. All
Zero-shot 74.1 99.3 74.0
CoT Zero-shot 70.3 93.8 70.3
Few-shot 87.4 99.8 87.4
CoT Few-shot 91.9 99.9 91.9
ours 95.9 100.0 95.9
Rubostness to Extraction Noise: Due to possible LLM

extraction errors, it is important for the downstream rea-
soners to be capable of robust reasoning. In this section,
we build a dataset to evaluate the robustness of the PoT-
symbolic and LLM-ASP methods.

Based on observations of common LLM extraction errors

(see Table 18), we design 7 possible noise types. We con-
sider that the graph has two parts: a main chain, which is
the primary reasoning path that connects the source node
to the target node; and an irrelevant part, which consists
of all nodes and edges that are not part of the main chain.
When introducing noise, we do not corrupt the main chain,
since we do not want to change the ground truth answers.
The 7 noise types are as follows (see Figure 3 for illustra-
tions): (A) Flip an irrelevant edge: Flip the direction of
an irrelevant edge connecting 2 irrelevant nodes. (B) Add
a new node with a new edge: Add a new node and a new
edge that connects the new node to either the main chain
or to a node in the irrelevant part of the graph. (C) Add
conflict edges: Add an new node and connect it to either
the main chain or irrelevant part with 2 new edges. Noted
that 2 new edges contains conflict attributes. (D) Add an
irrelevant edge: Add an edge connecting 2 irrelevant nodes.
(E) Add a main edge: Add an edge between two nodes on
the main chain. (F) Modify the relation of an irrelevant
edge: Change the relation on an irrelevant edge without
changing its direction. (G) Add disconnected edge and
nodes: Add 2 new nodes connected to each other that are
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both disconnected with original graph.

We build synthetic noise datasets based on the clean samples
in the CLUTRR dataset (Sinha et al., 2019). Details can
be found in Appendix F. For each noise type, we gener-
ate 100 noisy samples. The results are shown in Figure 2.
PoT-Symbolic beats or ties the LLM-ASP for all noise types.
LLM-ASP is particularly sensitive to “adding irrelevant
edge” and “adding main edge”. In all of these noise types,
it is possible to introduce conflicting information (relations
are chosen randomly). LLM-ASP can struggle to resolve
contradictions, and is perturbed even if the conflicts are
irrelevant to the query.

We also evaluate how PoT and LLM-ASP fare as more noise
elements are introduced. We observe that PoT-Symbolic
remains robust under various levels of noise interference,
whereas the performance of the LLM-ASP solver declines
significantly as the number of noise elements increases.

6. Conclusion

We introduce Path-of-Thoughts (PoT), a novel framework
that decomposes a relational reasoning task into three stages:
graph extraction, path identification, and reasoning. Our ex-
periments demonstrate that PoT outperforms state-of-the-art
(SoTA) baselines across four benchmark datasets, without
the need for fine-tuning or extensive large language model
(LLM) calls. Unlike previous approaches, PoT exhibits
strong resilience to noise relations by leveraging the compo-
sitional nature of graphs. Additionally, we conduct analysis
experiments to demonstrate the contributions of each mod-
ule of the PoT, and to highlight the importance of identifying
key relations and the order of reasoning path in effective
relational reasoning tasks.

Impact Statement

This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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Figure 3. Illustrations of 7 noise types in the synthetic noise dataset. A toy sample of an instance graph with 5 nodes and 4 edges is
shown. The nodes and edges that are relevant or irrelevant to answer the question are marked in red and green, respectively. The noisy
nodes/edges are marked in purple.

A. Implementation Details

Compute: All experiments were conducted using the OpenAI API' on an Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz.

Backbone LLMs: We benchmark all methods using GPT-3.5-turbo (0125) (Ouyang et al., 2022), GPT-4-turbo (2024-04-
09) (OpenAl et al., 2024), GPT-40 (2024-05-13) and Llama3-70B-instruct (Grattafiori et al., 2024). All experiments were
conducted with a sampling temperature of 0.3 and a max output token length of 4096.

ASP Solver: For the neuro-symbolic methods, we use the Clingo ASP solver (Lifschitz, 2019). We borrow the ASP
knowledge modules from LLM-ASP (Yang et al., 2023) which are written by human domain experts.

Cost: Depending on the reasoning module used, PoT requires only 1 or 2 LLM calls. The symbolic solver is relatively
fast and takes 0.04s on average. Therefore, the total runtime is proportional to the LLM call runtime (1-4s on average for
GPT-40). In terms of monetary cost, the average question in the CLUTRR dataset costs 0.02 with GPT-4o.

B. Prompts for Baselines

In this section we show the prompt templates we use for baselines in Table 1. The prompts are identical for each baseline
across all backbone LLMs.

B.1. Prompt Templates for IO

The prompt templates of 1O for StepGame, CLUTRR, SPARTUN, and Chinese kinship datasets can be found in Tables 3, 4,
5, and 6, respectively.

"https://platform.openai.com/docs/introduction
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Table 3. 10 prompt template for StepGame.

Given a story about spatial relations among objects, answer the relation between two queried objects.

The answer could only be one of following: [top, bottom_left, top_left, bottom, bottom_right, top_right, right, left, overlap].

If a sentence in the story is describing clock-wise information, then 12 denotes above, 1 and 2 denote upper-right, 3 denotes right, 4
and 5 denote lower-right, 6 denotes below, 7 and 8 denote lower-left, 9 denote left, 10 and 11 denote upper-left. If the sentence is
describing cardinal directions, then north denotes above, east denotes right, south denotes below, and west denotes left. Wrap your
final answer in brackets. Example: [top].

Story: {story}
Answer:

Table 4. 10 prompt template for CLUTRR.

Given a story about kinship relations among persons, answer the relation between two queried persons. The answer could only be one
of following: [son, grandmother, daughter-in-law, grandson, greatgrandson, grandfather, mother-in-law, greatgranddaughter, uncle,
son-in-law, wife, greatgrandfather, brother, husband, daughter, father-in-law, sister, greatgrandmother, granddaughter, aunt, nephew,
niece, mother, father]. Wrap your final answer in brackets. Example: [grandfather]

Story: {story}
Answer:

Table 5. 10 prompt template for SPARTUN.

Given a story about spatial relations among objects, answer the relation between two queried objects step by step. The answer could
only be one of following: [far, in, touch, has, covered_by, right, overlap, front, behind, cover, left, disconnected_from, below, above,
near]. ’inside and touching’ refers ’covered_by’. inside’ and ’within’ and ’inside’ refers ’in’. contain’ refers "has’. If the sentence is
describing clock-wise information, then 3 denotes right, 6 denotes below, 9 denotes left, and 12 denotes above. If the sentence is
describing cardinal directions, then north denotes above, east denotes right, south denotes below, and west denotes left. There could be
multiple answers. Wrap all your answers in brackets. Example: [above, behind].

Story: {story}
Answer:

Table 6. 10 prompt template for Chinese kinship.

You are given a question about chinese kinship relations, please answer the question step by step. ansaers include but not limited
to chinese kinship titles: (W/ZR/H)EF (E 2,200, ) LIS, & 508, IR R 11K 1A A, U ete. Wrap your final answer in square
brackets []. If more than one relation is correct, separate the relations by comma, like: [5 3% 5F, 58 % 58).

Question: {story}
Answer:

12
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B.2. Prompt templates for Few-Shot

The prompt templates of Few-Shot for StepGame, CLUTRR, SPARTUN, and Chinese kinship datasets can be found in
Tables 7, 8, 9, and 10, respectively.

Table 7. Few shot prompt template for StepGame.
Given a story about spatial relations among objects, answer the relation between two queried objects. The answer could only be one of
following: [top, bottom_left, top_left, bottom, bottom_right, top_right, right, left, overlap]. If a sentence in the story is describing
clock-wise information, then 12 denotes above, 1 and 2 denote upper-right, 3 denotes right, 4 and 5 denote lower-right, 6 denotes
below, 7 and 8 denote lower-left, 9 denote left, 10 and 11 denote upper-left. If the sentence is describing cardinal directions, then
north denotes above, east denotes right, south denotes below, and west denotes left. Wrap your final answer in brackets. Example: [top].

Story: J is over there and D is on the top of it. S is upper right to W. J is directly south west of S. M is below P and to the right of P. C
is sitting at the 3:00 position to D. A is diagonally above D to the left at a 45 degree angle. C is sitting at the 9:00 position of Y. S
presents left to Y. J is on the right side to V. What is the relation of the agent A to the agent S?

Answer: [top_left]

Story: Object Y is below object X and to the left of it, too. H is to the right of M. Y is placed at the bottom of U. H is over there and T
is on the right. J is directly below V. U is over there and A is on the right of it. U is over there and H is on the right. F is sitting in the
left direction of H. M is positioned below Y. What is the relation of the agent X to the agent U?

Answer: [right]

Story: B is to the right of L and is on the same horizontal plane. M and L are next to each other with L on the right and M on the left.
B is at the bottom and D is on the top. J is to the top of W vertically. A is to the bottom-left of I. J is sitting at the top position to M. H
is above J with a small gap between them. B is on the same horizontal plane directly right to E. E is on the right and W is on the left.
What is the relation of the agent L to the agent H?

Answer: [bottom_right]

Story: H and K are side by side with K at the bottom and H on the top. P is below K with a small gap between them. U is there and Z
is at the 10 position of a clock face. Object A is above object M and to the right of it, too. D is to the right of H horizontally. P and C
are parallel, and P is to the right of C. G and C are vertical and G is above C. Q and E are next to each other with Q on the left and E
on the right. The object O is positioned below and to the right of the object J. E is above S at 2 o’clock. F and J are both there with the
object F is to the right of object J. Z is over there and N is on the left. Y is diagonally left and below L. If U is the center of a clock
face, G is located between 10 and 11. F is directly above W. P is directly north west of V. S is there and L is at the 10 position of a
clock face. Q is positioned below D. N is to the bottom left of D. If A is the center of a clock face, Q is located between 4 and 5. What
is the relation of the agent E to the agent Z?

Answer: [right]

Story: {story}
Answer:

B.3. Prompt Templates for CoT and CoT-SC

The prompt templates of CoT and CoT-SC for StepGame, CLUTRR, SPARTUN, and Chinese kinship datasets can be found
in Tables 11, 12, 13, and 14, respectively.

B.4. Prompt Templates for LLM-ASP

The prompt templates of LLM-ASP for StepGame and CLUTRR (prompts for extracting relations and genders.) datasets
can be found in Tables 15, 16, and 17.

C. Prompt Templates for Graph extraction

Tables 19, 20, 21, and 22 showcase the prompt templates used for extracting the instance graph via in-context learning
for the StepGame, CLUTRR, and Chinese kinship datasets, respectively. Common Extraction Errors: We find GPT-4
models to be powerful information extractors. However, we do observe some common errors such as wrong gender, missing
relations, or wrong entity. See Table 18 for examples from the CLUTRR dataset.
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Table 8. Few shot prompt template for CLUTRR.

Given a story about kinship relations among persons, answer the relation between two queried persons. The answer could only be one
of following: [son, grandmother, daughter-in-law, grandson, greatgrandson, grandfather, mother-in-law, greatgranddaughter, uncle,
son-in-law, wife, greatgrandfather, brother, husband, daughter, father-in-law, sister, greatgrandmother, granddaughter, aunt, nephew,
niece, mother, father].

Story: Edd took his sister Marion out to lunch after learning that she got accepted into her first choice for university. Washington
bought to dress for his father Edd Washington and his uncle Bird went to the movies Sunday after church and got popcorn and candy
while they were there. What should Marion address Bird?

Answer: [brother]

Story: Ottilia asked her husband Friend if he could chop up some vegetables for dinner. Christine’s mother Ottilia was teaching her
how to teach when Christine’s husband Rollie arrived home. What should Friend address Rollie?

Answer: [son-in-law]

Story: May joined her husband Young, her son Miles and daughter-in-law Abbie for brunch last Sunday. May fixed her husband
Young dinner and then they watched a movie they rented. What should Young address Abbie?

Answer: [daughter-in-law]

Story: Leonard and his wife, Ella, went over to Genevieve’s house for the weekend. Genevieve told her mother, Ella, that Rose would
be over later. Leonard, Rose’s father, was happy to hear this. Leila brought her grandmother, Genevieve, some muffins. What should
Rose address Genevieve?

Answer: [sister]

Story: {story}
Answer:

Table 9. Few shot prompt template for SPARTUN.

Given a story about spatial relations among objects, answer the relation between two queried objects step by step. The answer could
only be one of following: [far, in, touch, has, covered_by, right, overlap, front, behind, cover, left, disconnected_from, below, above,
near]. ’inside and touching’ refers ’covered_by’. inside’ and ’within’ and ’inside’ refers ’in’. ’contain’ refers "has’. If the sentence is
describing clock-wise information, then 3 denotes right, 6 denotes below, 9 denotes left, and 12 denotes above. If the sentence is
describing cardinal directions, then north denotes above, east denotes right, south denotes below, and west denotes left. There could be
multiple answers. Wrap all your answers in brackets. Example: [above, behind].

Story: A box called one covers a medium green apple. Covered by another box called two there is this box. Box two has a medium
orange apple which touches a yellow apple. Box two covers the yellow fruit. Where is box two regarding box one?
Answer: [cover]

Story: A midsize orange rectangle is inside and touching a box named DDD. Above and in front of box DDD is another box named
EEE. Box DDD is disconnected from and near to this box. A midsize orange rectangle is over and touches another midsize orange
rectangle. Midsize orange rectangle number one is within box EEE. Box EEE covers midsize orange rectangle number two. Where is
DDD relative to midsize orange rectangle number two?

Answer: [behind, below].

Story: A medium triangle, a big black square and a big circle are in a block called AAA. The big black square is behind the big circle
and is in front of the medium triangle. In front of and touches a small black triangle there is this thing. Block AAA has the small black
triangle. This block has a small blue square. Behind the medium triangle there is the small black triangle. Behind the big circle is the
medium object. The small blue square is in front of the object which was in front of the medium thing. Under the big circle is this
shape. What is the position of the medium object regarding the small blue square?

Answer: [behind].

Story: {story}
Answer:
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Table 10. Few shot prompt template for Chinese kinship.
You are given a question about chinese kinship relations, please answer the question step by step. ansaers include but not limited
to chinese kinship titles: ORI EF R, 20, LR & E B R R IR A A BUA ete. Wrap your final answer in square
brackets []. If more than one relation is correct, separate the relations by comma, like: [5B # &, B #5].

Question: /NUEFATN FBHIBFF0 EWRE DG, EBBEKEC RN, A E DRI T/ NAE OS24 /N, T/
PRI Y5/ R DLHIERE P B — R - E—RKERR S L, DMURAMRE — ME5 R BN, PR LR/ N -
i EaRMER, /DERTRERRIRE N ?

Answer: [BE].

Question: ZE/NRIVEHE X B, FANTHER—E, KGRI NRE-AURTEIARBME, M &F0HARAN]
—BES5EMERES . IR, DR LUVNEEIE TIEE 7/ N — RS NE S - /DI EE A/ NI AR T .
EH?D?%%J%?%T%@JTM%, MR NMEIEEE - TEX BRI E, /INEAREMRIEIME R ?

Answer: [ 1-

Question: /NI L/ NEBITE SR AT THRME, /NG TE — S5 RNt 92 A/ NEATIR o /INMESEEI T A ACE /N X R
BIK o I A/INERETRERRIT NXI R AT 42
Answer: [557] -

Question: {story}
Answer:

D. Prompt Templates for LLM Reasoner

Tables 23, 24, 25, and 26 showcase the prompt templates used for LLM reasoner for the StepGame, CLUTRR, SPARTUN,
and Chinese kinship datasets respectively. Note that for the Stepgame and CLUTRR datasets, we replace the original stories
with the extracted instance paths, whose format can be found in the corresponding in-context learning examples. On the
other hand, for the SPARTUN and Chinese kinship datasets, we append the extracted instance path together with the original
story.

E. Datasets

We evaluate all methods on four relational reasoning datasets:

» StepGame (Shi et al., 2022): A QA benchmark aiming to evaluate spatial reasoning abilities. This dataset contains
a controllable parameter k£ which specifies the possible length of reasoning hops. We use 1000 samples for each
k € {3,4,10}.

* CLUTTR (Sinha et al., 2019): A banchmark for evaluating the English kinship reasoning abilities. We used the test set
provided by the author at huggingface 2. Within this test set, the number of reasoning hops required to infer the answer
ranges from 2 to 10. The final test dataset has 1049 samples. Each sample consists of the context, query, and label. The
context describes relationships among persons within a family in a natural tone. The query provides the names of the two
persons whose relation we need to deduce. The label contains the answers to the query. Moreover, the context has names
tagged within ‘[]” and the queried entities are known and not part of the story, which is inconsistent with our problem
definition (See Section 2). Therefore, we modified the test set by canceling name tagging and merging the query into the
story as a natural language question (e.g., How should x address y?).

* SPARTUN (Mirzaee & Kordjamshidi, 2022): A synthesized dataset created for spatial question answering. It has a
broad coverage of various types of spatial relations and spatial language expressions and utterances. It has 2 types of
questions: Find Relation and YES/NO. We run the experiments on the Find Relation type of questions as they return
the actual relationships, while YES/NO questions do not. We use the first 1000 Find Relation questions from the test
set in all experiments. Original dataset has its label in one of these concepts: ‘FAR’, ‘NTPP’, ‘EC’, ‘NTPPI’, ‘TPP’,
‘RIGHT’, ‘PO’, ‘FRONT’, ‘BEHIND’, ‘TPPI’, ‘LEFT’, ‘DC’, ‘BELOW’, ‘ABOVE’, ‘NEAR’. To make it easier for
LLMs to understand the label of the questions, we map the concepts back to their meaning in plain-text. the mapping we
used is: ‘FAR’: ‘far’, ‘NTPP’: ‘in’, ‘EC’: ‘touch’, ‘NTPPI’: ‘has’, ‘TPP’: ‘covered_by’, ‘RIGHT’: ‘right’, ‘PO’: ‘overlap’,

2 https://huggingface.co/datasets/ CLUTRR/v1/viewer/gen_train234_test2to10/test
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Table 11. CoT and CoT-SC prompt template for StepGame.

Given a story about spatial relations among objects, answer the relation between two queried objects step by step. The answer could
only be one of following: [top, bottom_left, top_left, bottom, bottom_right, top_right, right, left, overlap]. If a sentence in the story is
describing clock-wise information, then 12 denotes above, 1 and 2 denote upper-right, 3 denotes right, 4 and 5 denote lower-right, 6
denotes below, 7 and 8 denote lower-left, 9 denote left, 10 and 11 denote upper-left. If the sentence is describing cardinal directions,
then north denotes above, east denotes right, south denotes below, and west denotes left. Wrap your final answer in brackets. Example:
[top]. A ’Reasoning chain’ with respect to the question is provided to help solve the question. Please take it as the important reference.
If the "Reasoning chain’ is None, then extact the reasoning chain yourself.

Story: J is over there and D is on the top of it. S is upper right to W. J is directly south west of S. M is below P and to the right of P. C
is sitting at the 3:00 position to D. A is diagonally above D to the left at a 45 degree angle. C is sitting at the 9:00 position of Y. S
presents left to Y. J is on the right side to V. What is the relation of the agent A to the agent S?

Answer: To determine the relation of agent A to agent S, let’s analyze the story step by step:

. **] is over there and D is on the top of it.** - D is top of J.

. **S is upper right to W.** - S is top_right of W.

. **] is directly south west of S.** - J is bottom_left of S.

. **M is below P and to the right of P.** - M is bottom_right of P.

. **C is sitting at the 3:00 position to D.** - C is right of D.

. **A is diagonally above D to the left at a 45 degree angle.** - A is top_left of D.

. **C is sitting at the 9:00 position of Y.** - C is left of Y.

. **S presents left to Y.** - S is left of Y.

. **] is on the right side to V.** - J is right of V.

Now, we need to find the relation between agent A and agent S:

- From step 3, we know J is bottom_left of S. - From step 1, we know D is top of J. - Therefore, D is top of J, and J is bottom_left of S,
so D is to the left of S. - From step 6, we know A is top_left of D.

Since D is to the left of S, and A is top_left of D, we can determine that A is top_left of S.

Final answer: [top_left]

NelieREN e QU I SO I S T

Story: Object Y is below object X and to the left of it, too. H is to the right of M. Y is placed at the bottom of U. H is over there and T
is on the right. J is directly below V. U is over there and A is on the right of it. U is over there and H is on the right. F is sitting in the
left direction of H. M is positioned below Y. What is the relation of the agent X to the agent U?

Answer: To determine the relation of the agent X to the agent U, we need to analyze the spatial relations described in the story step by
step:

. "Object Y is below object X and to the left of it, too." - Y is bottom_left of X.

. "H is to the right of M." - H is right of M.

. "Y is placed at the bottom of U." - Y is bottom of U.

. "H is over there and T is on the right." - T is right of H.

. "J is directly below V." - J is bottom of V.

. "U is over there and A is on the right of it." - A is right of U.

. "U is over there and H is on the right." - H is right of U.

. "F is sitting in the left direction of H." - F is left of H.

. "M is positioned below Y." - M is bottom of Y.

Now, let’s determine the relation of X to U:

- From step 1, Y is bottom_left of X. - From step 3, Y is bottom of U.

Since Y is bottom of U and bottom_left of X, X must be top_right of U.

Therefore, the relation of the agent X to the agent U is [right].

NelioREN e NV, IF NS E S T

Story: B is to the right of L and is on the same horizontal plane. M and L are next to each other with L on the right and M on the left.
B is at the bottom and D is on the top. J is to the top of W vertically. A is to the bottom-left of L. J is sitting at the top position to M. H
is above J with a small gap between them. B is on the same horizontal plane directly right to E. E is on the right and W is on the left.
What is the relation of the agent L to the agent H?

Answer: To determine the relation of the agent L to the agent H, let’s break down the spatial relations step by step:

. **B is to the right of L and is on the same horizontal plane.** - L is to the left of B.

. **M and L are next to each other with L on the right and M on the left.** - M is to the left of L.

. **B is at the bottom and D is on the top.** - B is below D.

. **] is to the top of W vertically.** - J is above W.

. ¥*A'is to the bottom-left of I.** - A is bottom_left of I.

. **] is sitting at the top position to M.** - J is above M.

. **H is above J with a small gap between them.** - H is above J.

. **B is on the same horizontal plane directly right to E.** - E is to the left of B.

. **E is on the right and W is on the left.** - W is to the left of E.

Now, let’s find the relation between L and H:

- From steps 1 and 2, we know that M is to the left of L, and L is to the left of B. - From step 6, J is above M. - From step 7, H is above
.

Since M is to the left of L, and J is above M, J is also to the left of L but higher up. Since H is above J, H is even higher up and still to
the left of L.

Therefore, the relation of L to H is [bottom_right]. 16
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Story: H and K are side by side with K at the bottom and H on the top. P is below K with a small gap between them. U is there and Z
is at the 10 position of a clock face. Object A is above object M and to the right of it, too. D is to the right of H horizontally. P and C
are parallel, and P is to the right of C. G and C are vertical and G is above C. Q and E are next to each other with Q on the left and E
on the right. The object O is positioned below and to the right of the object J. E is above S at 2 o’clock. F and J are both there with the
object F is to the right of object J. Z is over there and N is on the left. Y is diagonally left and below L. If U is the center of a clock
face, G is located between 10 and 11. F is directly above W. P is directly north west of V. S is there and L is at the 10 position of a
clock face. Q is positioned below D. N is to the bottom left of D. If A is the center of a clock face, Q is located between 4 and 5. What
is the relation of the agent E to the agent Z?

Answer: To determine the spatial relation between agent E and agent Z, let’s break down the information provided in the story step by
step:

1. **Position of Z:** - "Z is at the 10 position of a clock face." - If U is the center of a clock face, "G is located between 10 and 11." -
"Z is over there and N is on the left." - "'S is there and L is at the 10 position of a clock face."

From this, we can infer that Z is at the 10 o’clock position relative to U.

2. **Position of E:** - "Q and E are next to each other with Q on the left and E on the right." - "E is above S at 2 o’clock." - "If A is
the center of a clock face, Q is located between 4 and 5."

From this, we can infer that E is at the 2 o’clock position relative to S.

3. **Relative Positions:** - We know Z is at the 10 o’clock position relative to U. - We know E is at the 2 o’clock position relative to
S.

4. **Combining Information:** - Since Z is at the 10 o’clock position relative to U, Z is in the upper-left direction. - Since E is at the
2 o’clock position relative to S, E is in the upper-right direction.

To find the relation of E to Z, we need to consider their relative positions: - Z is at the 10 o’clock position (upper-left). - E is at the 2
o’clock position (upper-right).

Therefore, E is to the **right** of Z.

Final answer: [right]

Story: {input}
Answer:

‘FRONT’: ‘front’, ‘BEHIND’: ‘behind’, ‘TPPI’: ‘cover’, ‘LEFT’: ‘left’, ‘DC’: ‘disconnected_from’, ‘BELOW’: ‘below’,
‘ABOVE’: ‘above’, ‘NEAR’: ‘near’.

Chinese Kinship: We employed annotators to manually compile 73 story-and-answer pairs specifically focused on
evaluating LLMs’ ability for Chinese kinship reasoning. Chinese kinship is known for its complex relationships and
presents a significant challenge for LLMs in conducting relational reasoning. Compared to English, Chinese kinship
reasoning is more challenging for 3 reasons: 1) the ages of people affect the final kinship title; 2) there are over 500
possible titles; and 3) there are aliases for kinship titles due to regional customs.

F. Noise Datasets

We build synthetic noise datasets based on the clean samples in the CLUTRR dataset (Sinha et al., 2019), which we call the
root sample set. When generating a noisy sample for a specific type of noise, we randomly select a sample from the root
sample set and then add the noise to the sample at a random location. For each noise type, we generate 100 noisy samples.
In all of these noise types, it is possible to introduce conflicting information (relations are chosen randomly).

To generate a sample containing n noise elements, we first randomly select n types of noise (with replacement), and then we
introduce them into a randomly chosen sample from the root sample set. We generate 100 noisy samples for each number
category. The findings are presented in Figure 2.

G. CLUTRR Dataset Ambiguities

After manual checking, we have found several cases where the story has more than one possible answer. See Table 27 for
examples in the CLUTRR dataset.

H. Baselines

LLM-ASP: We use the same solver (CLINGO v5.6.0) and knowledge modules® used in LLM-ASP (Yang et al., 2023) for
the CLUTRR and Stepgame datasets. Contrary to our problem definition (see Section 2), LLM-ASP (Yang et al., 2023)

3https://github.com/azreasoners/LLM-ASP
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Table 12. CoT and CoT-SC prompt template for CLUTRR.

Given a story about kinship relations among persons, answer the relation between two queried persons step by step. The answer could
only be one of following: [aunt, son-in-law, grandfather, brother, sister, father, mother, grandmother, uncle, daughter-in-law, grandson,
granddaughter, father-in-law, mother-in-law, nephew, son, daughter, niece, husband, wife, sister-in-law]. Wrap your final answer in
brackets. Example: [grandfather].

Story: Edd took his sister Marion out to lunch after learning that she got accepted into her first choice for university. Washington
bought to dress for his father Edd. Washington and his uncle Bird went to the movies Sunday after church and got popcorn and candy
while they were there. How should Marion address Bird?

Answer: To determine how Marion should address Bird, we need to carefully analyze the relationships mentioned in the story.

1. Edd took his sister Marion out to lunch. - This tells us that Marion is Edd’s sister.

2. Washington bought a dress for his father Edd. - This tells us that Washington is Edd’s son, making Edd Washington’s father.

3. Washington and his uncle Bird went to the movies. - This tells us that Bird is Washington’s uncle.

Since Bird is Washington’s uncle and Washington is Edd’s son, Bird must be Edd’s brother. Therefore, Bird is Marion’s brother,
because Marion is Edd’s sister.

So, Marion should address Bird as her brother.

Final answer: [brother]

Story: Ottilia asked her husband Friend if he could chop up some vegetables for dinner. Christine’s mother Ottilia was teaching her
how to teach when Christine’s husband Rollie arrived home. How should Friend address Rollie?

Answer: To determine how Friend should address Rollie, we need to understand the relationships between the characters in the story.
1. Ottilia asked her husband Friend to chop vegetables. - Ottilia and Friend are married.

2. Christine’s mother is Ottilia. - Christine is Ottilia’s daughter.

3. Christine’s husband is Rollie. - Rollie is Christine’s husband.

Since Ottilia and Friend are married, and Ottilia is Christine’s mother, Friend is Christine’s father. Therefore, Rollie, being Christine’s
husband, is Friend’s son-in-law.

So, Friend should address Rollie as his son-in-law.

Final answer: [son-in-law]

Story: May joined her husband Young, her son Miles and daughter-in-law Abbie for brunch last Sunday. May fixed her husband
Young dinner and then they watched a movie they rented. How should Young address Abbie?

Answer: To determine how Young should address Abbie, we need to establish their relationship based on the information given in the
story.

1. Identify the relationships: - May is Young’s wife. - Miles is May and Young’s son. - Abbie is Miles’ wife, making her May and
Young’s daughter-in-law.

2. Since Abbie is married to Miles, Young should address Abbie as his daughter-in-law.

Therefore, the appropriate way for Young to address Abbie is:

[daughter-in-law]

Story: Leonard and his wife, Ella, went over to Genevieve’s house for the weekend. Genevieve told her mother, Ella, that Rose would
be over later. Leonard, Rose’s father, was happy to hear this. Leila brought her grandmother, Genevieve, some muffins. How should
Rose address Genevieve?

Answer: To determine how Rose should address Genevieve, let’s break down the relationships step by step:

1. Leonard and Ella are married. 2. Genevieve is Ella’s daughter, making Genevieve Leonard’s daughter as well. 3. Rose is Leonard’s
daughter, which means Rose is also Ella’s daughter. 4. Since Genevieve is Ella and Leonard’s daughter, Genevieve is Rose’s sister.
Given these relationships, Rose should address Genevieve as her sister.

Final answer: [sister]

Story: {story}
Answer:
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Table 13. CoT and CoT-SC prompt templates for SPARTUN.

Given a story about spatial relations among objects, answer the relation between two queried objects step by step. The answer could
only be one of following: [far, in, touch, has, covered_by, right, overlap, front, behind, cover, left, disconnected_from, below, above,
near]. ’inside and touching’ refers ’covered_by’. 'inside’ and ’within’ and ’inside’ refers ’in’. ’contain’ refers "has’. If the sentence is
describing clock-wise information, then 3 denotes right, 6 denotes below, 9 denotes left, and 12 denotes above. If the sentence is
describing cardinal directions, then north denotes above, east denotes right, south denotes below, and west denotes left. There could be
multiple answers. Wrap all your answers in brackets. Example: [above, behind].

Story: A box called one covers a medium green apple. Covered by another box called two there is this box. Box two has a medium
orange apple which touches a yellow apple. Box two covers the yellow fruit. Where is box two regarding box one? Answer: To
determine the spatial relation between box two and box one, we need to analyze the given story step by step.

1. **First Sentence:** "A box called one covers a medium green apple." - Box one is covering the green apple.

2. **Second Sentence:** "Covered by another box called two there is this box." - Box one is covered by box two.

From these two sentences, we can infer the following: - Box one is covered by box two.

Therefore, the spatial relation between box two and box one is that box two is covering box one.

Final answer: [cover]

Story: A midsize orange rectangle is inside and touching a box named DDD. Above and in front of box DDD is another box named
EEE. Box DDD is disconnected from and near to this box. A midsize orange rectangle is over and touches another midsize orange
rectangle. Midsize orange rectangle number one is within box EEE. Box EEE covers midsize orange rectangle number two. Where is
DDD relative to midsize orange rectangle number two?

Answer: To determine the spatial relation between box DDD and midsize orange rectangle number two, let’s break down the given
story step by step:

1. "A midsize orange rectangle is inside and touching a box named DDD." - This indicates that there is a midsize orange rectangle
within box DDD and touching its sides.

2. "Above and in front of box DDD is another box named EEE." - Box EEE is positioned above and in front of box DDD.

3. "Box DDD is disconnected from and near to this box." - Box DDD is near but not touching box EEE.

4. "A midsize orange rectangle is over and touches another midsize orange rectangle." - There are two midsize orange rectangles, and
one is positioned over and touching the other.

5. "Midsize orange rectangle number one is within box EEE." - The first midsize orange rectangle is inside box EEE.

6. "Box EEE covers midsize orange rectangle number two." - Box EEE is covering the second midsize orange rectangle.

From these statements, we can infer the following: - Box EEE is above and in front of box DDD. - The second midsize orange
rectangle is covered by box EEE, meaning it is inside or directly beneath box EEE.

Since box EEE is above and in front of box DDD, and box EEE covers the second midsize orange rectangle, it implies that the second
midsize orange rectangle is also above and in front of box DDD.

Therefore, the relation between box DDD and midsize orange rectangle number two is that DDD is behind and below the second
midsize orange rectangle.

Final answer: [behind, below].

Story: A medium triangle, a big black square and a big circle are in a block called AAA. The big black square is behind the big circle
and is in front of the medium triangle. In front of and touches a small black triangle there is this thing. Block AAA has the small black
triangle. This block has a small blue square. Behind the medium triangle there is the small black triangle. Behind the big circle is the
medium object. The small blue square is in front of the object which was in front of the medium thing. Under the big circle is this
shape. What is the position of the medium object regarding the small blue square?

Answer: To determine the position of the medium object regarding the small blue square, let’s break down the story step by step:

1. **Objects in Block AAA**: - Medium triangle - Big black square - Big circle - Small black triangle - Small blue square

2. **Relations**: - The big black square is behind the big circle. - The big black square is in front of the medium triangle. - The small
black triangle is touched by something in front of it. - The small black triangle is in Block AAA. - The small blue square is in Block
AAA. - The small black triangle is behind the medium triangle. - The medium object (medium triangle) is behind the big circle. - The
small blue square is in front of the object which was in front of the medium object (medium triangle). - Under the big circle is another
shape (not directly relevant to our query).

3. **Key Relations for Query**: - The medium triangle is behind the big circle. - The big black square is behind the big circle and in
front of the medium triangle. - The small blue square is in front of the object which was in front of the medium triangle.

4. **¥Pogsition of Medium Object**: - The medium triangle is behind the big circle. - The small blue square is in front of the object
which was in front of the medium triangle. Since the big black square is in front of the medium triangle, the small blue square must be
in front of the big black square.

Given these relations, the medium triangle (medium object) is behind both the big black square and the small blue square.
Therefore, the position of the medium object regarding the small blue square is [behind].

Story: {story}
Answer:
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Table 14. CoT and CoT-SC prompt templates for Chinese kinship.

You are given a question about chinese kinship relations, please answer the question step by step. ansaers include but not limited

to chinese kinship titles: (W/ZR/H)E T (E 20,200, ) LIS, & 30, 3R R 11 K 1A A, BUA ete. Wrap your final answer in square
brackets []. If more than one relation is correct, separate the relations by comma, like: [5 3% 5F, 58 % 58).

Question: /NMEFGIX I IR 5= ERIESGE, AEBBEZRRK RN, A E DR T/ NE — A EE A/ NME, /s
P/ R/ MR B P — A - E—REKBER & L, DRI E) — 528 BN, SEBR BN 56 -
RIE LREE, ANMEATBERRIE/ NG ?

Answer: RIEHERHAHFEE, FATATLLRSHES H/NES /MR AR B

L /NERIINFR/ANA o 2. /NI — R A I NE - 3. ANERIIIE R /NI - 4. /NI NMEEE R B PR — 5

Hot, WIBNMER Sty - /MER/INMERTM T/ NHRYEEE, B/ NER/NERIZL -

TR, BB NIEIS G - DRI/, BN NEREEE -

WIe, BRI S 0y - /NI /NI RIS 36, /MR NMERI B E .

R, NERTRERRIE M5 8] -

Question: 7E/NRIVAEHES B, RAMTWER—, RETFARZL DRE AR TIARMBME, 2B MR A
—BSE5EMESED - SR, INRIZUNERE TS/ NI —FS NS - NI A/ NIBEES T -
TR, REEEENT/ME, MR/ NIEIEEE - IEXDNEXIE, INRATREMRIE MR

Answer: To determine how /]>>K might refer to /JM%, we need to establish the relationships step by step:

1. /MR has a daughter named /N32. 2. /N3E invited her 18 F (sister-in-law) /NI to the birthday party. 3. /NH’s husband is /N1, 4.
/NI is ZNE’s son because /N is referred to as /N3E’s B F, meaning /N is /N3E’s brother. 5. /M& is ZNJfi’s mother.

Since /M1 is 7NE’s son, /M must be /NE’s wife.

Therefore, /N F would refer to /]M& as [FEF].

Question: /N2 L/ NERITE SR BEATHTHERE, /NG TE— S5 A A2 A/ NEZT IR - /NEIRE T IR A5 /NI RTRE
B3K o BB /INERA] RERRIE/ N AT 42

Answer: To determine what /NF (Xiao Yu) would call /NX] (Xiao Min), we need to understand the relationships described in the
question:

1. /NFz (Xiao Meng) is the mother of /MR (Xiao Yu). 2. /N#a’s husband is /M€ (Xiao Hua), making /N the father of /MR, 3. /)
1€ mentioned his father /MX] (Xiao Min).

Thus, /X (Xiao Min) is /MR’s (Xiao Yu’s) paternal grandfather.

In Chinese kinship terms, a paternal grandfather is called tH5 or 5555.

Therefore, /NEE would call /M :

AN AN

(17771

Question: {story}
Answer:
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Table 15. LLM-ASP extraction prompt template for StepGame. The prompt are a slightly modified version of the original so that all

triplets and queries are extracted at once.
Given a story, please parse each sentence into a fact. If the sentence is describing clock-wise information, then 12 denotes top, 1 and 2
denote top_right, 3 denotes right, 4 and 5 denote down_right, 6 denotes down, 7 and 8 denote down_left, 9 denote left, 10 and 11
denote top_left. If the sentence is describing cardinal directions, then north denotes top, east denotes right, south denotes down, and
west denotes left. If the sentence is a question, the fact starts with query. Otherwise, the fact starts with one of top, down, left, right,
top_left, top_right, down_left, and down_right.
Story: If H is the center of a clock face, X is located between 4 and 5. V is directly north east of D. H and E are next to each other with
H on the left and E on the right. What is the relation of the agent H to the agent E? Semantic Parse: top_left("H", "X"). top_right("V",
"D"). left("H", "E"). query("H", "E").
Story: I and P are parallel, and I on the right of P. K is above I and to the right of I. B and P are parallel, and B is to the right of P. P is
below J with a small gap between them. T is below A at 7 o’clock. What is the relation of the agent I to the agent B? Semantic Parse:
right("I", "P"). top_right("K", "I"). right("B", "P"). down("P", "J"). down_left("T", "A"). query("I", "B").
Story: Z is below S with a small gap between them. The object M is positioned directly below the object J. A is on the left side of and
below M. Y presents upper right to N. B is positioned down and to the left of M. N is over there and C is on the right. W and A are
parallel, and W on the left of A. S and D are both there with the object S is to the right of object D. W is at the bottom of D. Z is at
W’s 9 o’clock. What is the relation of the agent A to the agent M? Semantic Parse: down("Z", "S"). down("M", "J"). down_left("A",
"M"). top_right("Y", "N"). down_left("B", "M"). right("C", "N"). left("W", "A"). right("S", "D"). down("W", "D"). left("Z", "W").
query("A", "M").
Story: H and Y are in a horizontal line with H on the left. V is at the 6 o’clock position relative to X. The object U is positioned below
and to the right of the object W. R is diagonally left and below D. Z presents below 1. Z is diagonally above P to the right at a 45
degree. Object P is above object R and to the left of it, too. I is placed on the top of V. N is positioned up and to the right of D. X is at
Z’s 6 o’clock. Y is over there and V is at the bottom of it. What is the relation of the agent N to the agent X? Semantic Parse: left("H",
"Y"). down("V", "X"). down_right("U", "W"). down_left("R", "D"). down("Z", "I"). top_right("Z", "P"). top_left("P", "R"). top("I",
"V"). top_right("N", "D"). down("X", "Z"). down("V", "Y"). query("N", "X").
Story: H and K are side by side with K at the bottom and H on the top. P is below K with a small gap between them. U is there and Z
is at the 10 position of a clock face. Object A is above object M and to the right of it, too. D is to the right of H horizontally. P and C
are parallel, and P is to the right of C. G and C are vertical and G is above C. Q and E are next to each other with Q on the left and E
on the right. The object O is positioned below and to the right of the object J. E is above S at 2 o’clock. F and J are both there with the
object F is to the right of object J. Z is over there and N is on the left. Y is diagonally left and below L. If U is the center of a clock
face, G is located between 10 and 11. F is directly above W. P is directly north west of V. S is there and L is at the 10 position of a
clock face. Q is positioned below D. N is to the bottom left of D. If A is the center of a clock face, Q is located between 4 and 5. What
is the relation of the agent E to the agent Z? Semantic Parse: down("K", "H"). down("P", "K"). top_left("Z", "U"). top_right("A",
"M"). right("D", "H"). right("P", "C"). top("G", "C"). left("Q", "E"). down_right("O", "J"). top_right("E", "S"). right("F", "J").
left("N", "Z"). down_left("Y", "L"). top_left("G", "U"). top("F", "W"). top_left("P", "V"). top_left("L", "S"). down("Q", "D").
down_left("N", "D"). down_right("Q", "A"). query("E", "Z").

Story: {story}
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Table 16. LLM-ASP relation extraction prompt template for CLUTRR. The prompt are a slightly modified version of the original so that
all triplets and queries are extracted at once.

Given a story, extract atomic facts of the form relation("Person", "Person"). Example relations are: father, mother, parent,
son, daughter, child, grandfather, grandmother, grandson, granddaughter, wife, husband, spouse, sibling, nephew, niece,
uncle, aunt, child_in_law, and parent_in_law. Do not answer the query.

Story: Edd took his sister Marion out to lunch after learning that she got accepted into her first choice for university.
Washington bought to dress for his father Edd. Washington and his uncle Bird went to the movies Sunday after church and
got popcorn and candy while they were there. What should Marion address Bird? Semantic Parse: sister("Edd","Marion").
father("Washington", "Edd"). uncle("Washington", "Bird"). query("Marion", "Bird").

Story: Michelle was excited for today, its her daughter’s, Theresa, spring break. She will finally get to see her. Michael
was busy and sent his wife, Marlene, instead. Kristen loved to care for her newborn child Ronald. Eric’s son is Arthur.
What should Theresa address Michelle? Semantic Parse: daughter("Michelle", "Theresa"). wife("Michael", "Marlene").
child("Kristen", "Ronald"). son("Eric", "Arthur"). query("Theresa", "Michelle").

Story: Vernon was present in the delivery room when his daughter Raquel was born, but when his daughter Constance
was born he was too sick. Vernon and his daughter Margaret went to the movies. Constance, Margaret’s sister, had to
stay home as she was sick. What should Raquel address Margaret? Semantic Parse: daughter("Vernon", "Raquel").
daughter("Vernon", "Constance"). daughter("Vernon", "Margaret"). sister("Margaret", "Constance"). query("Raquel",
"Margaret").

Story: Eric who is Carl’s father grounded Carl after finding out what Carl had done at school. Ronald was busy planning
a 90th birthday party for his aunt, Theresa. Eric and his son Carl went to the park and saw Eric’s father Kyle there with
his dog. What should Carl address Kyle? Semantic Parse: father("Carl", "Eric"). aunt("Ronald", "Theresa"). son("Eric",
"Carl"). father("Eric", "Kyle"). query("Carl", "Kyle").

Story: Shirley and Edward are siblings and best friends. They do everything together. Henry walked his daughters
Amanda and Michelle to school. Kyle enjoys watching movies with his son’s daughter. Her name is Amanda. What should
Kyle address Michelle? Semantic Parse: sibling("Shirley", "Edward"). daughter("Henry", "Amanda"). daughter("Henry",
"Michelle"). granddaughter("Kyle", "Amanda"). query("Kyle", "Michelle").

Story: Michael is taking his wife Henry out to dinner for their date tonight. Avis went with her grandmother, Henry, to
the grocery store to help her while she shopped. Alberta, who is the sister of Avis, is a lovely girl. What should Michael
address Alberta? Semantic Parse: wife("Michael", "Henry"). grandmother("Avis", "Henry"). sister("Avis", "Alberta").
query("Michael", "Alberta").

Story: Allen’s father, Eric, bought him some ice cream. Karen was baking cookies for her grandson, Allen. Allen’s
brother Arthur came home from school, so she baked some extra for him, too. Eric’s son, Arthur, was ill and needed to
be picked up at school. Eric hurried to his side. What should Karen address Arthur? Semantic Parse: father("Allen",
"Eric"). grandson("Karen", "Allen"). brother("Allen", "Arthur"). son("Eric", "Arthur"). query("Karen", "Arthur").
Story: Karen was spending the weekend with her grandson, Eddie. Eddie’s sister Michelle was supposed to come too, but
she was busy and could n’t make it. Theresa took her daughter, Michelle, out to High Tea yesterday afternoon. Eddie’s
mother Theresa baked brownies for dessert after they had dinner. What should Karen address Michelle? Semantic Parse:
grandson("Karen", "Eddie"). sister("Eddie", "Michelle"). daughter("Theresa", "Michelle"). mother("Eddie", "Theresa").
query("Karen", "Michelle").

Story: {story}

22



Robust and Interpretable Relational Reasoning with Large Language Models and Symbolic Solvers

Table 17. LLM-ASP gender extraction prompt template for CLUTRR. The prompt template are a slightly modified version of the original
so that all genders are extracted at once.

Given a story, extract atomic facts of the form male("Person") or female("Person") for every person that appears in the
sentences.

Story: Edd took his sister Marion out to lunch after learning that she got accepted into her first choice for university.
Washington bought to dress for his father Edd. Washington and his uncle Bird went to the movies Sunday after church
and got popcorn and candy while they were there. What should Marion address Bird? Semantic Parse: male("Edd").
female("Marion"). male("Washington"). male("Bird").

Story: Michelle was excited for today, its her daughter’s, Theresa, spring break. She will finally get to see her. Michael
was busy and sent his wife, Marlene, instead. Kristen loved to care for her newborn child Ronald. Eric’s son is Arthur.
What should Theresa address Michelle? Semantic Parse: female("Michelle"). female("Theresa"). male("Michael").
female("Marlene"). female("Kristen"). male("Ronald"). male("Eric"). male("Arthur").

Story: Vernon was present in the delivery room when his daughter Raquel was born, but when his daughter Constance
was born he was too sick. Vernon and his daughter Margaret went to the movies. Constance, Margaret’s sister, had to
stay home as she was sick. What should Raquel address Margaret? Semantic Parse: male("Vernon"). female("Raquel").
female("Constance"). female("Margaret").

Story: Eric who is Carl’s father grounded Carl after finding out what Carl had done at school. Ronald was busy planning a
90th birthday party for his aunt, Theresa. Eric and his son Carl went to the park and saw Eric’s father Kyle there with his
dog. What should Carl address Kyle? Semantic Parse: male("Eric"). male("Carl"). male("Ronald"). female("Theresa").
male("Kyle").

Story: Shirley and Edward are siblings and best friends. They do everything together. Henry walked his daughters
Amanda and Michelle to school. Kyle enjoys watching movies with his son’s daughter. Her name is Amanda. What
should Kyle address Michelle? Semantic Parse: female("Shirley"). male("Edward"). male("Henry"). female(" Amanda").
female("Michelle"). male("Kyle").

Story: Michael is taking his wife Henry out to dinner for their date tonight. Avis went with her grandmother, Henry, to
the grocery store to help her while she shopped. Alberta, who is the sister of Avis, is a lovely girl. What should Michael
address Alberta? Semantic Parse: male("Michael"). female("Henry"). female("Avis"). female("Alberta").

Story: Allen’s father, Eric, bought him some ice cream. Karen was baking cookies for her grandson, Allen. Allen’s
brother Arthur came home from school, so she baked some extra for him, too. Eric’s son, Arthur, was ill and needed to
be picked up at school. Eric hurried to his side. What should Karen address Arthur? Semantic Parse: male("Allen").
male("Eric"). female("Karen"). male("Arthur").

Story: Karen was spending the weekend with her grandson, Eddie. Eddie’s sister Michelle was supposed to come too, but
she was busy and could n’t make it. Theresa took her daughter, Michelle, out to High Tea yesterday afternoon. Eddie’s
mother Theresa baked brownies for dessert after they had dinner. What should Karen address Michelle? Semantic Parse:
female("Karen"). male("Eddie"). female("Michelle"). female("Theresa").

Story: {story}
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Table 18. Common Extraction mistakes for CLUTRR.

Type Sentence Extracted Triplet
Wrong Relation Elsie and Lewis did the Father daughter dance at the recital and his wife Dollie was so happy she cried Elsie<female>, [husband, Lewis<male>]
Wrong Source  Maynard and his son Dana went to his mother Corine’s home Dana received a novel for Christmas from his aunt Lou. [Dana<male>, mother, Corine<female>]
‘Wrong Gender Friend’s mother Ottilia had to help him with his homework because he was having a test soon. [Friend<unknown>, mother, *Ottilia<female>],

assumes that the query is given and need not be extracted for the CLUTRR dataset. Moreover, facts are extracted one
sentence at a time for the stepgame dataset. Therefore, we modify the prompt so that the LLM extracts all triplets and
queries with one LLM call.

CoT-SC: We use the same prompt as CoT for CoT-SC. We call LLMs 5 times and take the top 1 result of a majority vote as
the final output of CoT-SC.

I. More Experiments

The results of using GPT-3.5-turbo are shown in Table 28. For the prompting-based methods, PoT-LLM exceeds the baselines
with a large margin except for the CLUTRR dataset. As for the extraction + symbolic reasoning methods, the results show an
improvement of PoT-Symbolic over the LLM-ASP on the CLUTRR dataset, but not on the Stepgame dataset. We believe the
issue stems from the weaker instruction-following ability of GPT-3.5-turbo, which leads to poor triplet extraction outcomes.
Better-optimized prompts could possibly improve performance.

As shown in Table 29, our methods (PoT-LLM and PoT-Symbolic) outperform or equal to baselines in the majority of
scenarios except for Prompting-based on the SPARTAN dataset when using the 1lama3-70b-instruct as the baseline LLM.

Li et al. (2024) provides a revised dataset of the Stepgame, which addresses the template errors in the original Stepgame
dataset. Here, we run experiments on the ‘correct_noise’ subset 4 with k=3,4 and 10. The results on this revised StepGame
dataset in Table 30 show near perfect performance for neuro-symbolic methods. There in a clear improvement in performance
compared to the original StepGmae dataset in Table 1. Nonetheless, PoT variants remain to be state-of-the-art across
different splits.

L.1. Chinese Kinship Complexity
The Chinese kinship reasoning is much more challenging than English kinship reasoning in the following 2 dimensions:
* More kinship titles: The English kinship reasoning benchmark, CLUTRR, contains 24 kinship titles while our internal
Chinese kinship dataset has over 500 possible kinship titles.

¢ Complex deduction rules: English kinship treats the maternal family and paternal family in the same way while
Chinese kinship distinguishes between them. The simplest example would be that in English, one’s father’s brother and
mother’s brother are both addressed as ‘uncle’, while in Chinese, they would be titled ‘BoBo’ and ‘JiuJiu’, respectively.

It is nearly infeasible to build an ASP program that completely covers such a large label set with these complex rules.
Therefore, we did not test ASP in our Chinese kinship experiments.

J. Experiments with Reasoning LL.Ms

We further evaluate our approach and the baselines on the CLUTRR and Stepgame dataset using reasoning-focused models,
01-mini and Claude-3.7. The results are presented in Tab. 31. Results show that our method outperforms the baselines in
both prompting-based and extraction+symbolic settings with a large margin in most scenarios, which show the compatibility
of proposed method to the reasoning LLMs.

K. Computational Cost Experiments

To evaluate the cost of experiments in detail, We record the average times and tokens spent on each module over 50 complex
samples from the k=10 subset of the Stepgame dataset. The results are shown in Tab.32 and Tab.33, respectively.

4hllps://gilhub.com/Fangjun-Li/SpatialLM-StepGame/tree/main/data/cnrrect_nnise
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Table 19. The full relation extraction prompt template used for the StepGame extraction that demonstrates our prompting

methods: Structured Prompts with Sectional Markup , _, Predefined Output Categories ,

Decomposition of the Extraction Task

# Background information
Given a story about spatial relations among agents and finally a query asking about the relation between two agents. Please extract
triplets encoding the relations between two agents as well as the query.

# Predefined relations
Possible relations are: top, down, left, right, top_left, top_right, down_left, and down_right.

# Hints

- If a sentence in the story is describing clock-wise information, then 12 denotes above, 1 and 2 denote top_right, 3 denotes right, 4
and 5 denote down_right, 6 denotes down, 7 and 8 denote down_left, 9 denote left, 10 and 11 denote top_left.

- If the sentence is describing cardinal directions, then north denotes top, east denotes right, south denotes down, and west denotes
left.

- Note that front means top; above and right means top_right; below and left means down_left, etc.

# Output format
Write each triplet on a new line. The triplet should be in the format: .A,relation,B.; the query should be in the format: .A,B.,
i.e., you should use nothing but a single letter to represent an agent. Do not output thinking process.

# EXAMPLE

- STORY: H and K are side by side with K at the bottom and H on the top.
P is below K with a small gap between them.

U is there and Z is at the 10 position of a clock face.

What is the relation of the agent E to the agent Z?
- RELATIONSHIP :

Please fill in RELATIONSHIP and QUERY.
- STORY:input
- RELATIONSHIP :.FILL_IN.

- QUERY :.FILL_IN.
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Table 20. The full relation extraction prompt template used for the CLUTRR extraction that demonstrates our prompting

methods: Structured Prompts with Sectional Markup , _, Predefined Output Categories ,

Decomposition of the Extraction Task

# Placeholders in the triplets:
- relation_query : kinship in question of the input.

label the gender of person by: . male ., . female ., and . unknown .

# Explanation of sections
- STORY: contains kinship keywords between the characters.
RELATIONSHIP: summarize the kinship relations with triplets, with every triplet represent the kinship of 2 characters. For

example, lTerry.male.,daughter,Mozella.female. means "Terry’s daughter is Mozella", or "Mozella is the daughter of

Terry". You should label every character with .male., .female., or .unknown. if the gender is uncertain.
- QUERY: the final question about a kinship, also represented by triplets. For example, if the question asks about how should

ABImaleB addresses BJ€femalefBl, the triplet should be lA.male.,relation_query,B.female.

# Examples

## Example 1
- STORY: "Edd took his sister Marion out to lunch after learning that she got accepted into her first choice for university. Washington
bought to dress for his father Edd. Washington and his uncle Bird went to the movies Sunday after church and got popcorn and candy
while they were there. What should Marion address Bird?’

- RELATIONSHIP :
.Edd.male.,sister,Marion.female.,
.Washin gton.male.,father,Edd.male.,
.Washington.male.,uncle,Bird.male-

- QUERY :

.Marion.female.,relation_query,Bird.male-

## Example 2

Please fill in the sections: RELATIONSHIP and QUERY of Example 3 below
## Example 3:

- STORY:’input’

- RELATIONSHIP JjFiLL_IN[}

- QUERY :.FILL_IN.
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Table 21. The relation extraction prompt template used for the SPARTUN dataset, which demonstrates our prompting

methods: Structured Prompts with Sectional Markup , _, Predefined Output Categories ,

Decomposition of the Extraction Task

A problem consists of a story and a question.
For story, please parse all relations between entities into a list of triplets in the format: .A,relation,B..

For question, please parse the pair of entities asked in the format: .A,B..
Possible relations are: [far, in, touch, has, covered_by, right, overlap, front, behind, cover, left, disconnected_from,

below, above, near] .
If the sentence is describing clock-wise information, then 3 denotes right, 6 denotes below, 9 denotes left, and 12 denotes above.
If the sentence is describing cardinal directions, then north denotes above, east denotes right, south denotes below, and west denotes
left.
Write each triplet on a new line.

# EXAMPLE
- STORY: A medium triangle, a big black square and a big circle are in a block called AAA. The big black square is behind the big
circle and is in front of the medium triangle.

- RELATIONSHIP :
.medium triangle,in,block AAA.,
.big black square,in,block AAA.,

li@vig circle.in,block AAAR.
.big black square,behind,big circle.,
.big black square,front,medium triangle.,

- QUERY :

medium triangle,small blue square.
Please fill in RELATIONSHIP and QUERY.
- STORY:.’input’.
- RELATIONSHIP :[{FiLL_INJi]

- QUERY :JfFiL_IN[}
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Table 22. The relation extraction prompt template used for the Chinese kinship dataset, which demonstrates our prompting

methods: Structured Prompts with Sectional Markup , _, Predefined Output Categories ,

Decomposition of the Extraction Task

# Placeholders in the triplets:
- P1,P2,P3 , and so on: alias for the person appeared in the original input.
- person_query : person in question of the input.

- relation_query : kinship in question of the input.
- label the gender of person by: [ male [, [&J female B, and & unknown B

- label the age by: [ older B, & younger B, and & unknown B

# Examples
## Example 1
- ORIGINAL_INPUT: "fEAMNERI80% FRAETE b, U/ NHNIBIGTEE — (2 e E VIR AR BRAMESCRS, 1§, X A&
HFINARSMNERAT AR R?

- RELATIONSHIP:

.Pl.unknown.ﬁ b @.youngex.,PZ.female.,

.P1.unknown-,l@ﬂg.younger.,PS.female.,
.P 1[BJunknown[B, 55 Wﬂﬁ@.younget.,P4.male-
- QUERY:
.P4.male.,relation_query.unknown.,P2.female-

## Example 2

# Structure of examples
- ORIGINAL_INPUT: contains information of the kinships between the people mentioned

- RELATIONSHIP : summarize the kinships with triplets, with every triplet represent the kinship of 2 people. Include the relative
seniority in the middle kinship element. For example, lP2.female.,ﬂ3ﬂ%.youngm.,PS.female. means P3 is 1515 of P2,
or P2f1E 15 ZP3; P2 is younger than P3.

- QUERY : the final question about a kinship or a person, also represented by triplets. For example, if the ques-
tion asks about how should P2JImalef¥] addresses P4J&Jfemalef®] and P2 is older than P4, the triplet should be
.PZ.male.,relation_query.oldel.,P4.female.
You should label the relationships in sections RELATIONSHIP and QUERY with the relative age: .older. means "is older than"
and .youngex. means "is younger than". Note that there might be descriptions about the ages of the people or their relative
seniority, like "/NZLE /NI 27 " meaning "/NZL"" is younger than """,
Please fill in the sections: RELATIONSHIP, and QUERY of Example 3

## Example 3:

= ORIGINAL_INPUT:Ji input’ [}

- RELATIONSHIP :.FILL_IN.

- QUERY :.FILL_IN.
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Table 23. PoT-LLM prompt template for StepGame.

Given a story about spatial relations among objects, answer the relation between two queried objects step by step. The answer could
only be one of following: [top, bottom_left, top_left, bottom, bottom_right, top_right, right, left, overlap]. If a sentence in the story is
describing clock-wise information, then 12 denotes above, 1 and 2 denote upper-right, 3 denotes right, 4 and 5 denote lower-right, 6 de-
notes below, 7 and 8 denote lower-left, 9 denote left, 10 and 11 denote upper-left. If the sentence is describing cardinal directions, then
north denotes above, east denotes right, south denotes below, and west denotes left. Wrap your final answer in brackets. Example: [top].

Story: A is at the top left of D, D is at the top of J, J is at the bottom left of S. What is the relation of the A to the S?

Answer: Let’s break down the spatial relations step by step:

1. A is at the top left of D. - This means A is positioned at the top left relative to D.

2. D is at the top of J. - This means D is positioned above J.

3. Jis at the bottom left of S. - This means J is positioned at the bottom left relative to S.

Now, let’s determine the relation of A to S:

- Since A is at the top left of D, and D is at the top of J, A is also above J but slightly to the left. - Since J is at the bottom left of S, and
A is above J (and slightly to the left), A will be positioned at the top left relative to S.

Thus, the relation of the A to the S is [top_left].

Story: Y is at the bottom left of X, Y is at the bottom of U. What is the relation of the X to the U?

Answer: To determine the relation of X to U, we need to follow the spatial relations step by step as described in the story.

1. Y is at the bottom left of X. - This means X is at the top right of Y.

2.Y is at the bottom of U. - This means U is at the top of Y.

Now, combining these two pieces of information: - Since X is at the top right of Y and U is at the top of Y, we need to determine the
relation of X to U.

From the spatial relations: - If X is at the top right of Y and U is at the top of Y, then X is to the right of U.

Therefore, the relation of X to U is [right].

Story: L is at the right of M, J is at the top of M, H is at the top of J. What is the relation of the L to the H?
Answer: Let’s break down the spatial relations step by step according to the story:

1. **L is at the right of M**: - This means L is positioned to the right of M.

2. **] is at the top of M**: - This means J is positioned above M.

3. **H is at the top of J**: - This means H is positioned above J.

Now, let’s visualize the positions of each object:

- M is our reference point. - L is to the right of M. - J is above M. - H is above J.

Since J is directly above M, and H is directly above J, H is also directly above M.

Now, considering the position of L (which is to the right of M) and H (which is above M), we can determine the relation between L
and H.

- L is to the right of M. - H is above M.

Therefore, L is positioned to the bottom-right of H.

The final answer is: [bottom_right].

Story: E is at the right of Q, Q is at the bottom of D, N is at the bottom left of D, N is at the left of Z. What is the relation of the E to
the Z?

Answer: To determine the spatial relation of E to Z, let’s analyze the story step by step:

1. **E is at the right of Q**: - This means E is to the right of Q.

2. **Q is at the bottom of D**: - This means Q is below D.

3. **N is at the bottom left of D**: - This means N is below and to the left of D.

4. **N is at the left of Z**: - This means N is to the left of Z.

Now let’s combine these relations to find the position of E relative to Z:

- Since Q is at the bottom of D, and E is to the right of Q, E is to the right and slightly below D. - N is at the bottom left of D, which
means N is below and to the left of D. - N is to the left of Z, which means Z is to the right of N. - Since E is to the right of Q and Q is
below D, E is to the right and slightly below D. - Given that N is to the left of Z, and N is at the bottom left of D, Z must be to the right
and slightly above N.

Combining all these, E is to the right of Q, which is below D, and Z is to the right of N, which is at the bottom left of D. Therefore, E
is to the right and slightly below D, while Z is to the right of N and slightly above N.

Thus, E is to the right and slightly below D, and Z is to the right of N. Since N is at the bottom left of D, Z is to the right of N, making
Z to the right and slightly above N. Therefore, E is to the right of Z.

Final answer: [right].

Story: {extacted instance path}
Answer:
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Table 24. PoT-LLM prompt template for CLUTRR.

Given a story about kinship relations among persons, answer the relation between two queried persons step by step. The answer could
only be one of following: [aunt, son-in-law, grandfather, brother, sister, father, mother, grandmother, uncle, daughter-in-law, grandson,
granddaughter, father-in-law, mother-in-law, nephew, son, daughter, niece, husband, wife, sister-in-law]. Wrap your final answer in
brackets. Example: [grandfather].

Story: Marion is Edd’s sister, Edd is Washington’s father, Bird is Washington’s uncle. Marion is female, Edd is male, Washington is
male, Bird is male. How should Marion address Bird?

Answer: To determine how Marion should address Bird, let’s break down the relationships step by step:

1. Marion is Edd’s sister. 2. Edd is Washington’s father. 3. Washington is male. 4. Bird is Washington’s uncle. 5. Marion is female. 6.
Edd is male. 7. Bird is male.

From the information given: - Edd is Washington’s father, making Washington Edd’s son. - Bird is Washington’s uncle, meaning Bird
is either Edd’s brother or Edd’s brother-in-law.

Since Marion is Edd’s sister, and Bird is Washington’s uncle, Bird must be Edd’s brother (because uncles are typically brothers of a
child’s parent).

Therefore, Bird is Marion’s brother as well.

Marion should address Bird as her brother.

Final Answer: [brother]

Story: Friend is Ottilia’s husband, Ottilia is Christine’s mother, Rollie is Christine’s husband. Friend is male, Ottilia is female,
Christine is female, Rollie is male. How should Friend address Rollie?

Answer: To determine how Friend should address Rollie, let’s break down the relationships step by step:

1. Friend is Ottilia’s husband. Therefore, Friend is Ottilia’s spouse. 2. Ottilia is Christine’s mother. Therefore, Christine is the daughter
of Ottilia and Friend. 3. Rollie is Christine’s husband. Therefore, Rollie is Christine’s spouse.

Now, we need to find the relationship between Friend and Rollie: - Since Christine is the daughter of Friend and Ottilia, and Rollie is
Christine’s husband, Rollie is the son-in-law of Friend.

Therefore, Friend should address Rollie as his [son-in-law].

Story: Young is May’s husband, Abbie is May’s daughter-in-law. May is female, Young is male, Abbie is female. How should Young
address Abbie?

Answer: To determine how Young should address Abbie, let’s break down the relationships step by step:

1. Young is May’s husband. 2. May is female. 3. Young is male. 4. Abbie is May’s daughter-in-law.

Since Abbie is May’s daughter-in-law, this means Abbie is married to May’s son. Therefore, Abbie is also Young’s daughter-in-law
because Young is May’s husband.

So, Young should address Abbie as his daughter-in-law.

Final answer: [daughter-in-law]

Story: Leonard is Rose’s father, Ella is Leonard’s wife, Ella is Genevieve’s mother. Rose is female, Leonard is male, Ella is female,
Genevieve is female. How should Rose address Genevieve?

Answer: To determine the relationship between Rose and Genevieve, let’s break down the information given in the story step by step:
1. Leonard is Rose’s father. 2. Ella is Leonard’s wife. 3. Ella is Genevieve’s mother. 4. Rose is female. 5. Leonard is male. 6. Ella is
female. 7. Genevieve is female.

From the above points, we can deduce the following relationships: - Since Leonard is Rose’s father and Ella is Leonard’s wife, Ella is
Rose’s mother. - Ella is also Genevieve’s mother, which means Rose and Genevieve share the same mother. - Therefore, Rose and
Genevieve are siblings.

Since both Rose and Genevieve are female, Rose should address Genevieve as her sister.

Final answer: [sister]

Story: {extracted instance path}
Answer:
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Table 25. PoT-LLM prompt template for SPARTUN.

Given a story about spatial relations among objects, answer the relation between two queried objects step by step. The answer could
only be one of following: [far, in, touch, has, covered_by, right, overlap, front, behind, cover, left, disconnected_from, below, above,
near]. ’inside and touching’ refers ’covered_by’. ’inside’ and ’within’ and ’inside’ refers ’in’. ’contain’ refers "has’. If the sentence is
describing clock-wise information, then 3 denotes right, 6 denotes below, 9 denotes left, and 12 denotes above. If the sentence is
describing cardinal directions, then north denotes above, east denotes right, south denotes below, and west denotes left. There could be
multiple answers. Wrap all your answers in brackets. Example: [above, behind]. A ’Reasoning chain’ with respect to the question
is provided to help solve the question. Please take it as the important reference. If the Reasoning chain’ is None, then extact the
reasoning chain yourself.

Story: A box called one covers a medium green apple. Covered by another box called two there is this box. Box two has a medium
orange apple which touches a yellow apple. Box two covers the yellow fruit. Where is box two regarding box one?

Reasoning chain: box one is covered by box two.

Answer: To determine the spatial relation between box two and box one, we need to analyze the given reasoning chain step by step.
1. Box one is covered by another box called two.

Therefore, box two covers box one.

The final answer: [cover]

Story: A midsize orange rectangle is inside and touching a box named DDD. Above and in front of box DDD is another box named
EEE. Box DDD is disconnected from and near to this box. A midsize orange rectangle is over and touches another midsize orange
rectangle. Midsize orange rectangle number one is within box EEE. Box EEE covers midsize orange rectangle number two. Where is
DDD relative to midsize orange rectangle number two?

Reasoning chain: box EEE is above and in front of box DDD, box EEE covers midsize orange rectangle number two.

Answer: To determine the relation between DDD and midsize orange rectangle number two, let’s follow the reasoning chain step by
step:

1. **Identify the position of box EEE relative to box DDD:** - The story states: "Above and in front of box DDD is another box
named EEE." - This means box EEE is positioned above and in front of box DDD.

2. **]dentify the position of midsize orange rectangle number two relative to box EEE:** - The story states: "Box EEE covers midsize
orange rectangle number two." - This means midsize orange rectangle number two is within or under box EEE.

3. **Determine the position of DDD relative to midsize orange rectangle number two:** - Since box EEE is above and in front of box
DDD, and box EEE covers midsize orange rectangle number two, it implies that midsize orange rectangle number two is above and in
front of box DDD.

Therefore, the relation between DDD and midsize orange rectangle number two is that DDD is behind and below midsize orange
rectangle number two.

Final answer: [behind, below]

Story: A medium triangle, a big black square and a big circle are in a block called AAA. The big black square is behind the big circle
and is in front of the medium triangle. In front of and touches a small black triangle there is this thing. Block AAA has the small black
triangle. This block has a small blue square. Behind the medium triangle there is the small black triangle. Behind the big circle is the
medium object. The small blue square is in front of the object which was in front of the medium thing. Under the big circle is this
shape. What is the position of the medium object regarding the small blue square?

Reasoning chain: medium triangle is behind the big circle, small blue square is in front of big circle.

Answer: To determine the position of the medium object regarding the small blue square, let’s follow the reasoning chain step by step:
1. The medium triangle is behind the big circle. 2. The small blue square is in front of the big circle. 3. Since the medium triangle is
behind the big circle and the small blue square is in front of the big circle, the medium triangle must be behind the small blue square.
Answer: [behind]

Story: {story}
Reasoning chain: {extracted instance path}
Answer:
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Table 26. PoT-LLM prompt template for Chinese kinship.

You are given a question about chinese kinship relations, please answer the question step by step. ansaers include but not limited
to chinese kinship titles: (M\/ZFR/E)EF (2, 200, ) LI A, &5, R R 10 R 1A A BUA etc. Wrap your final answer in square
brackets []. If more than one relation is correct, separate the relations by comma, like: [5 %, 58 3£ 5]. A "Reasoning chain’ with
respect to the question is provided to help solve the question. Please take it as the important reference. If the ’Reasoning chain’ is
None, then extact the reasoning chain yourself.

Question: /NEERITX ZOE BT R IRE SR, EBIERER AN, &I E ORI/ NAH — LG54 /N, T/
RTINS MR B — 0 - E—IXKBRR S B, ADNCEEB R — 5 58 BN, SRR E /NI 56 56 -
RIE EARER, /NMERTEERRIE /NI R 2

Reasoning_chain: /NMERIF T2/ NH, /NABIIEE R NE, ANERITR/INE, /NI E 6 2/ N - Edr, NGRS -
Answer: To determine how /Nt would address /]Miil, let’s break down the relationships step by step:

1. /Mt has a grandson named /NBH. 2. ZNBH has an aunt (415) named /ME. 3. 7NE’s grandmother is 7N 4. /N is a member of
/INJE’s ancestral generation. 5. /Ml has a brother named /)Ml

Given that /[Nl is ZNE’s grandmother, /NI must be /E’s mother or mother-in-law. Since /N is /NE’s paternal grandmother, />
il is /NE’s mother.

Thus, /Miill, being /)N ’s brother, would be /]NE’s maternal uncle (88 8).

Therefore, /Nt would refer to /Ml as [ 81.

Question: FE/NRIVEHZER £, RANTME -, RELFRIL. DRE AR TIARBME, SR ARAN]
—BEZS5EMERES . IR, IR UVNEEIE TIEE 7/ N — RS NE S - DI EE A/ NIRRT .
FEPIRA, RERE T /M, fRANMINEEE « FEXDERIIGE, PNRA REFRIEME B
I}e{a}goni;gﬂachain: IRIZLILRANE, NEETF RN, PNWZESR/NN, ANRRESERME . Her, NREBR,
IIMERLTHY o

Answer: To determine how /]>>F would address /M2, let’s verify step by step: 1. /NMRESZILZ/NE . 2. NERTEFZ/PNI - 3.
NI AN e 4 NIMETEERR/IME - 5 NRER Y, AIMERLH . B

MULEAE B AT LT - /NREGL LN R I T/ NIRRT LI - - /NI A/ NIIR/ANRELT o - NITEIEEE/ME
B/PRINEF

BRI, /NRATREVRIE M [ FEF] -

Question: /NE AL JL/MERICE SR ENITIRME, M/ NEMNAE— S5 R R E A/ NESER « AINMERRE] T A AR /N H R
FR o AL/ NERATRERRIE/ NG Fy 472

Reasoning_chain: /N 9720 )L2/NEB, /NEIZAR/NE, INMERASER/NX - Hr, /NEZRBR), NBELH -

Answer: To determine how /Ml would address /M, let’s analysis step by step: 1. /NERIZZ L&/ - 2. /INEEHIE A R/INE -
3. /NMERISCE R/ - 4 /NEERY, /MR LH] -

RIELL LR RBE, NRZNERISCGE, FIR /MBI AT -

Answer: [5555]

Question: {story}
Reasoning_chain: {extracted reasoning path}
Answer:
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Table 27. Target Ambiguities found in CLUTRR.

Story
Ellsworth played chess with his brother Nick. Ellsworth
took his son Tony to the park to feed the squirrels. Tony

They both had fun, and learned some things, too. What
should Nick address Daisie?

Hampton bought to dress for his father Chester Hampton
and his sister Serena went out for ice cream. Serena bought
her grandfather, Orville, a tie for his birthday. Travis likes
to visit his sister. Her name is Rachael. What should
Chester address Orville?

Hessie’s daughter Maymie went to grab dinner. Hessie’s
husband, Nicholas, was not happy about it. Maymie made
a cake for her grandfather, Elizabeth. Nicholas went to
lunch with his wife Hessie. What should Nicholas address
Elizabeth?

and his grandmother Daisie went to the science museum.

Answers
mother-in-law, mother

father, father-in-law

father,father-in-law

Table 28. Single-trial accuracy results with GPT-3.5-turbo. Prompting-based methods use the LLM to directly predict the answer. Neuro-
symbolic methods (extraction + symbolic reasoning) use LLMs for semantic parsing and symbolic solvers for reasoning. PoT-LLM and
PoT-Symbolic represent using a LLM or symbolic solver as the reasoner, respectively. The k for StepGame represents the number of
reasoning hops required to infer the answer. The bold and underline fonts represent the best and second-best results within the group,

respectively.
LLM Method Stepgame CLUTRR SPARTUN Chinese
k=3 k=4 k=10 Kinship
Prompting-based
10 24.0 225 17.0 31.2 44.3 20.5
S Few Shot 21.3 20.8 16.8 33.4 35.1 23.3
E CoT 3.1 267 19.3 35.6 44.2 21.9
o CoT-SC 30.7 28.0 21.7 37.1 47.6 24.7
: PoT-LLM (Ours) 50.9 44.8 28.8 35.1 52.7 274
% Extraction + Symbolic Reasoing
LLM-ASP 76.4 83.7 72.6 32.8 — —
PoT-Symbolic (Ours) 72.4 75.9 66.0 54.1 — —

Despite requiring two LLM calls, PoT-LLM achieves computational cost and latency comparable to 10 and CoT. We attribute
this efficiency to the simplicity of our extraction prompt and the modular design of our pipeline. Specifically, the reasoning
module can operate on the reasoning path identified by the path identification module, rather than processing the entire input
story. This targeted approach significantly reduces computational overhead while preserving strong performance.
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Table 29. Single-trial accuracy results with Llama3.1-70B-Instruct. Prompting-based methods use the LLM to directly predict the answer.
Neuro-symbolic methods (extraction + symbolic reasoning) use LLMs for semantic parsing and symbolic solvers for reasoning. PoT-LLM
and PoT-Symbolic represent using a LLM or symbolic solver as the reasoner, respectively. The k for StepGame represents the number of

reasoning hops required to infer the answer.

Stepgame Chinese
LLM Method k=3 ked k=10 CLUTRR SPARTUN Kinship
Prompting-based
10 244 200 10.1 24.2 65.0 31.5
Few Shot 41.2 38.2  25.7 18.6 70.0 35.6
§ CoT 60.0 50.6 31.6 52.8 73.8 274
o CoT-SC 61.3 50.2 329 54.7 72.6 27.4
g PoT-LLM (Ours) 69.1 616 41.8 56.3 72.8 35.6
S
= Extraction + Symbolic Reasoing

LLM-ASP
PoT-Symbolic (Ours)

85.7 89.6 83.2 04.8
86.4 926 845 65.9

Table 30. Single-trial accuracy results with GPT-40 on a revised StepGame dataset proposed by prior work (Li et al., 2024). Prompting-
based methods use the LLM to directly predict the answer. Neuro-symbolic methods (extraction + symbolic reasoning) use LLMs for
semantic parsing and symbolic solvers for reasoning. PoT-LLM and PoT-Symbolic represent using a LLM or symbolic solver as the
reasoner, respectively. The k for StepGame represents the number of reasoning hops required to infer the answer.

LLM

Revised_Stepgame

Method k=3 k=4 k=10

GPT-4o

Prompting-based

10 70.8 64.6 40.8
Few Shot 41.2  36.1  30.5
CoT 75.1 65.0 43.3
CoT-SC 76.0 67.6 43.3

PoT-LLM (Ours) 79.7 73.3 54.8

Extraction + Symbolic Reasoing

LLM-ASP 95.9 92.0 87.2
PoT-Symbolic (Ours) 99.1 99.3 984
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Table 31. Experiment results on the Stepgame and CLUTRR dataset when using reasoning LLMs like Cluade-3.7 and GPT-o1-mini as
backbone LLM. Our method, PoT, exceeds the baselines in most scenarios except on the CLUTRR dataset under the Prompting-based
setting with GPT-o1-mini as the backbone LLM, which we think is due to the low qualities of the graph extraction modules.

Stepgame CLUTRR
LLM Method k=3 ke k=10
Prompting-based
10 70.6 63.5 37.8 47.9
Few Shot 71.4 64.1 40.9 44.2
wl\i CoT 76.0 70.2 44.5 57.4
q'; CoT-SC 75.3 70.6 46.0 61.7
§ PoT-LLM (Ours) 81.0 769 57.2 67.7
S Extraction + Symbolic Reasoing
LLM-ASP 84.9 89.8 3.7 67.3
PoT-Symbolic (Ours) 88.0 92.6 87.8 67.6
10 67.5 63.5 42.0 H8.4
- Few Shot 67.5 57.9 38.3 61.3
§ CoT 68.5 61.8 375 61.0
= CoT-SC 69.3 59.8 39.8 64.6
£ PoT-LLM (Ours) 72.9 65.8 49.3 H8&8.5
% Extraction + Symbolic Reasoing
LLM-ASP 81.1 87.0 63.5 20.2
PoT-Symbolic (Ours) 82.8 88.3 80.3 65.9

Table 32. Detailed statistics of average time, in seconds, spent on each module. The results are calculated on 50 samples from the k=10
subset of the Stepgame dataset with GPT-40 as backbone LLM.

Method Modules Overall
Graph Extraction | Path Identification | Reasoning

10 - - - 4.46688

CoT - - - 5.55732

PoT-LLM(Ours) 2.26395 0.00136 3.94106 | 6.20637

PoT-Symbolic(Ours) 2.45327 0.00267 0.03782 | 2.49375
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Table 33. Detailed statistics of average LLM tokens spent on each module. The results are calculated over 50 samples from the k=10
subset of the Stepgame dataset with GPT-40 as backbone LLM.

Method Graph Extraction | Path Identification Reasoning Overall

In Token Out Token [In Token Out Token |In Token Out Token |In Token Out Token
10 - - - - - - 390.2 3753
CoT - - - - - - 2437.2 585.8
PoT-LLM(Ours) 1500.4 120.3 - - 1303.9 324.1 2804 .4 444.5
PoT-Symbolic(Ours)| 1500.4 126.1 - - - - 1500.4 126.1
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