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Figure 1: (a) The visualization results on PlenopticVideo [1] dataset. (b) The visualization results on
HyperNeRF [2] dataset. The numbers below the images represent PSNR.

Abstract

Dynamic scenes rendering is an intriguing yet challenging problem. Although
current methods based on NeRF have achieved satisfactory performance, they
still can not reach real-time levels. Recently, 3D Gaussian Splatting (3DGS)
has garnered researchers’ attention due to their outstanding rendering quality
and real-time speed. Therefore, a new paradigm has been proposed: defining
a canonical 3D gaussians and deforming it to individual frames in deformable
fields. However, since the coordinates of canonical 3D gaussians are filled with
noise, which can transfer noise into the deformable fields, and there is currently no
method that adequately considers the aggregation of 4D information. Therefore,
we propose Denoised Deformable Network with Temporal-Spatial Aggregation
for Dynamic Scene Rendering (DN-4DGS). Specifically, a Noise Suppression
Strategy is introduced to change the distribution of the coordinates of the canonical
3D gaussians and suppress noise. Additionally, a Decoupled Temporal-Spatial
Aggregation Module is designed to aggregate information from adjacent points and
frames. Extensive experiments on various real-world datasets demonstrate that our
method achieves state-of-the-art rendering quality under a real-time level. Code is
available at https://github.com/peoplelu/DN-4DGS.
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Figure 2: Comparison of our render visualization with 4DGaussian [11]. The results are rendered
on HyperNeRF [2] dataset and use the point cloud provided by HyperNeRF for Gaussian initialization
(Sparse Init). Image 1: canonical 3D gaussians generated by 4DGaussian. Image 2: deformable
3D gaussians generated by 4DGaussian. Image 3: canonical 3D gaussians generated by our method.
Image 4: deformable 3D gaussians after the first stage. Image 5: deformable 3D gaussians after
the second stage. Image 6: ground truth. The yellow box emphasizes that through a two-stage
deformation process, our method can produce higher-quality rendering results.

1 Introduction
Dynamic scene reconstruction from single or multi-view videos is a crucial task in computer vision,
with applications such as VR/AR [3, 4], 3D perception [5, 6, 7], movie production [8], etc. Neural
Radiance Fields (NeRF) [9] offer a promising approach by representing scenes with implicit functions
derived from multi-view inputs. By incorporating time as an additional input [10, 1], NeRF enables
dynamic scene rendering. However, the original NeRF model suffers from significant training and
rendering costs, attributed to the high number of points sampled per camera ray and volume rendering.

Recently, the emerging 3D Gaussian Splatting (3DGS) [12] has significantly increased rendering
speed to a real-time level compared to NeRFs by employing a differentiable rasterizer for 3D Gaussian
primitives. 3DGS directly optimizes the parameters of 3D gaussians (position, opacity, anisotropic
covariance, and spherical harmonics (SH) coefficients) and renders them through projection and
α-blending. Given the explicit expression nature of 3DGS, recent studies [11, 13, 14] represent
dynamic scenes by defining a canonical 3D gaussians and deforming it to individual frames in
deformable fields. Specifically, during the execution of the deformation field, the coordinates xyz
along with time t are used as input, and the output corresponds to the changes in Gaussian properties.
It is noteworthy that the existing methods, when designing deformable networks, either directly map
the 4D coordinates of each input point to the latent space using MLPs [13, 14], or use HexPlane [15]
to interpolate a series of learnable embeddings to obtain the latent of each point [11].

Both of these approaches have drawbacks that can not be ignored. 1) Canonical 3D gaussians are
synthesized from multi-frame images of dynamic scenes. Due to the presence of dynamic regions
and the specific design of A (canonical 3D gaussians) + B (deformable network), canonical 3D
gaussians exhibit significant noise, as illustrated in Figure 2. This noise is inevitably transferred to the
deformable field after the input xyz is passed through the deformable network. To elaborate on the
“Noise”: In the canonical + deformable design, we input the canonical Gaussian coordinates xyz and
time t into the deformable network. The deformable network essentially performs basic operations
(addition, subtraction, multiplication, division) on the coordinates xyz and time t. Since the point-to-
point relationships within the canonical Gaussians are chaotic and erroneous, as shown in Figure 2,
it is predictable that feeding these erroneous coordinates into the deformable network will transfer
this error into the deformation field, introducing inaccuracies in the final deformations ∆x,∆y,∆z.
2) There is a lack of feature aggregation for spatial-temporal information, yet due to the presence
of noise in canonical 3D gaussians’ xyz, direct feature aggregation for spatial information would
further amplify noise, affecting the learning of the deformable field. Therefore, spatial aggregation
after denoising is very crucial.

To address the aforementioned issues, we propose Denoised Deformable Network with Temporal-
Spatial Aggregation for Dynamic Scene Rendering (DN-4DGS), primarily consisting of two com-
ponents: the Noise Suppression Strategy (NSS) and the Decoupled Temporal-Spatial Aggregation
Module (DTS). To address the initial issue, the design of NSS incorporates two deformation oper-
ations. The first deformation operation is a standard deformation. It takes the coordinates xyz of
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the canonical 3D gaussians and time t as input and outputs corresponding coordinate deformations
∆x,∆y,∆z. The second deformation builds upon the first by adding ∆x,∆y,∆z to the original
xyz, creating a modified set of coordinates that is then input into a new feature extraction network.
The entire process is illustrated by image 3, 4 and 5 in Figure 2. This strategy achieves a successful
alteration of the distribution of coordinates xyz through the initial coordinate deformation, resulting in
noise reduction and the generation of a more accurate deformation field. It’s worth noting that during
the early stage of training, we only perform the first deformation operation. Only after achieving
acceptable results with the first deformation operation do we proceed to the second deformation
operation to further enhance accuracy. To address the second problem, we design the DTS. The
reason we decouple spatial-temporal aggregation is due to the presence of noise in the coordinates
of the canonical 3D gaussians. If we directly perform spatial aggregation on the coordinates of the
canonical 3D gaussians, the noise information is inevitably amplified after a series of aggregation
operations such as k-nearest neighbors (KNN) [16], significantly affecting the results of the defor-
mation field. Therefore, based on the first design NSS, we conduct spatial aggregation during the
second deformation operation. Considering that temporal information is unrelated to the canonical
3D gaussians, temporal aggregation can be directly incorporated into the first deformation operation
to enhance feature extraction capabilities. In order to reduce computational overhead and considering
that temporal information has already been effectively extracted in the first deformation operation, we
do not perform temporal aggregation in the second deformation operation. In conclusion, our main
contributions are outlined as follows:

(i) We introduce a novel representation called Denoised Deformable Network with Temporal-Spatial
Aggregation for high-fidelity and efficient dynamic scene rendering.

(ii) We promose the Noise Suppression Strategy, which can change the distribution of the coordinates
of the canonical 3D gaussians, suppress noise and generate a more precise deformation field.

(iii) We promose the Decoupled Temporal-Spatial Aggregation Module to aggregate information
from adjacent points and frames.

(iv) Extensive experiments on various real-world datasets demonstrate that our method achieves
state-of-the-art rendering quality under a real-time level.

2 Related Work

Dynamic NeRF. Novel view synthesis has been a hot topic in academia for several years. NeRF [9]
models static scenes implicitly using MLPs, and numerous studies [17, 18, 19, 2, 10, 20, 21] have ex-
tended its application to dynamic scenes through a canonical 3D grid structure and a deformation field.
HyperNeRF [2] models object topology deformation using higher-dimensional inputs, while DyN-
eRF [1] employs time-conditioned NeRF to represent a 4D scene. However, these approaches, based
on vanilla NeRF, suffer from high computational costs due to ray point sampling and volume render-
ing. To address this issue, several acceleration methods [22, 23, 24, 25, 26, 27, 15, 28, 29, 30, 31, 32]
have been proposed for rendering dynamic scenes. DeVRF [22] introduces a grid representation,
while IBR-based methods [24, 25] utilize multi-camera information for improved quality and effi-
ciency. TensorRF [33] adopts multiple planes as explicit representations for direct dynamic scene
modeling. Recent approaches such as K-Planes [34], Tensor4D [30], and HexPlane [15] have also
been proposed. NeRFPlayer [35] introduces a unified streaming representation for both grid-based
and plane-based methods, utilizing separate models to differentiate static and dynamic scene compo-
nents, albeit at the cost of slow rendering times. HyperReel [36] suggests a flexible sampling network
coupled with two planes for dynamic scene representation. Despite the improvements in training and
rendering speed achieved by these methods, they still fall short of meeting real-time requirements.

Dynamic Gaussian Splatting. Recently, 3D Gaussian Splatting (3DGS) [12] has garnered increasing
attention from researchers due to its superior rendering quality and real-time rendering speed. The
method employs a soft point representation with attributes including position, rotation, density,
and radiance, and utilizes differentiable point-based rendering for scene optimization. Soon after,
several concurrent works [11, 13, 14, 37] have adapted 3D Gaussians for dynamic scenes. These
methods represent dynamic scenes by establishing a canonical 3DGS and deforming it to individual
frames using deformable fields. Yang et al. [13] predict per-Gaussian offsets using an additional
MLP on canonical 3D gaussians, while Wu et al. [11] substitute the MLP with multi-resolution
HexPlanes [15] and a lightweight MLP. Our work introduces the Noise Suppression Strategy to
change the distribution of the coordinates of the canonical 3D gaussians and generate a more precise
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Figure 3: The overall framework of our method DN-4DGS. Our approach employs a two-stage
deformation process. In the first deformation, the well-designed Temporal Aggregation Module is
utilized to aggregate temporal information. After the first deformation, the coordinate distribution
of 3D gaussians is altered, and noise is suppressed. Subsequently, we proceed with the second
deformation, utilizing the Denoised Spatial Aggregation Module to aggregate spatial information.

deformation field. Additionally, for better aggregation of temporal-spatial information, we propose
the Decoupled Temporal-Spatial Aggregation Module to consolidate information from adjacent points
and frames.

3 Preliminary: 3D Gaussian Splatting
Given images at multiple known viewpoints and timesteps, 3D Gaussian Splatting (3DGS) [12]
optimizes a set of attributes (position, opacity, anisotropic covariance and spherical harmonics) via
differentiable rasterization. 3DGS can realize high-fidelity rendering of static 3D scenes in real-time.

Suppose a 3D Gaussian G(i) has the following attributes: position µi, opacity σi, covariance matrix
Σi and spherical harmonics hi. The covariance matrix Σi is decomposed as Σi = RSSTRT for
optimization, with R as a rotation matrix represented by a quaternion q ∈ SO(3), and S as a scaling
matrix represented by a 3D vector s. Each Gaussian has an opacity value σi to adjust its influence in
rendering and is associated with sphere harmonic (SH) coefficients hi for view-dependent appearance.
The final opacity of a 3D gaussian at any spatial point x can be represented as:

αi = σie
− 1

2 (x−µi)
TΣ−1

i (x−µi). (1)

To render a 2D image, 3D gaussians are projected to 2D space and aggregating them using fast
α-blending. The 2D covariance matrix and center are Σ2D

i = JWΣWTJT and µ2D
i = JWµi. The

color C(u) of a pixel u is rendered using the fast α-blending operation:

C(u) =
∑
i∈N

TiαiSH(hi, vi), (2)

where Ti =
∏i−1

j=1(1− αj), SH is the spherical harmonic function and vi is the view direction.

4 Method
4.1 Overview

Our goal is to reconstruct dynamic 3D scenes from single/multi-view videos. Following previous
works [11, 13], we represent the geometry and appearance of the dynamic scene using canonical 3D
gaussians and model the motion through the deformation fields. An overview of our method is shown
in Figure 3. We first describe the details of the Noise Suppression Strategy (NSS) in Section 4.2.
Then in Section 4.3, we present the design of the Decoupled Temporal-Spatial Aggregation Module
(DTS). Section 4.4 details our optimization process.

4.2 Noise Suppression Strategy

In this section, we attempt to mitigate the terrible noise of the canonical 3D gaussians, as shown in
Figure 5. Specifically, the Noise Suppression Strategy comprises two deformation operations. The
first deformation operation is a standard deformation. It takes the coordinates x, y, z of the canonical
3D gaussians and time t as input and outputs corresponding coordinate deformations ∆x,∆y,∆z. To
simplify, here we only list the attributes x, y, z, while other attributes are detailed in the subsequent
Section 4.3,

∆x,∆y,∆z = Ψ(x, y, z, Tn), (3)
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where Ψ represents the first deformation operation, Tn represents the set of t’s neighbors. The details
of Ψ are introduced in Section 4.3.1. Next, after obtaining ∆x,∆y,∆z, we add them to the original
x, y, z.

x′, y′, z′ = x+∆x, y +∆y, z +∆z. (4)
Following this, the second deformation operation is carried out.

∆x′,∆y′,∆z′ = Ψ′(Pk, t), (5)

where Ψ′ represents the second deformation operation, Pk represents the set of k neighbors of
(x′, y′, z′). The details of Ψ′ are introduced in Section 4.3.2. In this deformation, due to the
successful alteration of the input coordinate distribution during the first deformation stage, we can
obtain more accurate Gaussian positions compared to the canonical Gaussian. As a result, the noise
in the input is attenuated.

Overall, Noise Suppression Strategy (NSS) is a strategy that uses two stages of deformation to reduce
the impact of noise on the deformable network. During this process, we have two training phases.
In the early training phase, we only supervise the first deformation. Once the Gaussian coordinates
obtained from the first deformation are relatively accurate, we add the second deformation and shift
the supervision to it.

4.3 Decoupled Temporal-Spatial Aggregation Module

Local feature aggregation is very important for 3D point clouds, which can effectively extract local
structure information. PointNet++ [16] introduces the set abstraction layer to aggregate information
from spatially adjacent points, which has become a fundamental operation in various point cloud
tasks [38, 39, 40, 41, 42]. Therefore, to enhance the accuracy of the deformation fields, an intuitive
approach is to perform neighbor aggregation for each gaussian.

For 4D gaussians, there are four dimensions of information x, y, z, t available for aggregation. As
discussed in the introduction, performing local aggregation on noisy coordinates would further am-
plify the noise. Therefore, for x, y, z, spatial aggregation is conducted during the second deformation
operation. Since temporal information is unrelated to the canonical 3D gaussians, temporal aggre-
gation can be directly integrated into the first deformation operation to enhance feature extraction
capabilities. To reduce computational overhead, and considering that temporal information has
already been effectively extracted in the first deformation operation, we omit temporal aggregation in
the second deformation operation. The entire process is referred to as decoupled temporal-spatial
aggregation.

4.3.1 Temporal Aggregation Moudle

MaxPooling

MLP

Figure 4: The structure of aggregation
operation.

For each gaussian Gt(i), we first input x, y, z, t into the
Feature Encoding. Regarding Feature Encoding, we can
utilize the MLPs from D3DGS [13] or the HexPlanes
from 4DGaussian [11]. After that, we acquire Ft(i) at
time t. Next is a critical step, where we repeat the above-
mentioned process to obtain the features Ft−1(i) for time
t − 1 and the features Ft+1(i) for time t + 1. It’s worth
noting that here, the "1" represents one timestep. Next,
similar to PointNet++ [16], we perform the aggregation
operation. As illustrated in Figure 4, we merge Ft−1(i),
Ft(i), and Ft+1(i) together to form F (i) ∈ R3×1×C1 and
input into a lightweight MLP for channel change. Then,
we perform MaxPooling along the first dimension of F (i)
to generate Fmax(i) ∈ R1×C2 . Additionally, we introduce
a new attribute Yi, which is a learnable embedding. This
attribute can provide information independent of coordi-
nates without interference due to adjacency. We have also observed a similar design in a recent work
E-D3DGS [43]. Finally, Fmax(i), Ft(i) and Yi are concatenated together to generate deformation:

Ft(i)
′ = [Fmax(i), Ft(i),Yi], (6)

Fθ : Ft(i)
′ → (∆x,∆y,∆z,∆r,∆s,∆σ,∆h), (7)
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Figure 5: More rendering images of canonical 3D gaussians. Here, Sparse Init refers to using the
point cloud provided by the HyperNeRF [2] dataset (COLMAPSFM [44]) for Gaussian initialization,
while Dense Init denotes generating a denser point cloud via COLMAPMVS [44]. In fact, Dense
Init can produce better rendering quality, but due to the need for regenerating, it consumes more
computational resources.

where Fθ is the deformation MLP head, r is a rotation quaternion, s is a vector for scaling, σ is an
opacity, and h is SH coefficients for modeling view-dependent color.

4.3.2 Denoised Spatial Aggregation Moudle

After obtaining the new x′, y′, z′, we input them into the denoised spatial aggregation module for
spatial aggregation. Concretely, we calculate the k-nearest neighbors for each gaussian based on
x′, y′, z′. Then, we aggregate the features of the k-nearest neighbors to obtain Fn(i) ∈ R1×K×C3 .
MaxPooling is then performed on Fn(i) to get Fnm(i). Finally, Fn(i), Fnm(i) and x′, y′, z′ are
concatenated together to generate the second deformation:

Fn(i)
′ = [Fn(i), Fnm(i), x′, y′, z′], (8)

F ′
θ : Fn(i)

′ → (∆x,∆y,∆z,∆r,∆s,∆σ,∆h), (9)
where Fθ is the deformation MLP head in the second deformation operation.

Overall, Decoupled Temporal-Spatial Aggregation Module (DTS) is a specific feature aggregation
method we propose. Unlike 4DGaussian, D3DGS lacks explicit spatiotemporal aggregation, so we
designed DTS to aggregate spatiotemporal information. Considering that inaccurate coordinate rela-
tionships would be amplified through spatial aggregation (KNN), we only perform spatial aggregation
in the second stage of NSS, which is DSAM. We name the spatial aggregation module "Denoised
Spatial Aggregation Module" (DSAM) because the Gaussian coordinates input into DSAM are more
accurate (denoised), as shown in the fourth column of Figure 9. Therefore, we prefix the Spatial
Aggregation Module with "Denoised". DSAM itself does not have denoising capabilities; it solely
performs spatial feature aggregation.

4.4 Optimization

The parameters to be optimized include the deformable network and the attributes of each 3D gaussian
G(i): µi, σi, Σi, hi and Yi. Following 4DGaussian [11], we use the reconstruction loss L1 and
gird-based TV loss [15, 45, 34, 46] Ltv to supervise the training process. Additionally, we add a
D-SSIM term Lssim to improve structural similarity:

L = λL1 + (1− λ)Lssim + Ltv, (10)
where λ is the hyperparameter. It is worth noting that we employ a two-stage training strategy.
During the early stages of training, we exclusively execute the first deformation operation. Once
satisfactory results are attained with the initial deformation operation, we then proceed to implement
the second deformation operation to further refine accuracy. The reason for this strategy is that only
the deformation ∆x,∆y,∆z in the first stage is sufficiently precise to remove a large amount of
noise, thereby positively impacting the deformation in the second stage.

5 Experiment

5.1 Experimental Setup

Dataset and Metrics. PlenopticVideo [1] dataset includes 20 multi-view videos, with each scene
consisting of either 300 frames, except for the flame salmon scene, which comprises 1200 frames.
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Method PSNR(↑) SSIM(↑) LPIPS(↓) Time(↓) FPS(↑) Storage(MB)(↓)

DyNeRF [1] 29.58 - 0.099 1344 hours 0.01 28
NeRFPlayer [35] 30.69 0.909 0.111 6 hours 0.045 -
HyperReel [36] 31.10 0.921 0.096 9 hours 2.0 360

HexPlane-all* [15] 31.70 0.984 0.075 12 hours 0.2 250
KPlanes [34] 31.63 0.964 - 1.8 hours 0.3 309

4DGS [51] 31.19 0.940 0.051 9.5 hours 19.5 8700
E-D3DGS [43] 31.31 0.945 0.037 2 hours 43.1 35

4DGaussian [11] 31.15 0.940 0.049 40 mins 30 90
Ours 32.02 0.944 0.043 50 mins 15 112

Table 1: Quantitative comparison on PlenopticVideo dataset. We display the average
PSNR/SSIM/LPIPS (Alex) metrics for novel view synthesis on dynamic scenes, with each cell
colored to indicate the best , second best , and third best .

These scenes encompass a relatively long duration and various movements, with some featuring
multiple objects in motion. We utilized PlenopticVideo dataset to observe the capability to capture
dynamic areas. Total six scenes (coffee martini, cook spinach, cut roasted beef, flame salmon,
flame steak, sear steak) are utilized to train and render. Rendering resolution is set to 1352 × 1014
HyperNeRF [2] dataset includes videos using two Pixel 3 phones rigidly mounted on a handheld
capture rig. We train and render on four scenes (3D Printer, Banana, Broom, Chicken) at a resolution
downsampled by a factor of two to 540 × 960. NeRF-DS [47] dataset consists of seven captured
videos (Sieve, Press, Plate, Cup, As, Bell, Basin) with camera pose estimated using colmap [44]. The
dataset involves a variety of rigid and non-rigid deformation of various objects. We train and render
on the seven scenes. Rendering resolution is set to 480 × 270.

We report the quality of rendered images using PSNR, SSIM [48], MS-SSIM and LPIPS [49].
Higher PSNR, SSIM and MS-SSIM values and lower LPIPS values indicate better visual quality. To
PlenopticVideo dataset, we report PSNR, SSIM and LPIPS (Alex). To HyperNeRF dataset, we report
PSNR, SSIM and MS-SSIM. To NeRF-DS dataset, we report PSNR, MS-SSIM and LPIPS (VGG).

Implementation Details. We train our model on a single RTX3090. The optimizer we utilize is
Adam [50]. The learning rate is initially set at 1.6e-4, gradually decreasing exponentially to 1.6e-6
by the end of the training process. The learning rate for the voxel grid is initialized at 1.6e-3 and
exponentially decays to 1.6e-5. For hyperparameters, we tune K,λ as 16, 0.9 respectively. More
details will be shown in the Appendix.

5.2 Comparison with existing methods.

Results on PlenopticVideo. Table 1 reports the results on PlenopticVideo dataset. Refer to the
Appendix for per-scene details. Due to the incorporation of the Noise Suppression Strategy, which
alters the distribution of canonical 3D gaussians coordinates to suppress noise, as well as the
utilization of the Decoupled Temporal-Spatial Aggregation Module for feature aggregation, our
approach demonstrates superior reconstruction quality across all metrics compared to the baseline
(4DGaussian [11]). In fact, PSNR and LPIPS are currently the state-of-the-art metrics. As the table
shows, despite our method involving two stages of deformation, resulting in a slight weakening in
training time and FPS, it overall meets the requirements for rapid training and real-time demands.
Regarding storage, due to the presence of a new attribute Yi, it may slightly exceed the baseline. To
vividly illustrate the differences between our method and others, we visualize the qualitative results
in Figure 6. From the regions highlighted in red boxes, it is evident that our method can render
higher-quality images.

Results on HyperNeRF. Table 2 reports the results on HyperNeRF dataset. In this dataset, we present
results for both Sparse Init and Dense Init. Sparse Init refers to using the point cloud provided
by the HyperNeRF dataset (COLMAPSFM [44]) for Gaussian initialization, while Dense Init
denotes generating a denser point cloud via COLMAPMVS [44]. From Table 2, it can be observed
that our method outperforms other Gaussian-based methods under both Sparse Init and Dense Init
settings. Moreover, under the Dense Init setting, our method achieves the current state-of-the-art
performance. More importantly, we find that 4DGaussian is highly sensitive to the sparsity or density
of Gaussian initialization. In contrast, our approach benefits from noise suppression and feature
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Figure 6: Qualitative comparisons on PlenopticVideo Dataset.

Method PSNR(↑) SSIM(↑) MS-SSIM(↑) Time(↓) FPS(↑) Storage(MB)(↓)

Nerfies [19] 22.23 - 0.803 ∼ hours <1 -
HyperNeRF DS [2] 22.2 0.598 0.811 32 hours <1 -
TiNeuVox-B [45] 24.30 0.616 0.837 30 mins 1 48

D3DGS‡ [13] 21.50 - - 2 hours 10 18
4DGaussian‡ [11] 21.80 0.573 0.710 50 mins 38 11

Ours‡ 23.31 (+1.51) 0.618 (+0.045) 0.768 (+0.058) 1.1 hours 24 12

D3DGS* 23.43 - - 3.5 hours 7 88
4DGaussian* 25.20 0.682 0.845 1 hour 34 61

Ours* 25.59 (+0.39) 0.691 (+0.009) 0.863 (+0.018) 1.2 hours 20 68

Table 2: Quantitative comparison on HyperNeRF dataset. Here, ‡ represents that we train the
model based on Sparse Init. * represents that we train the model based on Dense Init.

aggregation, resulting in a more pronounced performance improvement under the sparse setting. The
qualitative results can be observed from Figure 7. From the regions highlighted in red boxes, our
method can render higher-quality images, as further supported by PSNR in gray cells.

Results on NeRF-DS. Table 4 presents the results on NeRF-DS dataset. Our proposed method
achieves better performance compared to previous methods, demonstrating the effectiveness and
generalization of our method. More qualitative results are shown in the Appendix.

Results on D-NeRF. As illustrated in the Figure 8, we have visualized the canonical results for both
4DGaussian and D3DGS. The results show that D3DGS has less noise compared to 4DGaussian,
but noise is still present in moving areas. The quantitative results on D-NeRF dataset, as shown
in the Table 3, indicate that our method improves performance on both 4DGaussian and D3DGS,
with enhancements on 4DGaussian surpassing those on D3DGS. Regarding the parameters of the
deformation networks, in 4DGaussian: Most of the parameters are composed of the HexPlane and
deformation head. Our method introduces an additional deformation operation, resulting in a slight
increase in the number of parameters compared to the baseline, with an increase of only 0.03M
parameters. In D3DGS: The network primarily consists of an MLP-based deformation network. To
reduce the computational load, our method halves the number of MLP layers, resulting in fewer
overall parameters compared to the original D3DGS.

5.3 Ablation Studies

Evaluation of the model with different designs. To evaluate the effectiveness of proposed com-
ponents, we conduct an ablation study in Table 5 on PlenopticVideo dataset. Here, NSS, TAM,
DSAM represents the Noise Suppression Strategy, Temporal Aggregation Moudle and Denoised
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Figure 7: Qualitative comparisons on HyperNeRF Dataset. In the gray cells, the numbers represent
PSNR.

Method PSNR(↑) SSIM(↑) Parameter (M)(↓)

4DGaussian [11] 34.05 0.9787 3.38
4DGaussian+Ours 34.53(+0.48) 0.9811(+0.0024) 3.41(+0.03)

D3DGS [13] 39.51 0.9902 0.52
D3DGS+Ours 39.87(+0.36) 0.9922(+0020) 0.39(-0.13)

Table 3: Quantitative comparison on D-NeRF
dataset. Here, parameter refers to the parameters
of the deformation networks corresponding to
different baselines.

4DGaussian D3DGS

Figure 8: The canonical results for both
4DGaussian and D3DGS.

Spatial Aggregation Moudle respectively. Specifically, the second row shows that with the use of
two-stage deformation operations, our model can acquire a certain degree of improvement in quality.
This highlights the meaning of noise suppression. The third row demonstrates that with the help of
temporal aggregation, a performance gain of 0.41, 0.02, 0.003 has been achieved in PSNR, SSIM and
LPIPS. The fourth row demonstrates the effective collaboration between NSS and TAM, resulting in
performance improvement. The fifth row indicates that if we do not utilize two-stage training, but
instead only perform spatial aggregation on canonical 3D gaussians, it not only fails to bring about
an improvement in quality but also leads to a decrease. The sixth row indicates that if we replace
TAM with an ordinary deformation network, there is a slight drop in performance compared to the
last row. The last row indicates that if we combine all components together, the performance can
reach its optimal level.

Effectiveness of the two-stage deformation operations. To validate the significance of two-stage
deformation operations, we conducted visual experiments. As shown in Figure 9, canonical 3D
aussians exhibit a significant amount of noise, which severely affects the accuracy of the deformation
field. To alleviate this issue, we employed two-stage deformation. As depicted in the fourth column
of the figure, after the first deformation, there is a significant change in the distribution of coordinates
xyz, effectively suppressing the noise. Moreover, due to the design of temporal aggregation, the
corresponding PSNR value is even higher than that of 4DGaussian. Finally, by performing the second
deformation operation on the basis of the first-stage deformation, the performance is further improved.
This is attributed to the cleaner coordinates xyz and the design of spatial aggregation.
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Method PSNR(↑) SSIM(↑) LPIPS(↓)

TiNeuVox [45] 21.61 0.823 0.277
HyperNeRF [2] 23.45 0.849 0.199
NeRF-DS [47] 23.60 0.849 0.182

3D-GS [12] 20.29 0.782 0.292
D3DGS [13] 23.92 0.847 0.184

Ours 24.36 0.865 0.171

Table 4: Quantitative comparison on NeRF-DS
dataset.

NSS TAM DSAM PSNR(↑) SSIM(↑) LPIPS(↓)

✗ ✗ ✗ 31.15 0.940 0.049
✓ ✗ ✗ 31.31 0.941 0.047
✗ ✓ ✗ 31.56 0.942 0.046
✓ ✓ ✗ 31.69 0.943 0.045
✗ ✓ ✓ 31.31 0.936 0.052
✓ ✗ ✓ 31.72 0.943 0.045
✓ ✓ ✓ 32.02 0.944 0.043

Table 5: Evaluation of the model with different
designs on PlenopticVideo dataset.

Figure 9: Effectiveness of the two-stage deformation operations. In the gray cells, the numbers
represent PSNR.

5.4 Limitations and Future Work

Although two-stage deformation can alter the coordinate distribution of canonical 3D gaussians
and reduce the noise introduced into the deformation field, the lack of simultaneous supervision
for both stages [52, 53, 41] poses a challenge. Consequently, during the second stage, due to the
lack of supervision in the first-stage deformation, the direction of coordinate deformation becomes
uncontrollable to some extent. This, in turn, affects the spatial feature aggregation in the second stage.
To address this issue, future work should explore the direction of simultaneous supervision.

6 Conclusion

In this paper, we introduce a novel representation called Denoised Deformable Network with
Temporal-Spatial Aggregation for Dynamic Scene Rendering. We promose the Noise Suppres-
sion Strategy, which can change the distribution of the coordinates of the canonical 3D gaussians,
suppress noise and generate a more precise deformation field. To aggregate information from adjacent
points and frames, we promose the Decoupled Temporal-Spatial Aggregation Module. Extensive
experiments on various real-world datasets demonstrate that our method achieves state-of-the-art
rendering quality under a real-time level.
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A Appendix / supplemental material

A.1 Overview

This supplementary material provides more model and experimental details to understand our pro-
posed method. After that, we present more experiments to demonstrate the effectiveness of our
methods. Finally, we show a rich visualization of our modules.

A.2 More Model Details

Feature Encoding. As illustrated in Section 4.3.1, we can utilize the MLPs from D3DGS [13] or the
HexPlanes from 4DGaussian [11] as Feature Encoding. Specifically, for both PlenopticVideo [1] and
HyperNeRF [2], we use the HexPlanes to encode per-gaussian’s feature. The complete details can be
referred to 4DGaussian’s main text. For NeRF-DS [47], we utilize the MLPs for feature encoding.
The complete details can be referred to D3DGS’s main text.

A.3 More Implementation Details

For both PlenopticVideo and HyperNeRF, the total training comprises 14,000 iterations, with the first
stage encompassing 5,000 iterations. For NeRF-DS, the total training comprises 40,000 iterations,
with the first stage encompassing 15,000 iterations. The dimension of attribute Y is set as 16.

A.4 Comparison with 3DGStream

Similarities: Our method and 3DGStream both perform deformations on 3D Gaussians (3DGs)
where absolute positions and relative positional relationships are more accurately maintained. For
each timestep i, 3DGStream uses the 3DGs from the previous timestep i − 1 as initialization. In
contrast, our method uses canonical Gaussians (which are time-independent) as the initialization. To
achieve accurate relative positional relationships and minimize noise interference from the canonical
Gaussians, we employ a two-stage deformation strategy. The first stage obtains accurate 3DGs, and
the second stage further deforms these 3DGs to achieve preciser rendering results.

Advantages: 1. Flexibility: Unlike 3DGStream, our method does not require the results from the
previous timestep. We can render at any arbitrary time without needing the previous timestep’s 3DGs.
On the other hand, 3DGStream relies on the 3DGs from the previous timestep for rendering the next.
2. Robustness: 3DGStream heavily depends on the reconstruction quality at timestep 0. If the initial
reconstruction is poor, subsequent reconstructions will be negatively affected, and these errors can
accumulate over time. Our method, however, starts with noisy canonical Gaussians and improves
the reconstruction quality through a two-stage deformation process, resulting in progressively better
reconstructions.

Disadvantages: Training Efficiency: 3DGStream employs an online reconstruction approach, leading
to shorter training time and faster rendering speed. In contrast, our method involves offline training,
which results in relatively longer training time.

A.5 Detailed Results

In Table 6, Table 7 and Table 8, we provide the results for individual scenes associated with Section 5.2
of the main text. It can be observed that our method achieved superior metrics in almost every scene
compared to previous methods, demonstrating the effectiveness and generalization of our method
under various scenes.

A.6 More Ablation Studies

The effectiveness of Y . As depicted in Table 9, we conduct an ablation study on the flame steak
scene of PlenopticVideo dataset to examine the impact of Y . From the table, it is evident that Y can
enhance rendering quality and Y=16 is the best setting.

Ablation study of timestep in Temporal Aggregation Moudle. From Table 10, it is evident that
when timestep is set as 1×, the performance is the best. We speculate that the reason for the lowest
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Method Cut Beef Cook Spinach Sear Steak

PSNR SSIM PSNR SSIM PSNR SSIM

NeRFPlayer [35] 31.83 0.928 32.06 0.930 32.31 0.940
HexPlane [15] 32.71 0.985 31.86 0.983 32.09 0.986
KPlanes [34] 31.82 0.966 32.60 0.966 32.52 0.974

MixVoxels [31] 31.30 0.965 31.65 0.965 31.43 0.971
4DGaussian [11] 32.90 0.957 32.46 0.949 32.49 0.957

Ours 33.49 0.960 32.91 0.951 33.98 0.959

Method Flame Steak Flame Salmon Coffee Martini

PSNR SSIM PSNR SSIM PSNR SSIM

NeRFPlayer [35] 27.36 0.867 26.14 0.849 32.05 0.938
HexPlane [15] 31.92 0.988 29.26 0.980 - -
KPlanes [34] 32.39 0.970 30.44 0.953 29.99 0.953

MixVoxels [31] 31.21 0.970 29.92 0.945 29.36 0.946
4DGaussian [11] 32.51 0.954 29.20 0.917 27.34 0.905

Ours 33.51 0.958 29.19 0.921 29.04 0.915

Table 6: Per-scene results of PlenopticVideo dataset.

Method 3D Printer Chicken Broom Banana

PSNR MS-SSIM PSNR MS-SSIM PSNR MS-SSIM PSNR MS-SSIM

Nerfies [19] 20.6 0.83 26.7 0.94 19.2 0.56 22.4 0.87
HyperNeRF [2] 20.0 0.59 26.9 0.94 19.3 0.59 23.3 0.90

TiNeuVox-B [45] 22.8 0.84 28.3 0.95 21.5 0.69 24.4 0.87
FFDNeRF [54] 22.8 0.84 28.0 0.94 21.9 0.71 24.3 0.86

3D-GS [12] 18.3 0.60 19.7 0.70 20.6 0.63 20.4 0.80
4DGaussian [11]‡ 20.9 0.75 24.1 0.82 20.0 0.53 22.2 0.74

Ours‡ 21.6 0.78 26.2 0.89 20.8 0.57 24.7 0.84
4DGaussian* 22.1 0.81 28.7 0.93 22.0 0.70 28.0 0.94

Ours* 22.1 0.81 29.2 0.95 22.3 0.74 28.7 0.95

Table 7: Perscene results of HyperNeRF dataset by different models. Here, ‡ represents that we
train the model based on Sparse Init. * represents that we train the model based on Dense Init.

Method PSNR

Sieve Plate Bell Press Cup As Basin

3D-GS [12] 23.16 16.14 21.01 22.89 21.71 22.69 18.42
TiNeuVox [45] 21.49 20.58 23.08 24.47 19.71 21.26 20.66
HyperNeRF [2] 25.43 18.93 23.06 26.15 24.59 25.58 20.41
NeRF-DS [47] 25.78 20.54 23.19 25.72 24.91 25.13 19.96
D3DGS [13] 25.72 20.40 25.24 25.70 24.35 26.35 19.70

Ours 26.60 20.92 25.48 26.24 24.95 26.54 19.79

Table 8: Perscene results of NeRF-DS dataset by different models.

performance at 0.5× might be attributed to the absence of images corresponding to ±0.5 timestep
in the dataset. Consequently, the lack of supervision at this timestep may induce significant feature
biases, resulting in relatively poorer performance.

Ablation study of K in Denoised Spatial Aggregation Moudle. From Table 11, it is evident that
setting K = 16 yields the best results.

Ablation study of the iteration rounds of the first stage. From Table 12, it is evident that the
two-stage training strategy is meaningful. If we train both deformation operations simultaneously, the
performance is poor, as indicated in the first row. Only by first training the first deformation network
and then proceeding to train the second deformation network after the first deformation network

15



Setting Dim PSNR SSIM

W/o Y - 33.13 0.956
W Y 4 33.33 0.957
W Y 16 33.51 0.958
W Y 32 33.40 0.958
W Y 64 33.29 0.957

Table 9: The effectiveness of Y . We compare the results on the flame steak scene of PlenopticVideo
dataset.

Setting PSNR SSIM

0.5× 33.40 0.957
1× 33.51 0.958
2× 33.45 0.957

Table 10: Ablation study of timestep in Temporal Aggregation Moudle. We compare the results
on the flame steak scene of PlenopticVideo dataset.

K PSNR SSIM

4 33.39 0.957
16 33.51 0.958
32 33.35 0.957

Table 11: Ablation study of K in Denoised Spatial Aggregation Moudle. We compare the results
on the flame steak scene of PlenopticVideo dataset.

Rounds PSNR SSIM

0 32.89 0.951
4000 33.40 0.957
6000 33.38 0.957
8000 33.51 0.958

10000 33.37 0.957

Table 12: Ablation study of the iteration rounds of the first stage. We compare the results on the
flame steak scene of PlenopticVideo dataset.

is well-trained can we achieve optimal performance. Additionally, the optimal number of iteration
roudns is 8000.

Ablation study of the iteration rounds of the first stage.

A.7 Assets Availability

The datasets that support the findings of this study are available in the following repos-
itories: HyperNeRF [2] at https://github.com/google/hypernerf/releases/tag/v0.1
under Apache-2.0 license. NeRF-DS [47] at https://github.com/JokerYan/NeRF-DS/
releases/tag/v0.1-pre-release under Apache-2.0 license. PlenopticVideo [1] at https:
//github.com/facebookresearch/Neural_3D_Video?tab=License-1-ov-file under CC
BY-NC 4.0 license. The code of our baseline [11, 13] is available at https://github.com/
ingra14m/Deformable-3D-Gaussians under MIT license and https://github.com/hustvl/
4DGaussians under Gaussian-Splatting license.
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4DGaussian Ours GT

Figure 10: Qualitative comparisons on PlenopticVideo Dataset.

A.8 More Visual Comparison

Figure 10 shows more visual comparisons on PlenopticVideo Dataset. We compare the results of
4DGaussian and our model.

Figure 11 and Figure 12 shows more visual comparisons on HyperNeRF Dataset. We compare the
results of 4DGaussian and our model.

Figure 13 shows more visual comparisons on NeRF-DS Dataset. We compare the results of 4DGaus-
sian and our model.

The above visual comparisons demonstrate that our method preserves better rendering quality while
containing fewer artifacts.
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Figure 11: Qualitative comparisons on HyperNeRF Dataset.

NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We accurately reflect the contributions and scope in the abstract and introduc-
tion.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.
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Figure 12: Qualitative comparisons on HyperNeRF Dataset.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Please refer to Section 5.4 in the main text.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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Figure 13: Qualitative comparisons on NeRF-DS Dataset.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Please refer to Section 3.

Guidelines:

• The answer NA means that the paper does not include theoretical results.

20



• All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 4 outlines the structure, while Section 5 delves into the specific
experimental settings. For additional details, please refer to the supplemental material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The data are public datasets and we are going to open-source our code.
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Guidelines:
• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide the specific experimental settings in Section 5. More details can
be acquired in supplemental material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: We use the same datasets and evaluation as previous methods, making this a
fair comparison.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide them in Section 5.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work is solely intended for academic research purposes.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We properly credit the related assets and explicitly mention the license and
terms of use. Please refer to Section A.7 in the supplemental material.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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