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Abstract
Tables in scientific papers contain crucial in-001
formation, such as experimental results. En-002
tity Linking (EL) is a promising technology003
that analyses tables and associates them with004
a knowledge base. EL for table cells requires005
identifying the referent concept of each cell006
while understanding the context relevant to007
each cell in the paper. However, extracting the008
relevant context from the paper is challenging009
because the relevant parts are scattered in the010
main text and captions. This study defines a011
rule-based method for extracting broad context012
from the main text, including table captions and013
sentences that mention the table. Furthermore,014
we propose synthetic context as a more refined015
context generated by large language models016
(LLMs). In a synthetic context, contexts from017
the entire paper are refined by summarizing,018
injecting supplemental knowledge, and clari-019
fying the referent concept. We observe this020
approach improves accuracy for EL by more021
than 10 points on the S2abEL dataset, and our022
qualitative analysis suggests potential future023
works.024

1 Introduction025

Information analysis of scientific papers has numer-026

ous applications in accelerating science, such as027

paper retrieval, reading assistance, and automatic028

knowledge base construction. Particularly in infor-029

mation science, crucial information, such as exper-030

imental results, evaluation datasets, tasks, and eval-031

uation metrics, is often recorded in tables within032

papers. Thus, the analysis of table information is033

an important research field.034

For the table analysis, entity linking (EL) that035

associates table cells in scientific papers to a knowl-036

edge base (KB) is a promising technology, and var-037

ious methods and datasets have been proposed for038

this purpose (Kardas et al., 2020; Yang et al., 2022;039

Lou et al., 2023). S2abEL (Lou et al., 2023) is a040

large-scale evaluation dataset for EL targeting ta-041

bles in papers for the machine learning field. In042

Table Cell

Cell Context from the Paper

CoLA The Corpus of Linguistic
Acceptability is
a binary  [...]
Table 1: GLUE Test results, scored
by the evaluation server [...]

Entity Linking

dataset/cola
Name: CoLA
Full Name:
  Corpus of Linguistic ...
Description:
  The Corpus of Linguistic           
  Acceptability (CoLA) consists ...
Modalities: ...

Figure 1: Example of entity linking for table cells in
Devlin et al. (2019). Given a target table cell (e.g.,
“CoLA”), a model seeks to link it to the corresponding
entity (e.g., “/dataset/cola”) in Papers with Code by
considering the contexts in the paper related to the cell.

the dataset, each table cell is linked to an entity 043

defined in Papers With Code (PwC)1, a free and 044

open KB in the scientific domain, as illustrated 045

in Figure 1. To correctly link the target table cell 046

“CoLA” to the corresponding entity “/dataset/cola” 047

in PwC, a model needs to understand the concept 048

of CoLA from the contexts scattered in the main 049

text, captions, and references. 050

However, extracting such contexts relevant to 051

each cell from a paper has three technical chal- 052

lenges. (i) Relevant contexts for a cell text are 053

scattered in an entire paper, and mentions are of- 054

ten abbreviated or paraphrased, (ii) The context or 055

explanation for a referent concept of a cell can be 056

insufficient, and (iii) General words such as “Ours,” 057

“Baseline,” and “All” are often used in cell texts, 058

and the referent is ambiguous. An example for the 059

first, in the paper of The Evolved Transformer (So 060

et al., 2019), a cell text “ET PERP” is interpreted 061

as “the perplexity achieved by the Evolved Trans- 062

former”, although the term “ET PERP” does not 063

appear in the main text of the paper. Second, ex- 064

planations for well-known methods such as LSTM 065

are often omitted, and thus, sufficient contexts are 066

1https://paperswithcode.com/
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unavailable in the paper itself. Third, the cell text067

“All” stands for the entire dataset. Identifying the068

dataset requires understanding the context of the069

main text. However, the word “All” is general and070

frequently used in irrelevant contexts in the paper.071

To address these challenges, we propose a072

data synthesis method for providing an EL model073

with supplemental contexts for table cells by us-074

ing large language models (LLMs) such as Chat-075

GPT (OpenAI, 2023) and LLaMa2 (Touvron et al.,076

2023). LLMs, acquiring specialized knowledge077

through pre-training, can be utilized as knowledge078

bases (Taylor et al., 2022). They also demonstrate079

high performance in a zero-shot setting for abbre-080

viation expansion (Gorman et al., 2021) and coref-081

erence resolution (Wei et al., 2022). Therefore, we082

expect that they can elicit supplemental informa-083

tion for table cells, which is not mined by previous084

methods.085

In experiments, we use context data for EL ob-086

tained by our refined rule-based method and LLM-087

based method and confirm consistent improve-088

ments by both methods over the baseline proposed089

in S2abEL, including a 10-point improvement in090

accuracy for EL. Our qualitative analysis also re-091

veals that synthetic context data captures better sup-092

plemental information through context completion093

and knowledge completion by LLMs2.094

2 Related Work095

2.1 Entity Linking in Scientific Table096

Table analysis is crucial for extracting experimen-097

tal information and results in information extrac-098

tion from scientific papers. For instance, Ax-099

cell (Kardas et al., 2020) extracts tables from the100

LATEXsource of papers and performs linking of ta-101

ble cells to entities in a knowledge base. Similarly,102

S2abEL (Lou et al., 2023) constructs a dataset an-103

notated with entities linked to cells, along with the104

type of information and the source references for105

that information, for comparable tasks. Axcell and106

S2abEL use features representing table cells, such107

as the cell’s positional information and text from108

the main body that matches the cell’s text. SciREX109

(Jain et al., 2020) and CitationIE (Viswanathan110

et al., 2021) aim to extract information from the111

entire paper, not only tables. In these works, the112

entire document is converted into a feature. How-113

ever, relevant descriptions of specific table cells are114

2We will release our code and data to reproduce the exper-
iments.

scattered throughout the document. Therefore, it is 115

necessary to efficiently extract the contexts of the 116

cells from the document. 117

2.2 Data Augmentation/Synthetic Data 118

Data augmentation and synthesis using LLMs are 119

employed in various tasks. Wang et al. (2021) em- 120

ployed few-shot learning to create training data 121

from labels, and Josifoski et al. (2023) generated 122

synthetic training data by solving inverse problems, 123

taking advantage of the imbalance in task difficulty. 124

Although these are effective methods for problems 125

that are difficult to solve directly with LLM’s zero- 126

shot or few-shot capabilities, synthesizing tables 127

or papers from entities to be linked is challenging. 128

Therefore, this study aims to enhance the learn- 129

ing efficiency of current human-annotated data by 130

utilizing synthetic data generated with LLMs. 131

3 Entity Linking in Scientific Tables 132

EL for scientific tables aims to map each table 133

cell within a paper to an entity in a KB (PwC in 134

our experiments) or “OutKB” if no corresponding 135

entity is found in the KB. S2abEL divides this task 136

into the following four subtasks: 137

1. Cell Type Classification (CTC): Classifying 138

table cells into five types: method, dataset, 139

metric, dataset&metric, and other. e.g., The 140

cell “CoLA” is classified as dataset. 141

2. Attributed Source Matching (ASM): Identi- 142

fying the attributed source(s) for a table cell 143

within a paper. The attributed source(s) is the 144

reference paper that originally proposed or in- 145

troduced the concept that a target cell refers 146

to. This step aims to distinguish similar sur- 147

face forms to find the correct referent entities 148

in the subsequent subtasks. e.g., The paper 149

by Warstadt et al. (2019) is identified as the 150

attributed source of “CoLA”. 151

3. Candidate Entity Retrieval (CER): Retriev- 152

ing candidate entities from the KB that are 153

likely to be linked to a target cell. The purpose 154

of this step is to exclude unlikely candidates 155

to reduce computational costs. e.g., The entity 156

“/dataset/cola” associated with the paper by 157

Warstadt et al. (2019) in PwC is added to the 158

candidates for “CoLA.” 159

4. Entity Disambiguation (ED): Selecting the 160

referent entity from the candidates for a given 161

cell (or assign OutKB if none of them is appro- 162
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Target Table Cell

Title

Abstruct

Table Caption

Table Mentioning Sentences

Text Matched Sentences

Synthetic
Context

LLMCell Type

Raw Context

Figure 2: Generation of synthetic context: Sentences related to a particular cell (raw context) are provided to a
Large Language Model (LLM). By having the LLM explain the content of the target cell, contextual information
related to the target cell is extracted from the raw context.

priate). e.g., “/dataset/cola” is selected from163

the entity candidates.164

4 Method165

In this paper, we approach the EL task by perform-166

ing these subtasks. However, CTC has already167

surpassed 90% accuracy in prior research, and re-168

placing CTC predictions with the correct types con-169

tributes less than a 1% improvement in the final170

EL accuracy. Therefore, this study does not focus171

on CTC; instead, we use the correct cell types to172

proceed to the subsequent subtasks.173

In this section, we first improve the rule-based174

method for context extraction to collect broad con-175

texts and introduce data synthesis to the context.176

Then, we show how to apply them to the EL sub-177

tasks.178

4.1 Supplementing Context Information179

Meticulous cell context extraction: For EL, a180

model needs to interpret the concept that a cell text181

represents and extract appropriate contexts for it182

from the paper. As context information of a target183

cell, prior research has utilized various features,184

including sentences retrieved by BM25 (Robertson185

and Zaragoza, 2009), the cell’s position in the table,186

and the surrounding cells. However, the retrieval187

method can miss relevant sentences or extract irrel-188

evant sentences due to text fluctuation (e.g., abbre-189

viation, paraphrasing) or the use of general words,190

resulting in insufficient and erroneous information191

sourced from the main text. To alleviate this, we192

first collect text fragments covering broader con-193

texts. Specifically, we use the following features as194

the contexts for a target cell: (i) The cell’s text. (ii)195

The cell type. (iii) The table caption. (iv) Sentences196

referring to the table: Sentences that explicitly con-197

tain references to the table, such as “Table 1.” (v)198

Sentences containing the cell’s text. We refer to a 199

set of the features as the raw context for a target 200

cell. 201

For example, the raw context of a cell in the 202

paper by Devlin et al. (2019) illustrated in Figure 1 203

is as follows: (i) CoLA. (ii) dataset. (iii) “Table 1: 204

GLUE Test results, scored by the evaluation server 205

[...]”. (iv) “Results are presented in Table 1”. (v) 206

“CoLA The Corpus of Linguistic Acceptability is a 207

binary single-sentence [...]”. 208

Synthetic context generation: To focus on es- 209

sential information in a raw context and supplement 210

it by injecting external knowledge, we employ an 211

LLM to generate a description for a cell based on 212

the corresponding raw context. We refer to a de- 213

scription generated by an LLM as a synthetic con- 214

text. The process of synthetic context generation in 215

this study is illustrated in Figure 2. In this research, 216

we employ OpenAI’s GPT-4 Turbo (1106) as the 217

LLM. 218

For example, the synthetic context generated by 219

the LLM for the example shown in Figure 1 is 220

“CoLA stands for Corpus of Linguistic Acceptability. 221

It is a dataset used for a binary single-sentence 222

classification task in natural language processing. 223

[...]”. This exhibits the LLM’s capabilities of pro- 224

viding a synthetic context that summarizes ade- 225

quate information for EL. 226

4.2 Subtasks of Entity Linking 227

The methodology for EL used in this study is illus- 228

trated in Figure 3, and the details for each compo- 229

nent are explained as follows: 230

Attributed Source Matching: We follow the ap- 231

proach of S2abEL (Lou et al., 2023) for ASM. The 232

potential attributed sources for a cell are all cited 233

papers and the current document itself. Including 234
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Reference
Papers

Target Paper

Attributed Source Matching (ASM)

Candidate Entity Retrieval (CER)

Entity Disambiguation (ED)

Cell Context

Entity

Target Cell

Source Paper Candidates

Entity Candidates

Figure 3: Entity Linking: involves searching a knowl-
edge base for entities associated with a specific table
cell, taking the main text of the paper, references, and
contextual information as input. It consists of three sub-
tasks. ASM: Extract candidates of Attributed source
for the target cell from the target paper and reference
papers. CER: Extract candidates of Entiry for the target
cell from the attributed source candidates. The number
of candidates is k. ED: Select the entity to be linked to
the target cell.

the document itself is necessary for the case where235

the cell’s referent concept is newly proposed in the236

document. To find the attributed source from the237

potential source, we calculate the relevance scores238

between the cell and each potential source. As the239

features for a scoring model, we concatenate the240

title and abstract of a potential source and the cell’s241

context. As the scoring model, S2abEL adopts242

SciBERT (Reimers and Gurevych, 2019). In this243

research, we employ GPT-2 (Radford et al., 2019)244

with synthetic context and SciBERT with raw con-245

text. We investigate the combination effect of the246

scoring models and contexts in §5.2.13. A scoring247

model is trained with binary cross-entropy loss.248

Candidate Entity Retrieval: The candidate en-249

tity set for a target cell is constructed by using its at-250

tributed sources. We sort the attributed sources ob-251

3As the token length of synthetic contexts often exceeds
the input token limit of SciBERT (512), we did not employ
SciBERT with synthetic context.

tained by the ASM model by their ASM scores and 252

then retrieve entities for each attributed source from 253

the KB until we obtain k entity candidates for the 254

cell. In S2abEL, dense retrieval (DR) (Karpukhin 255

et al., 2020) is also employed to add more entities 256

to the candidate set. However, the experimental 257

results in S2abEL reported that the ASM-based 258

retrieval method without using DR achieves over 259

90% recall when k ≥ 30. Therefore, we retrieve 260

candidate entities using ASM results only to see 261

the effect solely of ASM on EL performance. 262

Entity Disambiguation: Following the prior 263

work, we employ a model to calculate the score 264

for each entity candidate by feeding the concate- 265

nation of the entity name, its description, and the 266

cell context into the model. We adopt SciBERT for 267

the scoring model and train it with binary cross- 268

entropy loss. The highest-scoring entity is linked 269

to the cell when the score is greater than a pre- 270

defined threshold. Otherwise, OutKB is assigned 271

to the cell, representing being out of KB. We set 272

the threshold to 0.5, the same as prior research. 273

5 Experiments 274

The experiments follow the setup of S2abEL, 275

where training, validation, and test data are cre- 276

ated from different topics. The results below repre- 277

sent the cross-validation average performed on the 278

topics included in S2abEL. This allows us to com- 279

pare the generalization performance of the models 280

without overfitting to specific topics. 281

5.1 Entity Linking 282

In EL experiments, as explained in §3, the cell 283

types are determined using the ground truth data. 284

5.1.1 End-to-end Entity Linking 285

In end-to-end entity linking experiments, we com- 286

pare raw context and synthetic context against 287

S2abEL (Lou et al., 2023) as the baseline. Dense 288

retrieval (DR) is leveraged in CER in the baseline, 289

but we don’t use it in raw context and synthetic con- 290

text conditions. Hence, we add S2abEL without 291

the DR condition. We apply the same context to 292

both ASM and ED. We report three metrics: InKB 293

accuracy, OutKB F1, and Overall accuracy. InKB 294

hit@1 accuracy shows the hit rate at the top when 295

an entity to be linked is present. OutKB is binary 296

and hence evaluated by the F1 score. Overall accu- 297

racy is calculated as correct if a cell is an OutKB 298

mention and is predicted as such, or if a cell is an 299
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Method
Overall

acc.
OutKB

F1
InKB
hit@1

k = 50

S2abEL
(Lou et al., 2023)

58.2 71.4 33.4

S2abEL w/o DR 60.8 71.7 27.1
Raw Context 69.9 76.5 47.1
Synthetic Context 70.5 76.4 53.1

k = 20

S2abEL w/o DR 60.2 70.3 25.3
Raw Context 68.9 75.5 44.7
Synthetic Context 70.8 76.6 52.2

Table 1: Result of End-to-end Entity Linking

InKB mention, is indicated as InKB, and hits at300

top1. The number of entity candidates k retrieved301

in CER is set to k = 50 (the same as prior work)302

and k = 20.303

10 15 20 25 30 35 40 45 50
Candidate Size k
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55.0
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65.0

70.0

Ov
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l A
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y

S2abEL wo DR
Raw Context
Synthetic Context

Figure 4: Evaluation of different Contexts on variation
number of candidate entity.

Result Table 1 shows that the raw context and304

synthetic context condition have improved overall305

accuracy by over 10 points compared to the S2abEL306

baseline in k = 50. This indicates that the neces-307

sary context information for the EL task has been308

successfully extracted from the main text in the309

raw context. When comparing synthetic context to310

raw context, there’s a slight improvement in overall311

accuracy and a 6-point increase in the InKB hit@1.312

This demonstrates that synthetic context captures313

the appropriate information effectively from raw 314

context. 315

In the results with smaller entity candidates 316

k = 20, the difference between raw context and 317

synthetic context has become more pronounced. 318

This suggests that in the case of k = 50, there is 319

almost no difference in the entity candidates ex- 320

tracted by raw context and synthetic context. We 321

observe the synthetic context’s Overall accuracy 322

doesn’t drop in small k compared with others in 323

Figure 4. This indicates that even at k = 20, syn- 324

thetic context succeeded in extracting entities likely 325

to be linked. 326

5.1.2 Evaluating Method Combinations for 327

ASM and ED in Entity Linking Tasks 328

To observe the effects of context in ASM and ED, 329

the subtasks of EL, we compare the accuracy of 330

EL with exhaustive combinations of contexts and 331

subtasks. The number of entity candidates is k = 332

20 since the difference of entity candidates is small 333

in larger k. And Dense Retrieval is not conducted 334

in ED. 335

Result Table 2 shows that using either Raw or 336

Synthetic for only ASM or ED improves accuracy 337

compared to using the Context defined in S2abEL. 338

When used only for ASM, the improvement in ac- 339

curacy is about 1 or 2 points, while for ED, the 340

improvement is significant, around 6 to 7 points. 341

When comparing conditions where only the two 342

proposed methods are applied to ASM, it is ob- 343

served that synthetic context improves the overall 344

accuracy by 1 point, indicating that synthetic con- 345

text is capable of enhancing ASM. Comparing con- 346

ditions where the proposed method is applied only 347

to ED with those where it is applied only to ASM, 348

the conditions applied to ED show significant im- 349

provements in InKB hit@1. As a result, applying 350

the proposed method to ED also significantly im- 351

proves overall accuracy. In that case, synthetic con- 352

text also achieves higher accuracy. These results 353

suggest that both raw context and synthetic context 354

are effective for both ASM and ED tasks and that 355

synthetic context is capable of representing more 356

effective contexts than raw context. 357

5.2 Evaluating the Impact of Context in ASM 358

To observe the effect of Context directly, we eval- 359

uate using the precision of the ASM. This experi- 360

ment’s evaluation is conducted only on cells with 361

attributed source papers. In the S2abEL dataset, 362
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ASM Method ED Method
Overall

acc.
OutKB

F1
InKB
hit@1

S2abEL S2abEL 60.2 70.3 25.3
Raw Context S2abEL 61.0 70.8 27.2
Synthetic Context S2abEL 62.2 72.0 28.8
S2abEL Raw Context 66.8 73.8 41.4
S2abEL Synthetic Context 67.4 73.3 46.7
Raw Context Raw Context 68.9 75.5 44.7
Synthetic Context Synthetic Context 70.8 76.6 52.2

Table 2: Performance Comparison of ASM and ED Method Combinations in Entity Linking Tasks

some cells don’t have an attributed source, and we363

filtered out these cells in this experiment. Further-364

more, unlike when used as a subtask of EL, it is365

evaluated based on the accuracy of selecting the366

Attributed source paper rather than the Entity. The367

results are evaluated based on the accuracy of the368

top 1 and top 5 ranked by the score.369

5.2.1 Variation of Context and Scoring model370

In the ASM task, we calculate scores for all cited371

references and the target paper to select the at-372

tributed source for the cell. The model calculating373

the score is given the cell’s context and the title and374

abstract of each attributed source candidate. We375

compare variations of this scoring model and the376

cell context.377

GPT4 Zeroshot We leverage GPT4-Turbo378

(1106) to ASM in a zero-shot setting. The raw379

contexts, along with the titles and abstracts of all380

cited references, are given to GPT4-Turbo, and381

it infers the attributed source paper directly. For382

GPT4 Zeroshot, the evaluation is based solely on383

the top 1 accuracy due to its direct selection of the384

cited reference without scoring.385

Cell Context Three types of context will be com-386

pared. S2abEL is the context defined in S2abEL387

paper (Lou et al., 2023), raw context, and synthetic388

context.389

Scoring Model SciBERT and GPT2 will be390

trained with each Context. The cell context can391

be longer than BERT’s max input token length392

(512). Hence, GPT2, which allows more input to-393

kens (1024), is used to capture all context. The394

detailed statistics of the token number of contexts395

are provided in Appendix C.396

Result Table 3 shows that FineTuned with syn- 397

thetic context demonstrates the highest perfor- 398

mance in both @top1 and @top5 metrics compared 399

to other conditions. The performance of GPT4 400

Turbo zero-shot learning is significantly lower than 401

that of other models undergoing FineTuning. When 402

using the raw context with SciBERT, the @top1 ac- 403

curacy is lower than the S2abEL, but the @top5 404

accuracy outperforms it. To compare SciBert and 405

GPT2 with raw context, GPT2 performs less than 406

SciBert when using raw context despite having 407

larger parameters. 408

Error Analysis and Discussion 409

GPT4 zero-shot A drastic tendency was ob- 410

served for the GPT4 Turbo zero-shot when 411

prompted to choose attributed sources from the 412

cited references and the target papers simultane- 413

ously. Depending on the prompt text, the GPT4 414

Turbo chooses them only from the target papers 415

or only from cited references. To mitigate this is- 416

sue, the prompt text was adjusted to choose the 417

attributed source from the cited references first and 418

then estimate whether the concept was newly pro- 419

posed. If the model estimated it as a new concept, 420

the attributed source from cited references is dis- 421

carded, and the target paper is elected. Concrete 422

examples of each are provided in Appendix B. 423

SciBERT vs GPT2 Raw context aims to ex- 424

tract sufficient information from the main text. And 425

sentences with little relevance to the cell can be in- 426

cluded in the context. Therefore, it is believed 427

that GPT2, which can use all the context, did not 428

contribute to accuracy. 429

Synthetic Context Analysis When comparing 430

synthetic context and raw context, it was found that 431

employing synthetic context improved accuracy, 432
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accuracy@top1 accuracy@top5
Cell Context Scoring Model all method dataset all method dataset

GPT4 Turbo zero-shot None 22.3 30.0 1.0 - - -
S2abEL (Lou et al., 2023) SciBERT 49.3 55.3 29.8 63.2 64.9 53.7
Raw Context SciBERT 45.0 45.3 44.7 67.3 65.6 69.1
Raw Context GPT2 41.1 43.8 35.4 62.8 63.3 60.7
Synthetic Context GPT2 55.6 56.5 51.8 75.7 75.7 70.8

Table 3: ASM Result of varying Cell Contexts and Scoring Model

Context Completion

Knowledge Completion

ET PERP = Perplexity achieved by Evolved Transformer
Complementing Contexts of Ellipsis and Paraphrasing

LSTM = Long Short-Term Memory
Supplementing Knowledge Not Described in the Paper

Cell Content Entity

ET PERP

LSTM Long Short-Term Memory

Transformer

Information Complemented in Synthetic Context

All →  entire dataset of TriviaQA
Clarify the Referent of the Cell TextAll TriviaQA

Figure 5: Completions in the synthetic contexts: There are two types of completions in synthetic contexts. Context
Completion: LLM understands that the cell context is the abbreviated name and explains it in the synthetic context.
Clarify the referent of the cell when the referent is ambiguous. Knowledge Completion: If the cell’s content is not
explained in the paper, LLM adds supplemental information.

with two types of improvements observed: context433

completion and knowledge completion.434

Context Completion Only the abbreviated435

name of a method or dataset is mentioned in the436

cell, but the full name and description are pro-437

vided in the main text. For instance, a cell in a438

table is “ET Perp,” and it refers to the “Perplexity439

achieved by the Evolved Transformer.” However,440

the expression does not appear in the main text.441

Thus, baseline methods failed to link the cell to the442

Transformer correctly. In the synthetic context, the443

abbreviation context is explained, and the cell is444

successfully linked to the correct entity.445

We found that when the referent of a cell is am-446

biguous on its own, such as “baseline” and “All”,447

the context supplements this by clarifying the ref-448

erent in the synthetic context. Table 3 in Clark and449

Gardner (2018) contains a cell named “All.” The450

synthetic context for this cell is “[...]the term ’All’451

likely refers to the entire dataset of TriviaQA, which452

[...]”, making the referent of the word “All” clear.453

Knowledge Completion There may not be 454

sufficient descriptions for well-known methods or 455

datasets in the main text. For example, a cell con- 456

tent might be LSTM, and while there are mentions 457

of LSTM in the main text, a description of the 458

concept might be missing. Hence, previous meth- 459

ods misinterpret LSTM as a new concept. In the 460

synthetic context data, the LLM supplemented the 461

fact that LSTM stands for Long Short-Term Mem- 462

ory, a type of model that allows it to be correctly 463

associated with the correct reference. 464

Errors in Synthetic Context Conversely, er- 465

rors were also observed due to the failure of syn- 466

thetic context to understand the context accurately. 467

Specifically, in the Paper “Commonsense for gen- 468

erative multi-hop question answering tasks” Bauer 469

et al. (2018), the cell labeled “Dev” in Table 3 470

refers to the evaluation dataset’s Development set. 471

However, both the GPT4 Turbo and GPT3.5 16k 472

models mistakenly identified it as a person name 473

“Devi Parikh,” who is an author of one of the cited 474

references in the paper and the word was included 475

in raw context but unrelated to the experiments in 476
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Table 3. This implies the raw context is not suffi-477

cient to identify essential information accurately.478

5.2.2 Experimental Investigation of LLM for479

Synthetic Context480

In this experiment, we measure the impact of task481

scores by variations of LLMs that generate syn-482

thetic contexts. In previous experiments, GPT4483

Turbo was used as the LLM. The quality of the484

synthetic context is believed to be influenced by485

the language comprehension ability and specialized486

knowledge of the domain of the LLMs. Therefore,487

in this experiment, we evaluate synthetic contexts488

generated by the following two models in addition489

to GPT4 Turbo: GPT3.5 Turbo: Compared to490

GPT4 Turbo, it has lower language comprehension491

and language refinement abilities, and the learning492

data is assumed to be similar. TULU2 70B+DPO493

(Ivison et al., 2023): An Open-Sourced model that494

continues learning from LLAMA2 70B using the495

Instruction dataset and the Direct Preference Opti-496

mization (DPO) algorithm (Rafailov et al., 2023).497

It demonstrates performance equivalent to GPT3.5-498

turbo in MT-Bench and AlpacaEval. Scientific doc-499

uments in the Machine Learning field are included500

in the training dataset, such as SciERC (Luan et al.,501

2018) and Qasper (Dasigi et al., 2021). Hence, we502

expect it to have enough knowledge to perform503

knowledge completion.504

Result Table 4 shows that TULU v2 70B+DPO505

demonstrates higher accuracy than GPT3.5-16k506

and exhibits competitive performance to GPT4-507

Turbo. Regardless of the type of LLM, there is508

a consistent trend that cells of the method type509

have higher accuracy than those of the dataset type.510

However, this trend is more pronounced in GPT3.5-511

16k.512

Error Analysis and Discussion We confirmed513

that TULU2 70B+DPO has knowledge about fa-514

mous methods, datasets, and evaluation metrics515

and performs appropriate knowledge completion.516

This indicates that when the pre-training dataset517

for LLM includes data related to the domain,518

Knowledge Completion can be expected. In the519

TULU2 70B+DPO model, outputs not based on520

facts, known as hallucinations (Ji et al., 2023), were521

observed. For example, a table cell in Zhong et al.522

(2019) is “CFC (ours)”, and its attributed source523

paper is the paper itself. However, part of the syn-524

thetic context generated by TULU2 70B+DPO is525

The term “CFC (ours)” in the context of the scien-526

tific paper titled “modelname for Multi-evidence 527

Question Answering” refers to a new question an- 528

swering model[...], which refers to a non-existent 529

paper title. Suppressing such hallucinations while 530

leveraging the knowledge of LLMs is a challenge 531

for the future. 532

6 Conlusion 533

In this study, we proposed new context extraction 534

methods from the main text for Entity Linking from 535

table cells of scientific papers. First, we propose a 536

rule-based context extraction method (raw context) 537

to collect broad context from a paper. Then, we 538

introduce the synthesis date by LLM to refine the 539

raw context (synthetic context). By employing raw 540

context and synthetic context, we improved the 541

accuracy of Entity Linking by more than 10 points. 542

By qualitative analysis, we observe LLM refines 543

raw context by supplementing context and injecting 544

information. 545

7 Limitations 546

Model bias. Synthetic context depends on LLMs’ 547

generative capabilities and knowledge, making it 548

susceptible to the model’s bias. This study tar- 549

gets only English-language papers in the machine 550

learning domain, which may limit generalization 551

to other languages and fields. 552

Model Availability. The experiments in this 553

study were conducted using OpenAI’s GPT4 Turbo 554

1106, GPT3.5 16k, and TULU2 70B+DPO. GPT4 555

Turbo and GPT3.5 are accessible via the OpenAI 556

API, but access may be lost in the future due to 557

model version updates. Currently, these models are 558

supported by the Azure OpenAI API. 559
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A Prompt for Synthetic Context 707

generation 708

Generate Synthetic Context as a summarization 709

task in a zero-shot setting with an LLM. Syn- 710

thetic context data generation was performed 711

using GPT4-Turbo-1106-preview, GPT3.5-turbo- 712

16k, and TULU2-70B DPO. The parameters dur- 713

ing generation, temperature, and top-k were set 714

to 0 to stabilize the generation. The input 715

to the GPT4-Turbo-1106-preview and GPT3.5- 716

turbo-16k models follows a format that embeds 717

the text of the cell (CELL_CONTENT), the 718

paper title (PAPER_TITLE), the abstract (PA- 719

PER_ABSTRACT), and the paper context infor- 720

mation (PAPER_CONTEXT). The total number 721

of prompt tokens to generate all synthetic context 722

is 1182k, and for completion tokens, it is 1695k. 723

Hence, generating all synthetic context with GPT4- 724

Turbo 1106 costs about $170. 725

prompts� �
system_prompt : You are a researcher in
the field of machine learning. You are provided
with a word that appears in a certain paper
and information in the paper related to that
word. Please explain the word based on the
information provided.
user_prompt : Please explain the word
{CELL_CONTENT}. The title of the pa-
per in which this word appears is “{PA-
PER_TITLE}”, and the abstract is “{PA-
PER_ABSTRUCT}”. The category of this
word is {CELL_TYPE}. The relevant de-
scriptions in the text are written below. {PA-
PER_CONTEXT} Please provide your answer
as concisely as possible.� � 726

B GPT4 Turbo zero shot-learning prompt 727

In §5.2.1 of the experiment, GPT4 Turbo was eval- 728

uated directly in a zero-shot setting for Attributed 729

Source Matching. Specifically, the main text in- 730

formation of the paper and the titles and abstracts 731

of all cited references were embedded into the fol- 732

lowing template as input. As output, the ID of the 733

cited reference that serves as the source and a flag 734

indicating whether it represents a novel concept 735

proposed in the paper were obtained. If it is deter- 736

mined that the flag represents a concept proposed 737

in the paper, the source is cited as SourcePaper 738

without using the cited reference ID. 739
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prompts� �
system prompt : You are tasked with iden-
tifying the source reference of the concept in-
dicated by the cell text in a table within a ma-
chine learning academic paper. This paper is
referred to as the “Source Paper” and its cited
literature as “Reference Papers”. The concept
indicated by the cell text in the table is either
a dataset or a method, which was proposed
either in the cited literature. Your task is to
estimate the paper in which this concept was
proposed. For making your estimation, you
will be provided with the cell text of the table,
the type of concept that the cell text of the ta-
ble is indicating, the caption of the respective
table, and descriptions in the “SourcePaper”
that are relevant to the respective table. You
will also be presented with potential choices
which include the title and abstract each of the
cited literature. Please make a selection from
these options. Your response should be in the
following JSON format: { "estimate_result":
"ID of a ReferencePaper", "is_source": "True
or False" } Please input that ReferencePa-
per’s ID into the estimate_result field. Also, if
you believe that the content indicated by the
cell text in the table is something newly pro-
posed in the SourcePaper, please enter True in
the is_source field.� �740

C Cell Contexts Statistics741

We compare the statistics of the number of tokens742

for the input to the model used in S2abEL and743

the raw context and synthetic context used in this744

study. Table 5 shows the mean, standard deviation,745

maximum, and minimum number of tokens for the746

entire data and the mean and standard deviation of747

the number of tokens when the Cell type is method748

or dataset. Comparing the features of S2abEL and749

raw context, the raw context tends to have a smaller750

average number of tokens and a larger standard de-751

viation. This is because, in S2abEL, information752

about the position of the table and surrounding cells753

was used as input. In contrast, in the raw context754

of this study, sentences that mention the table or755

cells in the captions or main text are added. As a756

result, the number of tokens varies significantly de-757

pending on the mention in the main text, leading to758

a larger standard deviation. The synthetic context759

summarizes and complements the raw context and760

consistently has fewer tokens. Furthermore, when 761

there are many mentions in the main text, only nec- 762

essary information is extracted, and when there are 763

no mentions, information is supplemented, leading 764

to a significantly smaller standard deviation. 765

D Training Details 766

We trained all models using the AdamW opti- 767

mizer (Loshchilov and Hutter, 2019) with linear 768

decay warm-up. All models were trained using a 769

single 48Gb NVIDIA A6000 GPU. To train GPT-2 770

for ASM, We added a short prompt before cell con- 771

texts. The prompt is “Given a table cell text from 772

an academic paper in the field of Machine Learn- 773

ing, classify whether the information in the cell 774

originates from provided cited literature or other. 775

The reference information is” 776

E Detailed Entity Linking Result 777

The Entity Linking experiments were conducted us- 778

ing cross-validation on 10 paper categories within 779

the S2abEL dataset. The results across all folds are 780

presented. 781
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all method dataset
Name average std max min average std average std

S2abEL 522.6 221.1 1292 49 569.2 220.9 434.1 192.6
Raw Context 510.2 282.7 5044 29 499.4 268.8 530.9 306.5
Synthetic Context 385.6 98.6 2121 65 394.1 98.2 369.3 97.2

Table 5: Cell Contexts Token number Statistics

parameter GPT-2 SciBERT

learning rate 2e-5 2e-5
batch size 16 32
max token length 1024 512
warm-up ratio 10% 10%

Table 6: Training Hyperparameters
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Test fold
Overall

acc.
OutKB

F1
InKB
hit@1

Overall
acc.

OutKB
F1

InKB
hit@1

Overall
acc.

OutKB
F1

InKB
hit@1

img_gen 48.3 55.6 26.7 53.8 57.1 37.4 48.6 46.9 43.1
misc 71.3 83.2 1.2 80.1 87.8 37.8 86.5 92.0 74.4
mt 49.2 60.6 22.5 50.0 59.9 21.2 62.2 68.8 39.4
nli 61.4 73.4 26.6 66.4 76.9 36.6 64.8 72.7 52.3
object_det 31.2 36.8 15.8 64.7 60.5 58.7 65.1 73.6 59.5
pose_estim 65.8 77.3 29.6 84.2 95.8 67.6 70.7 82.7 41.7
qa 73.7 84.4 22.6 82.3 90.2 52.2 82.5 89.6 51.7
sem_seg 63.2 73.3 49.5 67.7 66.3 55.0 76.7 73.7 68.8
speech_rec 69.0 79.3 28.1 67.2 78.0 35.7 76.9 83.0 50.2
text_class 68.8 79.0 30.6 73.0 82.6 45.1 73.8 83.0 41.4

average 60.2 70.3 25.3 68.9 75.5 44.7 70.8 76.6 52.2
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