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ABSTRACT

Fourier transformation is an extensively studied problem in many research fields. It
has many applications in machine learning, signal processing, compressed sensing,
and so on. In many real-world applications, approximated Fourier transformation is
sufficient and we only need to do the Fourier transform on a subset of coordinates.
Given a vector € C", approximation parameters ¢, € (0,0.1), and a query set
S C [n] of size k, we propose an algorithm to compute an approximate Fourier
transform result 2’ which uses O (e~ 1k log(n/d)) Fourier measurements and runs
in O(e1klog(n/8)) time. For  being the Fourier transformation result, our
algorithm can output a vector 2’ such that || (z' — Z)s||3 < €||Z5]3 + d|Z]|3 holds

with probability of at least 9/10, where S denotes the complement of the set S, i.e.,
S:=[n]\S.

1 INTRODUCTION

Fourier transform is ubiquitous in image and audio processing, telecommunications, etc. The
time complexity of the classical Fast Fourier Transform (FFT) algorithm proposed by Cooley and
Turkey Cooley & Tukey (1965) is O(nlogn), where n is the number of input points. Optics
imaging (Voelz, 2011; Goodman, 2017), magnetic resonance image (MRI) (Aibinu et al., 2008) and
the physics (Reynolds, 1989) are benefits from this algorithm. The algorithm proposed by Cooley
and Turkey Cooley & Tukey (1965) takes O(n) samples to compute the Fourier transformation result.
The number of samples taken is an important factor. For example, it influences the amount of ionizing
radiation that a patient is exposed to during CT scans. The time that a patient spends within the
scanner can also be reduced by taking fewer samples. Thus, we consider the Fourier Transform
problems in two computational aspects. Thus, we consider two aspects of the Fourier Transform
problems. The first aspect is the reconstruction time which is the time of decoding the signal from
the measurements. The second aspect is the sample complexity. Sample complexity is the number
of noisy samples required by the algorithm. There is a long line of works optimizing the time and
the sample complexity of Fourier Transform in the field of signal-processing and the field of TCS
(Cooley & Tukey, 1965; Reynolds, 1989; Aibinu et al., 2008; Voelz, 2011; Hassanieh et al., 2012a;
Boashash, 2015).

As a result, we can anticipate that algorithms that leverage sparsity assumptions about the input and
outperform FFT in applications will be of significant practical utility. In general, the two most signifi-
cant factors to optimize are the sample complexity and the time complexity of obtaining the Fourier
Transform result. In many real-world applications, computing the approximate Fourier transformation
results for a set of selective coordinates is sufficient, and we can leverage the approximation guarantee
to accelerate the computation. The set query was originally proposed by Price (2011). The original
definition doesn’t have restrictions on Fourier measurements. Then, Kapralov (2017) generalizes the
classical set query definition (Price, 2011) into the Fourier setting.

In this paper, we consider the set estimation based on the Fourier measurement problem (defined by
Kapralov (2017)) where given a vector 2 € C", approximation parameters €, € (0, 1) and a query
set S C [n] with |S| = k, we want to compute an approximate Fourier transform result 2’ € C"
in sublinear time and sample complexity and compared with the standard Fourier transform result
Z € C", the following approximation guarantee holds:

(" = 2)s3 < ellT5ll3 + 2T
with probability at least 9/10. Fora set S C [n] and a vector z € R", we define z 5 by setting if i € 5,
(xs); = x; and otherwise (zg); = 0. S denotes the complement of the set S, i.e., S := [n] \ S.
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Table 1: The comparison between our result and the results from prior works (Hassanieh et al., 2012a;
Kapralov, 2017).

References Samples Time

(Hassanieh et al., 2012a) | e 'klog®(n) | e 'klog®(n)
(Kapralov, 2017) ek e Tklog*'(n)log(R*)
Ours e Tklog(n) | e Tklog(n)

For this Fourier set query problem, there are two major prior works Kapralov (2017) and Hassanieh
et al. (2012a). Kapralov (2017) studies the problem explicitly, whereas Hassanieh et al. (2012a)
implicitly provides a solution to the Fourier set query, we will provide more details in the later
paragraphs. The work by Kapralov (2017) first explicitly defines the Fourier set query problem and
studies it. Kapralov (2017) obtains an algorithm that has sample complexity O(k/¢) and running
time O(e~'klog®*(n) log(R*)) for ¢3/y Fourier set query. Here, R* is an upper bound on the
| - ||lco norm of the vector. In most applications, R* are considered poly(n). Our approach gives
an algorithm with O(e~'klog(n)) running time. The running time of our result has no dependence
on log R*, but our result does not achieve the optimal sample complexity. Hassanieh et al. (2012a)
didn’t study the Fourier set query problem, instead, they studied the Fourier sparse recovery problem.
However, applying their algorithm from Hassanieh et al. (2012a) to Fourier set query, it provides
an algorithm with time complexity of O(e~ 'k log?(n)) and sample complexity of O (e~ klog*(n)).
Our main contributions are summarized as follows:

* We present an efficient algorithm for the Fourier set query problem.

* We provide comprehensive theoretical guarantees to show the predominance of our algo-
rithms over the existing algorithm.

Roadmap. We first present the related work about discrete Fourier transform, continuous Fourier
transform and some applications of Fourier transform in Section 2. We define our problem and present
our main theorem in Section 3. We present a high-level overview of our techniques in Section 4. We
provide some definitions, notations, and technique tools in Section 5. As our main result in this paper,
our algorithm (see Algorithm 1) and the analysis of the correctness and complexity of it is given in
Section 6. Finally, we conclude our paper in Section 7.

2 RELATED WORK

Discrete Fourier Transform For computational jobs, among the most crucial and often employed
algorithms is the discrete Fourier transform (DFT). There is a long line of works focusing on
sparse discrete Fourier transforms. Results can be divided into two kinds: the first kind of results
choose sublinear measurements and achieve sublinear or linear recovery time. This kind of work
includes Gilbert et al. (2005); Hassanieh et al. (2012a;b); Iwen (2013); Indyk et al. (2014); Indyk &
Kapralov (2014); Kapralov (2016; 2017); Nakos et al. (2019).

The second kind of results randomly choose measurements and prove that a generic recovery algorithm
succeeds with high probability. A common generic recovery algorithm that this kind of work uses is
¢1 minimization. These results prove the Restricted Isometry Property (Candes et al., 2006; Rudelson
& Vershynin, 2008; Bourgain, 2014). Currently, the first kind of solutions have better theoretical
guarantees in sample and time complexity. However, the second kind of algorithm has high success
probabilities and higher capability in practice.

Continuous Fourier Transform Shi et al. (2013) studies sparse Fourier transforms on continuous
signals. They apply a discrete sparse Fourier transform algorithm, followed by a hill-climbing
method to optimize their solution into a reasonable range. Price & Song (2015) presents an algorithm
whose sample complexity is only linear to k£ and logarithmic in the signal-to-noise ratio. Their
frequency resolution is suitable for robustly computing sparse continuous Fourier transforms. Jin
et al. (2020) generalizes Price & Song (2015) into high-dimensional setting. Chen et al. (2016)
provides an algorithm that supports the reconstruction of a signal without a frequency gap. They
present a solution to approximate the signal using a constant factor noise growth and take samples
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polynomial in k£ and logarithmic in the signal-to-noise ratio. Recently Song et al. (2022) improves
the approximation ratio of Chen et al. (2016).

Application of Fourier Transform Solving partial differential equations is one of the most impor-
tant applications of Fourier transformation. Some differential equations are simpler to understand
in the frequency domain because the action of differentiation in the time domain corresponds to
the multiplication by the frequency. Additionally, frequency-domain multiplication is equivalent to
convolution in the time domain (McGillem & Cooper, 1991; Proakis, 2001; Friedlander et al., 1998).

Various applications of the Fourier transform include nuclear magnetic resonance (NMR) (Hoult &
Bhakar, 1997; Rabi et al., 1938; Schmidt-Rohr & Spiess, 2012), and other types of spectroscopy, such
as infrared (FTIR) (Griffiths, 1983). In NMR, a free induction decay (FID) signal with an exponential
shape is recorded in the time domain and Fourier transformed into a Lorentzian line-shape in the
frequency domain. Mass spectrometry and magnetic resonance imaging (MRI) both employ the
Fourier transform. The Fourier transform is also used in quantum mechanics (Wilde, 2013).

For the spectrum analysis of time-series (Schreier & Scharf, 2010; Scharf & Demeure, 1991), the
Fourier transform is employed. The Fourier transformation is often not applied to the signal itself in
the context of statistical signal processing. It has been discovered in practice that it is best to simulate
a signal by a function (or, alternatively, a stochastic process) that is stationary in the sense that its
distinctive qualities are constant across all time, even though a genuine signal is in fact transitory. It
has been discovered that taking the Fourier transform of the function’s autocorrelation function is
more advantageous for the analysis of signals since the Fourier transform of such a function does not
exist in the conventional sense.

3 FOURIER SET QUERY
In Section 3.1, we formally define the problem we study. In Section 3.2, we present our main result.

Notation We use i to denote \/—1. Note that ¢!’ = cos(f) + isin(6). For any complex number
z € C, we have z = a + ib, where a, b € R. We define the complement of z € C as Z = a — ib, and
for a set S, we use S to denote its complement. We define |z| := v/2Z = Va2 + b2, and for a set S,
we use |.S| to denote its cardinality. For any complex vector x € C", we use supp(x) to denote the

support of 2 and define ||z||o := | supp(z)|. We define w = €2™/™, which is the n-th unitary root i.e.
w" = 1.
The discrete convolution of functions f and g is given by (f * g)[n] = fnoj_ « fIm]g[n —m]. For

a complex vector z € C", we use T € C™ to denote its Fourier spectrum which is defined as:

SR IR g ,
zizize ™ii/ng Vi € [n).
Vit

Then, the inverse transform is as follows:

1 «— , i s
xj = —Ze ™I Vi€ [n).
\/ﬁizl
We define:

Err(z,k) := min ||z -yl
k-sparse y

We define xg as a vector by setting if ¢ € S, (zg); = x; and otherwise (xg); = 0, for a vector
x € R"andasetS C [n].

3.1 FOURIER SET QUERY PROBLEM

In this section, we give a formal definition of the main problem focused on.

Definition 3.1 (Sample Complexity). Given a vector x € C", we say the sample complexity of an
algorithm is ¢ (an Algorithm takes c samples) when c is the number of the coordinates used and
c<n.
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Definition 3.2 (Main problem). Given a vector x € C", we let T € C™ be the Fourier transformation
result. For every e, € (0,1), k > 1, and S C [n] with |S| = k, our goal is to design an algorithm
that

* Part 1. takes samples from x € C" (note that we treat each entry of x as a sample), and

e Part 2. takes some time to output a vector ¥’ € C" satisfying:

12" = 2)s]l3 < ellz13 + olIz]|3.

We want to optimize both sample complexity (which is the number of coordinates we need to access
in x) and the running time.

3.2 OUR RESULT

Based on the discussion above our main result is presented as follows:

Theorem 3.3 (Informal version of Theorem 6.3). Let x € C", ¢ € (0,1), and § € (0,1). Let S C [n]
satisfying |S| = k. Let T € C" be the Fourier transformation result. Then, there exists an algorithm
(Algorithm 1) that takes O(e~1klog(n/d)) samples from x, runs in O(e~*klog(n/d)) time, and
outputs a vector ¥’ € C" satisfying

(2" = 2)sl3 < ellZ5l13 + oll7]]3,

with probability at least 9/10.

4 TECHNIQUE OVERVIEW

In this section, we give an overview of the technique methods used to prove our main result and
the complexity analysis about time and sample (see Definition 3.1). First, we give an introduction
about the main functions and their time complexity as well as other properties used in our algorithm.
Then, based on the functions, we give an analysis of the correctness of our algorithm where, with
probability at least 9/10, it can finally produce a 2’ which satisfies

12" = 2)sll3 < ellzsl3 + oIz

The analysis of total complexity comes last, with O(e =1k log(n/d)) as the sample complexity (see
Definition 3.1) and O(e~'klog(n/§)) as the time complexity. And then we can make sure the
algorithm solves the problem (see Definition 3.2) with better performance compared to the prior
works Kapralov (2017) and Hassanieh et al. (2012a) (see details in Table 1).

Technique I: HASHTOBINS We first give an overview of the techniques we use from Hassanieh
et al. (2012a). We use the same function HASHTOBINS with the one in Hassanieh et al. (2012a),
which is one of the key parts of the function EstimateValues. We can attain a %, where the %; for
satisfies the following equation

B= Y. (@=2)(Cpp0)ou@w"” £ 32|,
hob(i)=3

where G§3, 5,0 € R"is defined as in Definition 5.3 when we formally present the techniques from prior
works (also see Figure 1 for a more explicit visualization). h, (7) and o, ;(¢) are the hash and the
offset function, respectively. We use the hashing scheme and filtering to isolate frequencies (see the
concept of well-isolate we develop in the next paragraph). To help the analysis of the time complexity
of our Algorithm 1, the time complexity of the function above is O (£ log(n/d8) +||Z]|o+ ¢ log(n/6)),
with ¢ = [{i € supp(2) | Eor(i)} -

Technique II: Query Set S Now, we summarize the techniques we develop to support our main
result. We use S as the query set and .S; is the set attained by updating S with ¢ — 1 iterations. And
we use k; = kvy'~! where v < ﬁ and k > 1. We demonstrate that we can successfully complete
our query, i.e., we can compress 5; to a small enough size such that |S;| < k;.
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Given a vector x and ¢ € [n] as a coordinate of it, we also define “well-isolated” based on the
concepts above, which are frequencies that don’t suffer from significant interference from other
frequencies in the current iteration. Then, we can prove that with probability at least 1 — 6ay;,
where a; = 1/(200:), we have that ¢ is “well-isolated”. From the definition of well-isolated (see
Definition 5.10), it suffices to bound the probabilities of large offset, large noise, and collision (see
details of the proof in Appendix B.1). This is a crucial property that we frequently use when showing
correctness and complexity: we show our algorithm can estimate these well-isolated frequencies
accurately. By setting |S;| < k; and performing a sufficiently large number of iterations, we can
ensure that |.S;| (the number of unfinished queries) is sufficiently small.

(2+1) H2

Technique III: Correctness and Complexity By the upper bound of ||a: we can obtain the

upper bound of error. With probability 1 — 10cv; /7, we can have
1257015 < (1 + ) 125)15 + eid®nll 213,
through combining the concepts of ‘well-isolated” coordinates (see Definition 5.10), probabilistic

inequalities, and inductive argument (see Appendix B.2 for details).

Then we can demonstrate:

I1zs — 2+ V)3 < e(|5113 + 6*nllz]). (1)
The proof also leverages the iterative nature of the algorithm, which runs for R + 1 iterations (where
R = log k). Each iteration improves the estimate of the Fourier coefficients. To bound the error
in each iteration, we combine the property of well-isolated coordinates and the properties of the
HashToBins function that we derive in Lemma B.3, namely

. 112
f”mﬂﬁwm L(FDNE + o2nllz3)] > 1 - e

_20

Notice that the 2(*1) in Eq. (1) is the output of our Algorithm 1 which is also the 2 in our problem
(see Definition 3.2). The above inequalities demonstrate that the Algorithm 1 constructed by us can
output a z’ which satisfies

1@~ 2")sll3 < elTs]3 + ol|ZI3
with a success probability of 9/10. We obtain the sample complexity and time complexity as follows:
R

Z(Bi/ai) log(n/d6) = e 'klog(n/d),

where Bz > 1000]61/(041262)

5 PRELIMINARY

In Section 5.1, we present the basic concepts related to the Fourier transform. We introduce some
technical tools in Section 5.2. Then we introduce spectrum permutations and filter functions in
Section 5.3. They are used as hashing schemes in the Fourier transform literature. In Section 5.4, we
introduce collision events, large offset events, and large noise events.

5.1 FOURIER TRANSFORM

The discrete convolution of functions f and g is defined as follow

(f*9)n Ejf m]

m=—0oo

Let z € C" be a complex vector. The Fourier spectrum of z is denoted by € C™
N 1 & .. ]
T = N ]Z::le_zm”/"xj,w € [n].
Then, the inverse transform can be obtained z; = \F S e2™ii/ng, Vi € [n]. We define

Err(z,k) ;== min ||z —yl2.

k-sparse y
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5.2 TECHNICAL TOOLS

We show several technical tools and some lemmas in prior works we used in the following section.
Lemma 5.1 (Markov’s inequality). If X is a nonnegative random variable and a > 0, then the
probability that X is at least a is at most the expectation of X divided by a: Pr[X > a] < @.
Leta = a-E(X) (where @ > 0). Then we can rewrite the previous inequality as Pr[X > a-E(X)] <
1

The following two lemmas of complex numbers are standard. We prove the following two lemmas
for the completeness of the paper (see Section A.2).

Lemma 5.2. Given a fixed vector x € R™ and a pairwise independent random variable o; where
o; = £1 with probability 1/2 respectively. Then we have: E,[(}_"_, 0,7;)%] = ||z||3

Lemma 5.3. Let a ~ [n] uniformly at random. Given a fixed vector x € C" and w°®, then we have:
n
E[l S 2w = [l2l3
i=1

5.3 PERMUTATION AND FILTER FUNCTION

We use the same (pseudorandom) spectrum permutation as Hassanieh et al. (2012a):

Definition 5.4. Let a and b are positive integers in [n). Suppose o~ exists (mod n). We define the
permutation Py o 3 by

—omiobi
(Po,a,p)i == To(ima)C wio z/n’

where i = \/—1 and i denote the i-th entry of P, ., px. We also define n,p := o(i — b) (mod n).

Claim 5.5 (Claim 2.2 in Hassanieh et al. (2012a)). Let Py , px be defined as in Definition 5.4. We
have that

o —

Pa,a,bxﬂ, ') — /x\ie—Qﬂ-iaai/n.
he (1) is defined as the “bin” with the mapping of frequency ¢ onto. We define o, (%) as the “offset”.
We formally define them as follows:

Definition 5.6. Let the hash function be defined as hy (i) := round( Tr"’b(i)B).

n

Definition 5.7. Let the offset function be defined as 05.4(1) := Ty5(i) — hop(i) 5.

In this paper, we use the same filter function as Hassanieh et al. (2012a); Price & Song (2015); Chen
et al. (2016):

Definition 5.8. Given parameters B > 1,6 > 0, a > 0, we say that (G, G') = (GBs,0,Gps.0) €
R™ x R™ is a filter function if it satisfies the following properties:

1. |supp(G)| = O(a~! Blog(n/s)).
2. iflil < (1= a)n/(2B), G} = 1.
3. if]i| > n/(2B), G, = 0.

4. foralli, G| € [0,1].

s e-al_<s

5.4 COLLISION EVENT, LARGE OFFSET EVENT, AND LARGE NOISE EVENT

We use three types of events defined in Hassanieh et al. (2012a) as basic building blocks for analyzing
Fourier set query algorithms. For any ¢ € .S, we define three types of events associated with ¢ and .S
and defined over the probability space induced by ¢ and b:
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Figure 1: Filter G’

Definition 5.9 (Collision, large offset, large noise). The definition of three events are given as follow:
» We say “Large offset” event Eog (i) holds if n(1 — «)/(2B) < |0y ().

o We say “Large noise” event E, s (1) holds if

2
—1 2 /1 =~/
(aB)™' - Err(z',k) <E U xh?,t(ha,b(i))\sug] '

» We say “Collision” event Ecoy (i) holds if ho (1) € hep(S\{7}).

Definition 5.10 (Well-isolated). For a vector x € R™, we say a coordinate t € [n] is “well isolated”
when none of “Collision” event, “Large offset” and “Large noise” event holds.

6 ANALYSIS ON FOURIER SET QUERY ALGORITHM

In this section, we will give an total analysis about our Algorithm 1. First, we provide the iterative
loop analysis which is the main part of our main function FOURIERSETQUERY in Section 6.1. By
this analysis, we demonstrate an important property of the Algorithm I in Section 6.2. In Section 6.3,
we prove the correctness of the algorithm. We also provide the analysis of the complexity (sample
and time) of Algorithm 1. Then we can give a satisfying answer to the problem (see Definition 3.2)
with Algorithm 1 attained by us whose performance (on sample and time complexity) is better than
prior works (see Table 1).

6.1 ITERATIVE LOOP ANALYSIS

Iterative loop analysis for Fourier set query is more tricky than the classic set query, because in
the Fourier case, hashing is not perfect, in the sense that by using spectrum permutation and filter
function (as the counterpart of hashing techniques), one coordinate can non-trivially contribute to
multiple bins.

Lemma 6.1 (Informal version of Lemma B.1). Consider an arbitrary filtering step i. Let x € R",
v < 1/1000, o; = 1/(2004%), for a coordinate t € [n] and each i € [R), with probability at least
1 — 6. Then, t is “well isolated” (see Definition 5.10).

Lemma 6.2 (Informal version of Lemma B.2). Let C > 1000 and v < 1/1000. For all k > 1 and
€ € (0,1), we define

ki o= ky' Y,
i = e(107)",
a; = 1/(200i%),
B; = C - k;i/(afe;).
Let R > 1. Ifforalli € [R], forall j € [i — 1], we have

)

1. supp(@\W)) C S;.
2. |81l < kjpa

3. 30+ = 20) 1 GO,
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Algorithm 1 Fourier set query algorithm
1: procedure FOURIERSETQUERY(z, S, €, k) > Theorem 6.5
2 v+ 1/1000, C' < 1000, 2() <~ 0, S} «+ S
3 for i=1— Rdo .
4: ki < kv, €; < e(107)%, a; + 1/(100i3), B; < C - k; /(a?¢€;)
5: @™, T; + ESTIMATEVALUES (z, 29, S;, B;, 6, a;) > w9 is |T;|-sparse
6.
7
8

Sit1 < S\T;
) 20 4 5

end for
9:  return 2(F+1)
10: end procedure
11: procedure ESTIMATEVALUES(z, Z, S, B, §, @) > Lemma 6.3
12: Choose a, b € [n] uniformly at random
13: Choose o uniformly at random from the set of odd numbers in [n]

14: U <~ HASHTOBINS(P, o5, @, 2, B, §, x)
15: W+ 0,T+ 0
16: fort € Sdo

17: if ¢ is isolated from other coordinates of .S then > hop(t) & hop(S\{t})
18: if no large offset then >n(l —a)/(2B) > |og(t)]
19: Wy ﬂhmb(t)e_%‘mt

20: T« TU{t}

21: end if

22: end if

23: end for

24: return w, T

25: end procedure

26: procedure HASHTOBINS(P, 4 1, ¢, 2, B, 0, x)

27: Compute yj,,/p for j € [B], where y = Gp a,s - (Po,a,bT)
28: Compute ﬁ;n/B = Yjn/B — (G5 0.5 * Porap?)jn/B

29: return u; = A;.n/B

30: end procedure

4. UG+ — 7 _ 206+,
~(j+1 ~(j ~
5 NBZVIE < (1 e)IED 1 + 0%nl12

then, with probability 1 — 10«; /v, we have |S;+1| < kit1.

Lemma 6.3 (Informal version of Lemma B.4). Let C' > 1000 and v < 1/1000. If for all k > 1,
€(0,1), R>1,i€[R], and j € [i — 1], we have

1. supp(@) C ;.
2. |81l < kjpr
20+ = 20) £ (),

_ 5 U,

3.
4. pI+1)
5 1ZFB < (1 )81 + €07l 3.
Then, with probability 1 — 10c; /7y, we have

1. supp(@w®) C ;.

2. 1Siv1] < kiga.

3. 2040 = 20 4 g0,
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4. pl+1) — 3 20i+1)
~(i+1 ~(i ~
518513 < (1 + @)l 13 + ed?n)123.
The proofs are deferred to Section B.1.

6.2 INDUCTION TO ALL THE ITERATIONS

For completeness, we give the induced result among all the iterations (¢ € [R]). By the following
lemma at hand, we can finally attain the theorem in Section 6.3.

Lemma 6.4. Given parameters C > 1000, v < 1/1000. Forany k > 1,¢ € (0,1), R > 1. For each
i1 € [R], we have with probability 1 — 10c; /7y, we have

[Siv1] < ki
and
~(i+1 ~( T
IZ5 V15 < (1 + ) 25)15 + eid®nl| 23

The details of the proof are provided in Section B.2.

6.3 MAIN RESULT

In this subsection, we give the main result as the following theorem.

Theorem 6.5 (Main result, formal version of Theorem 3.3). If all of the conditions are met
* Condition 1. Lerx € C", e € (0,1), 6 € (0,1).
 Condition 2. We denote T as the Fourier transformation result.

* Condition 3. We define S C [n],

S| = k where k > 1.
An algorithm (Algorithm 1) exists such that

o Part 1. It takes O(e~'klog(n/8)) samples from x.
o Part 2. It runs in O(e'klog(n/9)).

o Part 3. It holds with probability at least 9/10.

o Partd4. It outputs a vector ' € C" such that

12" = 2)sl3 < ellzs]l3 + olIz|3,

The proof is deferred to Section B.3.

7 CONCLUSION

Fourier transformation is an intensively researched topic in a variety of scientific disciplines. Numer-
ous applications exist within machine learning, signal processing, compressed sensing, etc. In this
paper, we study the problem of Fourier set query. With an approximation parameter ¢, a vector x € C™
and a query set S C [n] of size k, our algorithm uses O (e~ 1k log(n/d)) Fourier measurements, runs
in O(e 'klog(n/d)) time and outputs a vector =’ such that ||(z' — Z)s|3 < €||Z5||3 + d/|Z||3 with
probability of at least 9/10. Currently, our result only holds for 5, generalizing results to £, norm
could be an interesting future direction. This work is purely a theoretical result, we don’t know any
negative societal impact.
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APPENDIX

Roadmap. In Section A, we introduce notations and technique tools used in our paper. In Section B,
our analysis of our main result is presented.

A  PRELIMINARY

In this section, we first present some definitions and background for Fourier transform in Section A.1.
We introduce some technical tools in Section A.2. Then we introduce spectrum permutations and
filter functions in Section A.3. They are used as hashing schemes in the Fourier transform literature.
In Section A.4, we introduce collision events. large offset events, and large noise events.

A.1 NOTATIONS

We use i to denote v/—1. Note that ¢!’ = cos(#) + isin(f). For any complex number z € C,
we have z = a + ib, where a,b € R. We define the complement of z as Z = a — ib. We define

|z| = v2Z = Va? + b2. For any complex vector € C", we use supp(z) to denote the support of
x, and then ||z||o = | supp(z)|. We define w = €2™/", which is the n-th unitary root i.e. w™ = 1.

The discrete convolution of functions f and g is given by,
+oo
(fxg)lnl = Y flmlgln —m]

For a complex vector x € C", we use T € C" to denote its Fourier spectrum,

. I & oniii )
T = ﬁzle ™ii/ng Vi € [n).
=

Then the inverse transform is

1
_\/ﬁi

627riij/7L§l’\i, Vj e [n]

M=

Zj

1

We define

Err(z, k) == kg}ilrg ) Iz — yl2-

We define g as a vector by setting if i € S, (zg); = z; and otherwise (zg); = 0, for a vector
x € R"andaset S C [n].

A.2 TECHNICAL TOOLS

We show several technical tools and some lemmas in prior works we used in the following section.

Lemma A.1 (Markov’s inequality). If X is a nonnegative random variable and a > 0, then the
probability that X is at least a is at most the expectation of X divided by a:

E(X)

Pr[X >a] <

Let a = a-E(X) (where a > 0); then we can rewrite the previous inequality as
1

PrlX >a-E(X)] < =

The following two lemmas of complex number are standard. We prove the following two lemmas for
the completeness of the paper.
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Lemma A.2. Given a fixed vector x € R™ and a pairwise independent random variable o; where
o; = £1 with probability 1/2 respectively. Then we have:

IUE[(Z 0i2:)] = |ll3

Proof. We have:
@[(Z oi;)’]
i=1

= E[Z o?x?] + ]E[Z 0iT;0;%;]
i=1

i#£j
n
= E)>_ofai]+ ) Eloiojlvix;
i=1 i#j

~ B[} oa?| + Y Eloi] - Eloyleia;

i7#j
= E[>_o7af]+0
i=1

= [|[13
where the first step comes from the linearity of expectation, the second step follows the linearity of
expectation, the third step o; is a pairwise independent random variable, the fourth step follows that
E[o;] = 0, and the final step comes from the definition of || - ||z and 07 = 1. O

Lemma A.3. Let a ~ [n] uniformly at random. Given a fixed vector v € C" and w’, then we have:

n
E[| ) e ] = |23
i=1

Proof. For any fixed ¢ € [n], we have the inequality as follows

i 1 i 1 1—wn
Bl =2 W= g = 0 @

a=1
where the first step comes from geometric sum, and the second step comes from We have:

n
E“ Z :ciw‘”” |2]
“ =1
n

I([::[(Z xiwaai)(z J—:iw—aai)]

i=1

— e L ,0al .  —oaj
Ig][;xlml]—i—lg[Zaclw Zjw™ 7]

i#j
= E[Z xii‘i} + ZE[wna(i_j)]xifJ‘
i it

n
=1

=l=[13

where the first step follows that for a complex number z, |z|? = 2z, the second step follows the
linearity of expectation, the third step follows the linearity of expectation, where the fourth step
follows Eq.2, and the final step comes from the definition of || - ||o. O
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A.3 PERMUTATION AND FILTER FUNCTION

We use the same (pseudorandom) spectrum permutation as Hassanieh et al. (2012a),

Definition A.4. Suppose o~ exists mod n. We define the permutation P, , 1, by

(Po,a,bx)i — xa(iia)e—%riabi/n.
We also define 7, ;, = 0(i — b) (mod n). Then we have
Claim A.5. We have that - o
Po,a,bx _ 57\2_67271'10112/71.

ﬂ‘g‘b(i)

he p (1) is defined as the “bin” with the mapping of frequency ¢ onto. We define o, 1 (4) as the “offset”.
We formally define them as follows:

Definition A.6. Let the hash function be defined as

Fa,b(i)B
n

ho b () := round( ).

Definition A.7. Let the offset function be defined as
n

0071)(2') = 7Tg7b(i) — hU,b(i)E.

We use the same filter function as Hassanieh et al. (2012a); Price & Song (2015); Chen et al. (2016),

Definition A.8. Given parameters B > 1,6 > 0, o > 0. We say that (G, G') = (G 5.0 é%m’a) €
R™ is a filter function if it satisfies the following properties:

1. |supp(G)| = O(a~Blog(n/s)).
2. ifli| < (1 —a)n/(2B), G, = 1.
3. if]i| > n/(2B), G, = 0.

4. foralli, G, € [0,1].

s [e-a]_ <o

A.4 COLLISION EVENT, LARGE OFFSET EVENT, AND LARGE NOISE EVENT

We use three types of events defined in Hassanieh et al. (2012a) as basic building blocks for analyzing
Fourier set query algorithms. For any ¢ € .S, we define three types of events associated with ¢ and S
and defined over the probability space induced by ¢ and b:

Definition A.9 (Collision, large offset, large noise). The definition of three events are given as follow:

o We say “Large offset” event Eog (%) holds if
n(l—a)/(2B) < |ogp(i)]-

o We say “Large noise” event E, s (1) holds if

(aB)~' - Ern?(#,k) <E U

2
~/
xh;,t(m,b(i))\suz] '

o We say “Collision” event E.o11 (%) holds if
ho (i) € hop(S\{i}).

Definition A.10 (Well-isolated). For a vector x € R™, we say a coordinate t € [n] is “well isolated”
when none of “Collision” event, “Large offset” and “Large noise” event holds.
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Claim A.11 (Claim 3.1 in Hassanieh et al. (2012a)). For all i € S, we have
. S
PI‘[ECOH(Z” S 4%

Claim A.12 (Claim 3.2 in Hassanieh et al. (2012a)). Forall i € S, we have
Pr[Eog ()] < a.

Claim A.13 (Claim 4.1 in Hassanieh et al. (2012a)). For any i € S, the event Eyise (i) holds with
probability at most 4o
Pr[Enoise(i)] <da.

Lemma A.14 (Lemma 4.2 in Hassanieh et al. (2012a)). With B divide n, a uniformly sampled from
[n] and the others without limitation in

U = HASHTOBINS (P, 4, @, 2, B, 6, x).
With all of Eo (1), Econ(t) and Engise(?) not holding and j = hy (i), we have for all i € [n),

d

Lemma A.15 (Lemma 3.3 in Hassanieh et al. (2012a)). Suppose B divides n. The output U of
HASHTOBINS satisfies

2
aj} < QL

27i .
fgef Aot

aB’

;= Z (z — Z)i(GsB’,é,a)*Og,b(i)wam + 6|21
hob(i)=j

Let
¢ :=|{i € supp(2) | Eogr(i)}-
The running time of HASHTOBINS is

O(Z 108(n/5) + |20 + ¢ log(n/5)).

B ANALYSIS ON FOURIER SET QUERY ALGORITHM

In this section, we will give an total analysis about our Algorithm 1. First, we will provide the iterative
loop analysis which is the main part of our main function FOURIERSETQUERY in Section B.1. By
this analysis, we demonstrate an important property of the Algorithm 1 in Section B.2. In Section B.3,
we prove the the correctness of the algorithm. We also provide the analysis of the complexity (sample
and time) of Algorithm 1. Then we can give an satisfying answer to the problem (See Definition 3.2)
with Algorithm 1 attained by us whose performance (on sample and time complexity) is better than
prior works (See Table 1).

B.1 ITERATIVE LOOP ANALYSIS

Iterative loop analysis for Fourier set query is more tricky than the classic set query, because in
the Fourier case, hashing is not perfect, in the sense that by using spectrum permutation and filter
function (as the counterpart of hashing techniques), one coordinate can non-trivially contribute to
multiple bins. We give iterative loop induction in Lemma B.4.

Lemma B.1. Given a vector x € R", v < 1/1000, o;; = 1/(2004), for a coordinate t € [n] and
each i € [R), with probability at least 1 — 6c;, We say that t is “well isolated” (See Definition 5.10).

Proof. Collision. Using Claim A.11, for any ¢ € S;, the event E);(t) holds with probability at most
4k;

=4a?¢;/C

S g,

418i|/B; <
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where the first step follows from the definition of B; and the assumption on |.S;|, the second step is
straightforward, the third step follows from the definition of ¢;, «;, and C.

It means

Pg [Ecoll(t)] < .

0'7

Large offset. Using Claim A.12, for any ¢ € S;, the event Eog(t) holds with probability at most «;,
ie.

Pr [Eoﬂ‘(t)] S Q5.

o,b

Large noise. Using Claim A.13, for any ¢ € S,
Pg[Enoise(t)] < 40[1‘.

By a union bound over the above three events, we have ¢ is “well isolated” with probability at least
1— 60&1‘. O]

Lemma B.2. Given parameters C > 1000, v < 1/1000. Forany k > 1,¢ € (0,1), R > 1. For
eachi € [R], we define

ki = ky Tl
€ == e(107)%,
a; == 1/(200i%),
For eachi € [R): Iffor all j < [i — 1] we have
1. supp(@W)) C S;.
2. |81l < kjpa
3. 36+) — 320) 4 G,
4. 20D =z — 20+,
~(7+1 ~(7 ~
51218 < (1 )21 + 0%l 13-

Then, with probability 1 — 10c; /7y, we have

|Sit1] < kiya.

Proof. We consider a particular step i. We can condition on |S;| < k;.
By Lemma 6.1, we have ¢ is “well isolated” with probability at least 1 — 6a;.

Therefore, each ¢ € S; lies in 7; with probability at least 1 — 6«;;. We have Then by Markov’s
inequality (See Lemma A.1) and assumption in the statement, we have

|SA\T;| < vk 3)
with probability 1 — 6c; /. Then we know that
|Siv1] =[S\ T
< vk;
<k

where the first step follows from the definition of S;11 = S;\T;, the second step follows from Eq. (3),
the third step follows from the definition of k; and k; .

O
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Lemma B.3. Given parameters C > 1000, v < 1/1000. Forany k > 1,e¢ € (0,1), R > 1. For
each i € [R], we define

ki = kyiH,
e = e(107)%,
a; = 1/(200i%),
B; :=C - k;i/(a?e;).
For eachi € [R): If for all j < [i — 1] we have
. supp(@W)) C S;.

1Sl < ke

U+ — 20U+

1
2
3. 20+ = 20) £ 5O,
4
5

~(j+1
BTV < 4+ )13 + ¢gonllz R,
Then, with probability 1 — 10c; /7y, we have

. <112
Pr {H@‘Q a0 <
i 2

€ ~0 ~
MN(ECTE +52n||x|%>} > 1.

Proof. We define p and () as follows

(i) _ 0|2 PINIPNID)
o = [, + 6%z,

@) _ G [||=6) 2
. B kl (Hl’sl 2

Forafixedt € S;, let j = h,(t). By Lemma A.15, we have
0 - 2wt = N G, T W £ 6|7 (5)

t'eT;

+ 52n||a|§) . (4)

Foreacht € S;, we define set Q; , = h;})( J)\{t}. Let T; be the set of coordinates ¢ € S; such that
QitNS; = (). Then it is easy to observe that

SIS Gl W

teT; [t'€Qq ¢

_ Z Z a/ (t/)fgl) aot’

teT; |t'€Qit\S:

=D I D e

te€S: |t'€Qi 1\ Ss

where the first step comes from Q; ; N S; = 0, and the second step follows that T; C S;.

We can calculate the expectation of ”E%) — w3,

We first demonstrate that

HA() o
Jab

2 .
— ~(9) -~ —aot|2
) - [ - e
T LteTs
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then get the upper bound of

~(49) -~ —aot|2

We have
) 2 [ . )
E A ~(5) _ @) ()2
o,a,b |:HI’T7 v 2 O‘,]E,b Z |zt W |
LteT;
AP
LteT;

= E Z|§§%m—ahw@|“‘]

o,a,b
LteT;

Wh_ere the first step follows that summation over 7}, the second step comes from the definition of
@gl)(in Line 19 in Algorithm 1), the third step follows that

T e B T B e TN O]
and |w™ | = 1, the fourth step comes from Eq. (5).
And then we have
A 2
E H’\(l) _ @)
o,a,b |: xT'i w 2
~(@)  ao =~ 2
= o [Z 27w =T, o) 1
teT;
2
~ =) aot’ 2115012
< Zzagb S G, wE W |+ 03
tes; t'€Q;,¢\S;
= |2 -
= 22[]5; Z ’Glog(t’)ng) +0%|z)1?
teSi T [t'€Qi\Si
_ A ~&)|? 2152
= D 2E | 31 € Qu\S) - |Gy, || + 0%
tes; Lt'€S;
1 ¢ -
< (g lEg I+ Rl
tesS;
|Si] A .
< ZRES1B + 8%l - 12

2
€0 (4 ~
< =575 + 6%1sil - |21,

where the first step follows the equation above, the second step follows Lemma 5.3, the third step
follows from expanding the squared sum, the fourth step follows that if A; C A,, we have

D F) =) 16 € A)fi),
€A 1€EA2

the fifth step follows for two pairwise independent random variable ¢ and ¢, we have hy ,(t) = hop(t')
holds with probability at most 1/ B;, the sixth step comes from the summation over S;, and the last
step follows from |S;| < k; and B; = C - k; /(a?¢;).
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Then, using Markov’s inequality, we have,

o

€% | ()2 | s2 Sl e € a2, s2 1Sl e
FngiHQJr(S O7”95”1 < angianF(; O7”35”1

C
< G515 +

Nz ol 2 €00 (i S ~
20— a0 > 90z 4 25 ] <o
K3

Note that

G
C
e
< G153 + Go*nlal

*B;||z|)?

< o5 (IEG 13 + 8*nljz]3).

where the first step follows by «; < 1, the second step follows by |S;| < k; = ¢; B;a2 /C, the third
step follows by B; < n, the last step follows by C' > 1000.
Thus, we have

. 112
ee et a0

< 55 UEG 15 +6%nl2]) | > 1 as.

O

Lemma B.4. Given parameters C > 1000, v < 1/1000. Forany k > 1,¢ € (0,1), R > 1. For
each i € [R], we define

ki = ky' !,
€ = e(107)%,
a; ==1/(2008%),
For eachi € [R): If forall j < [i — 1] we have
1. supp(@W)) C S;.
1Sj41] < Kjpa.
20+ = 20) 4 50),

U+ = 7 — 20+,

R N

188713 < (14 )12 13 + ¢;%n]12]3
Then, with probability 1 — 10a; /v, we have
1. supp(@w®) C S;.
1Si1] < Kigr.
2D 20) 1 ),
~(i+1)

12518 < (14 )85 13 + ed?n] 213

2.
3.
4, 70+ = 7 — 2(+1),
5.

Proof. We will prove the five results one by one.

Part 1.
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Follows from Line 19 in the Algorithm 1, we have that
supp(@¥) C ;.
Part 2.
By Lemma 6.2, we have that
[Si1] < ki
Part 3.

Follows from Line 7 in the Algorithm 1, we have that
S _ 500 4 g0,

Part 4.

Follows from Line 28 in the Algorithm 1, we have that

0D — g — 204D,

Part S.
By Lemma B.3, we have that

. 2
Pr {H/x\%) — o <

€ i~ ~
L < 55 (IBG) 13 + 8 nl2l)| 21— o (©)
Recall that
,&7(2) _ %\(iJrl) o 2:(1) _ fg\(l) . f(z#l).
It is obvious that
supp(@) C T.

Conditioning on all coordinates in 7; are well isolated and Eq. (6) holds, we have

~(i4+1 ~(i —~(5
125015 = 1@ - w<’>>:.+1||2
~(1)
|| S i1 S +1||2
~(4) ~(1) |2
=gy | - a®3
= 757, — I3

= 2513 + 185, — a3
< 215 + e (IF5 113 + 0*n)12113)
= (14 ) |31 + es0n)2l13,

where the first step comes from 20+ = () — () the second step is due to rearranging the terms,
the third step is due to @) = @g) , and the fourth step comes from S; = T; U S; 11, the fifth step
is due to rearranging the terms, the s1xth step the comes from a Eq. (6), and the final step comes from
merging the Hx(l) |2 terms. O

B.2 INDUCTION TO ALL THE ITERATIONS

For completeness, we give the induced result among the all the iterations (i € [R]). By the following
lemma at hand, we can finally attain the theorem in Section B.3.
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Lemma B.5. Given parameters C > 1000, v < 1/1000. Forany k > 1,e¢ € (0,1), R > 1. For
each i € [R], we define

ki o= ky' 1,

e = e(107)",

o = 1/(200i%),
B; :=C - k;i/(a?e;).

For each i € [R|, we have with probability 1 — 10«; /v, we have
[Siv1] < ki

and

~(i+1 ~(7
IZS 15 < (1 + ) 25)15 + eid®nl| 23

Proof. Our proof can be divided into two parts. At first, we consider the correctness of the inequalities
above with 7 = 1. And then based on the result we attain above (See Lemma B.4 ) and inducing over
i € [n], the proof will be complete.

By Lemma 6.1, we have with probability 1 — 6«4, t is well isolated (See Definition 5.10).
Part 1.

We have |S1| = |S| < k = k;. (See Definition 3.2). And then by Lemma B.3, we have that for
| € [R], |Siy1] < ki

Part 2. Given that all coordinates ¢ € [n] in T} are well isolated, with probability at least 1 — 10c; /7,
we have

— W)z |I3
= |25 — @y |3

~(2 ~
12213 = 1@

= |35 — a3

~(1 ~
fng;ﬂ—wmw

/\1 ~ ~
= 12913 + 1125 - ™13

1
< [zs m+emﬂnb+¥W|m
u+qmﬂwb+qﬂWMh

where the first step comes from 2(2) = (1) — (1) the second step is due to rearranging the terms,

the third step is due to o) = wé ) and the forth step comes from .S; = T7 U S, the fifth step is due

to rearranging the terms, the sixth step the comes from expanding the terms, and the final step comes
: =) 2

from merging the ngl ||5 terms.

By Lemma B 4, for all i € [R], we can have

[
S+1

I3 < (14 €)[35)113 + e:6%n 23
B.3 MAIN RESULT

In this subsection, we give the main result as the following theorem.

Theorem B.6 (Main result). If all of the requirements are met

* Requirement 1. Let z € C.
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» Requirement 2. We denote T as the Fourier transformation result.
* Requirement 3. Let € € (0,1), 6 € (0,1).
* Requirement 4. We define S C [n],

S| = k where k > 1.
An algorithm (Algorithm 1) exists such that
e Part 1. It takes O(e *klog(n/§)) samples from .
e Part 2. It runs in O(e~'klog(n/é)).
o Part 3. It holds with probability at least 9/10.
e Part4. It outputs a vector x' € C" such that
Iz = )53 < elTsl3 + 81123,

Proof. By Lemma 6.4, we can conclude that with R = log k iterations, we will obtain the result we
want. Then we will give the analysis about the time complexity and sample complexity.

Proof of Part 1. From analysis above, the sample needed in each iteration is O((B; /) log(n/d))
then we have the following complexity.
The sample complexity of ESTIMATION is

R

S (Bi/as) log(n/8) = O(c klog(n/6)).

i=1

Proof of Part 2. The time in each iteration mainly from two parts. The EstimateValues and
HashToBins functions. For the running time of EstimateValues, its running time is mainly from loop.
The number of the iterations of the loop can be bounded by

O(B;/a;log(n/d))

By Lemma A.15, we can obtain the time complexity of HashToBins with the bound of
O(B;/a;log(n/0)).
This function is used only once at each iteration.

Let R = log k. We can have the following equation. The Time complexity of ESTIMATION is

R

S (Bi/as) log(n/8) = O(c klog(n/6)).

i=1

Proof of Part 3. We union bound the query error probability over the iterations R = logk in
Lemma B .4.

Using Lemma B.4, we can obtain the failure probability in each iteration as alpha; /7.

Thus, the overall failure probability can be expressed as follows:

R
> 10a;/v < 1/10.

i=1

Proof of Part 4. To bound the query error, we will bound the ||Eg) ||% first. By Lemma B.4, it
follows that

17213 < (1 + )93 + e, )3
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~(1—1
<(1+4e)1+ €i71)||$(§i71)||§
+ (14 €)eim1 + €)8°n|Z]|

i

< [Ta+eplas, 13+ ozl T (1 +e)
j=1 j=1

I=j+1
< 8(||zg, I3 + 0*n)|Z7), 7

where the first step comes from the assumption in Lemma B.4, the second step comes from the
assumption in Lemma B .4, the third step refers to recursively applying the second step, the last step
follows from simple algebra.

Now the query error can be bounded as follows

R
IEs — 2BV )2 = ST — a3

<> k)20

IN

i=1
R
=1
R .
< > allZ13 + 6%n)2)3)/20
i=1
R
> - 10(|Zgll3 + 6%nl|Z]I7) /20
1

7
< e(|[Z51l3 + 0*n1 ).

where the first step follows that T is well isolated (See Definition 5.10) and (9 = 20+1) — 2(9) the

second step is by Eq. (6), the third step comes from definition of ;(*) in Eq. (4), the fourth step follows
from Eq.(7), and the final step follows from the geometric sum, ¢; = ¢(107)* and v < 1/1000. O
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