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Abstract

Large Language Models (LLMs) are increas-
ingly vulnerable to adversarial attacks that can
subtly manipulate their outputs. While vari-
ous defense mechanisms have been proposed,
many operate as black boxes, lacking trans-
parency in their decision-making. This paper
introduces ExplainableGuard, an interpretable
adversarial defense framework leveraging the
chain-of-thought (CoT) reasoning capabilities
of DeepSeek-Reasoner. Our approach not only
detects and neutralizes adversarial perturba-
tions in text but also provides step-by-step ex-
planations for each defense action. We demon-
strate how tailored CoT prompts guide the
LLM to perform a multi-faceted analysis (char-
acter, word, structural, semantic) and generate
a purified output along with a human-readable
justification. Preliminary results on BLUE and
IMDB show promising defense efficacy while
offering crucial insights into the attack vectors
and defense rationale, paving the way for more
trustworthy LLM deployments.

1 Introduction

Large Language Models (LLMs) like GPT-4
(Achiam et al., 2023), Llama (Touvron et al., 2023),
and others have demonstrated remarkable capa-
bilities across diverse NLP tasks. However, their
widespread adoption is hampered by their suscep-
tibility to adversarial attacks (Goodfellow et al.,
2015; Jin et al., 2020). These attacks involve craft-
ing subtle, often human-imperceptible perturba-
tions to input text, causing LLMs to produce erro-
neous, biased, or harmful outputs.

Existing defense strategies range from input pre-
processing and adversarial training to detection
mechanisms (Jia et al., 2019; Zhu et al., 2020).
While effective to some extent, many of these meth-
ods lack transparency. Understanding “why” a spe-
cific input was flagged or modified is crucial for
building trust, debugging models, and iterating on

security measures. This is particularly important in
high-stakes applications.

To address this gap, we propose Explainable-
Guard, a novel defense mechanism that utilizes the
advanced reasoning abilities of a powerful LLM,
DeepSeek-Reasoner, to not only defend against ad-
versarial attacks but also to explain its defense pro-
cess. Our core contribution lies in designing a struc-
tured, Chain-of-Thought (CoT) (Wei et al., 2022)
prompting strategy that elicits detailed reasoning
from the defense LLM. This reasoning breaks down
the analysis into character, word, structural, and se-
mantic levels, culminating in a decision, a purified
text, and a comprehensive explanation.

This paper details the architecture of Explain-
ableGuard, the CoT prompting methodology, and
presents its potential for robust and interpretable
defense. We aim to demonstrate that such a sys-
tem can effectively mitigate various attack types
while providing valuable insights into its opera-
tional logic.

2 Related Work

2.1 Adversarial Attacks on LLMs

Adversarial attacks on LLMs involve subtle per-
turbations of the input text that alter the predic-
tions of the model without affecting the human-
perceived meaning of the text (Xu et al., 2023). Ad-
versarial attacks can be categorized into several lev-
els. Character-level attacks involve manipulations
such as typos, homoglyphs, or invisible characters
(Ebrahimi et al., 2018). Word-level attacks involve
replacing words with synonyms, paraphrasing sen-
tences, or inserting/deleting words (Alzantot et al.,
2018). More sophisticated attacks target sentence
structure or semantics, including prompt injection
and jailbreak techniques (Zou et al., 2023). These
types of attacks expose the vulnerability of cur-
rent LLMs, highlighting the need for more robust
defenses (Wang et al., 2023).



2.2 Adversarial Defense Mechanisms

Defense usually involves input cleaning (e.g., filter-
ing special characters, spell checking), adversarial
training (fine-tuning models of adversarial exam-
ples)(Goyal et al., 2023; Jia et al., 2019), and in the
field of image classification, adversarial defense
also involves authentication defense that provides
robustness guarantees (Croce et al., 2020). Some
methods employ detector models to flag malicious
inputs (Mozes et al., 2023). However, many of
these defenses do not clearly explain why an in-
put is considered adversarial or how an attack is
eliminated.

2.3 Explainable AI (XAI) in NLP

Explainability in natural language processing seeks
to render model predictions and internal reasoning
processes transparent and interpretable (Danilevsky
et al.). Traditional approaches include attention vi-
sualization such as AttentionViz (Yeh et al., 2023)
and feature-attribution methods such as LIME
(Ribeiro et al., 2016) and SHAP (Lundberg and
Lee, 2017) More recently, natural language expla-
nations have been introduced to generate human-
readable justifications alongside model outputs, of-
ten by training on datasets annotated with explana-
tory comments (Danilevsky et al.).

A particularly promising paradigm is chain-of-
thought (CoT) prompting, whereby large language
models are induced to produce intermediate rea-
soning steps that lead to a final answer (Wei et al.,
2022). This mechanism not only provides the final
output of the model, but also generates verifiable
decision sequences that can be carefully examined
by researchers. Our work utilizes CoT to generate
explanations in the context of adversarial defense.

3 ExplainableGuard: Methodology

Our proposed system, ExplainableGuard, employs
DeepSeek-Reasoner (DeepSeek-Al et al., 2025)
as a security analyst LLM. Given potentially ad-
versarial input text 7,4, the goal is to produce a
cleaned version 1., and a human-readable short
explanation E detailing the purification content.
Additionally, our system will produce a reason-
ing process R containing how our LLM analysis
the text, detect adversarial patterns and do the pu-
rification. The workflow of ExplainableGuard is
illustrated in Figure 1.

3.1 System Overview

Our method can be formalized as a function D :
T — (T,£,{0,1},R), where T denotes the space
of texts, £ denotes the space of explanations, and
‘R denotes the space of reasoning contents. Given
an adversarial input 7,4, the function outputs a
tuple:

(Tclean, E, is_adv, R) = D(Tadv)

Here, T.qy is the purified text, F/ is a concise
human-readable explanation, is_adv is a boolean
indicating whether the input was identified as ad-
versarial, and R is the detailed reasoning content
generated by the model during the analysis and
purification process.

3.2 Chain-of-Thought Prompting for Defense

The interpretability of ExplainableGuard is
achieved through a carefully designed chain-of-
thought (CoT) prompt, Pco7, which systematically
guides DeepSeek-Reasoner through a sequence of
analytical steps. As illustrated in Figure 1, the
prompt instructs the LLM to conduct a comprehen-
sive assessment at multiple levels: starting with
character-level inspection (e.g., detecting homo-
glyphs, invisible characters, typos, leetspeak), fol-
lowed by word-level analysis (such as identify-
ing unusual synonym usage or suspicious inser-
tions/deletions), then examining structural aspects
(like sentence structure anomalies or embedded
commands), and finally performing semantic and
contextual checks (to uncover subtle meaning shifts
or indirect prompt injections).

After these analyses, the model determines
whether the input is adversarial and formulates an
appropriate purification strategy. The LLM then
applies this strategy to generate the cleaned text
Teiean. Finally, it produces a structured summary
that includes the adversarial judgment (is_adv), the
purified text, a concise explanation F, and a rea-
soning process R.

4 Experimental Setup
4.1 Dataset

We conducted experiments on both short and long
text datasets.

GLUE Benchmark: For short text evaluation,
we selected three representative tasks from the
GLUE benchmark (Wang et al., 2018): SST-2,
RTE, and QQP. These datasets are widely used
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Figure 2: The workflow of the experiments, including the generation of adversarial examples and the defense of

ExplainableGuard.

for assessing natural language understanding and
are characterized by relatively short input texts.

IMDB Movie Reviews: For long text evaluation,
we included the IMDB movie review dataset (Maas
et al., 2011), which contains lengthy user-written
reviews labeled for sentiment.

Together, these datasets allow us to evaluate our
method’s robustness and interpretability across di-
verse text lengths and task types. Further infor-
mation about these datasets is available in the Ap-
pendix A.

4.2 Baselines

We compare ExplainableGuard with a baseline
where no defense is applied. Specifically, we
evaluate the performance of a target LLM (GPT-
3.5-turbo) on adversarial inputs generated by the
PromptAttack method (Xu et al., 2023), without
any additional defense mechanism. The detailed
attack strategies are described in the Appendix B.

4.3 Evaluation Metrics

We use two main evaluation metrics in our experi-
ments, each serving a distinct purpose:

Attack Success Rate (ASR): ASR directly mea-
sures whether our defense can help the model make
correct predictions in the presence of adversarial

attacks. A lower ASR indicates that the defense is
more effective at preventing the model from being
fooled by adversarial inputs. It is defined as (Lin
and Zhao, 2024):

’{1' € Deorrect : f(x/) 7é Z/}’

’ D correct ‘

ASR = (D

where Dqorrect represents the set of samples that are
correctly classified by the model on the original
test dataset, =’ is the corresponding adversarial ex-
ample, f(2') is the model’s prediction result on the
adversarial example, y is the true label.

BLEU Score: The BLEU score is used to mea-
sure the similarity between the purified text and the
original, unperturbed text (Papineni et al., 2002).
In our evaluation, we compute a weighted average
of the 1-gram and 2-gram BLEU scores for each
example, and then report the mean over all success-
fully defended examples. Let C' = {1, 2} denote
the set of n-gram orders considered, and N be the
total number of successful defense examples. The
BLEU score is defined as:

N
1 (n)
BLEU = — Zl ;Cwn -BLEU; )



where w, = 0.5 forn = 1,2, and BLEU" is the
n-gram BLEU score for the i-th example. A higher
BLEU score indicates that our purification process
better preserves the original content.

5 Preliminary Results and Analysis

5.1 Attack Success Rate

Table 1 presents the ASR against PromptAttack-EN
(PA-EN) and PromptAttack-FS-EN (PA-FS-EN) at-
tacks (Xu et al., 2023), comparing the performance
of ExplainableGuard (EG) with the baseline model
(GPT-3.5-turbo) without any defense. Across the
three datasets, we observe a notable reduction in
ASR when EG is applied. For instance, under the
PA-EN attack, the ASR for RTE drops from 34.30%
to 13.18%. The average ASR across all datasets
is reduced from 37.27% to 24.21% (PA-EN) and
42.87% to 24.31% (PA-FS-EN). This indicates that
EG effectively mitigates the adversarial attacks, en-
hancing the model’s robustness. Additionally, for
IMDB dataset, the ASR without defense is 38.71%,
while applying EG reduces it to 30.11% as shown
in Table 2. This indicates that our method is also
effective for long-text adversarial defense.

5.2 BLEU Score

We evaluate the BLEU score of the purified text
on successful defense results. Table 3 reports the
BLEU scores for across all datasets. For SST-
2, RTE, and QQP, both attack methods achieve
high BLEU scores (>0.81), suggesting that Explain-
ableGuard can effectively clean adversarial inputs
while maintaining semantic fidelity. On the IMDB
dataset, the PA-EN BLEU score is 0.6195, indicat-
ing that EG can still effectively preserve much of
the original content even on longer texts.

5.3 Explainability

The explanations generated by ExplainableGuard
provide valuable insights into the defense pro-
cess. For example, in the case of a PA-EN attack
on SST-2, the model identifies specific character-
level anomalies (e.g., "homoglyphs" or "typos")
and word-level issues (e.g., "unusual synonym us-
age"). The explanation details how these factors
contributed to the adversarial nature of the input
and how they were addressed during purification.
This level of transparency is crucial for understand-
ing the model’s decision-making process and build-
ing trust in its outputs. Some successful defense

Attacks EG SST-2 RTE QQP Avg.
x  56.00 3430 2150 37.27
PA-EN v 40.89 13.18 18.57 2421
x 7523 36.12 17.26 42.87
PA-FS-EN v 4861 1032 14.01 2431

Table 1: Performance comparison of defense methods
against different attacks on SST-2, RTE, and QQP.

Attacks EG IMDB
x 3871
PA-EN v 30.11

Table 2: Performance comparison of defense methods
against different attacks on IMDB.

examples with explanation are provided in the Ap-
pendix C.

Overall, these results demonstrate that Explain-
ableGuard substantially reduces the attack success
rate across both short and long text datasets, while
maintaining high similarity between the purified
and original texts. This highlights the effectiveness
and interpretability of our defense approach.

Method SST-2 RTE QQP IMDB
PA-EN 0.82 0.8909 0.8626 0.6195
PA-FS-EN  0.85 0.81 0.8613 -

Table 3: BLEU scores for zeroshot and fewshot methods
across different datasets.

6 Conclusion

We introduced ExplainableGuard, an adversarial
defense system that utilizes DeepSeek-Reasoner
and Chain-of-Thought prompting to detect, neu-
tralize, and explain its actions against adversarial
text. By guiding the LLM through a systematic
analysis, our method provides not only a cleaned
output but also a transparent rationale for its de-
cisions. This approach enhances trustworthiness
and provides valuable insights for users and se-
curity analysts. While further research is needed,
ExplainableGuard demonstrates a promising direc-
tion for building more robust and understandable
Al security systems.

Limitations

The preliminary results suggest that leveraging
CoT reasoning in powerful LLMs like DeepSeek-
Reasoner is a viable path towards interpretable ad-
versarial defense. The structured analytical steps



(character, word, etc.) forced by the prompt not
only improve detection but form the basis of the
explanation. This transparency is a significant step
over black-box defense models.

However, this approach is not without its limita-
tions. First, the effectiveness of ExplainableGuard
is inherently dependent on the capabilities of the
underlying defense LLM, DeepSeek-Reasoner. If
attackers develop more sophisticated adversarial
strategies specifically targeting the weaknesses of
the defense model, it may still be possible to bypass
detection or purification. Second, the reliance on
large-scale LLMs introduces practical concerns re-
garding latency and computational cost. In our ex-
periments, processing a single input can take over
30 seconds, largely due to the complexity of gen-
erating detailed chain-of-thought reasoning. Such
latency and resource demands may limit the ap-
plicability of this method in real-time or resource-
constrained environments.

Future work may proceed in several directions.
First, more rigorous evaluations could be con-
ducted across a broader range of datasets and ad-
versarial attack types to further validate the robust-
ness of ExplainableGuard. Second, the quality of
the generated explanations could be systematically
assessed through comprehensive human studies.
Additionally, approaches to distill the defense ca-
pabilities into smaller and more efficient models,
while maintaining interpretability, are worth ex-
ploring. Finally, fine-tuning DeepSeek-Reasoner
specifically for adversarial defense tasks may fur-
ther enhance its effectiveness in this domain.
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A Appendix: Dataset Details

This appendix provides additional details on the
datasets used in our study.

GLUE Benchmark: The GLUE (Gen-
eral Language Understanding Evaluation) bench-
mark (Wang et al., 2018) is a widely adopted col-
lection of natural language understanding tasks. In

our experiments, we focus on three representative
GLUE tasks involving short text inputs:

¢ SST-2 (Stanford Sentiment Treebank): This
dataset consists of movie review sentences la-
beled as either positive or negative sentiment.
The task is to classify the sentiment of each
sentence, making it a standard benchmark for
sentiment analysis.

* RTE (Recognizing Textual Entailment):
The RTE dataset contains pairs of sentences,
where the goal is to determine whether the
premise sentence entails the hypothesis sen-
tence. This task evaluates the model’s ability
to perform natural language inference.

* QQP (Quora Question Pairs): QQP is com-
posed of pairs of questions from Quora, with
the objective of identifying whether the two
questions are semantically equivalent. This
task tests the model’s capability to recognize
paraphrases and semantic similarity.

These datasets are widely used for benchmark-
ing natural language understanding models and are
characterized by their relatively short input texts.

IMDB Movie Reviews: The IMDB
dataset (Maas et al., 2011) is a large-scale
sentiment analysis corpus consisting of lengthy
user-written movie reviews. Each review is labeled
as either positive or negative sentiment. Unlike the
GLUE tasks, IMDB reviews are much longer and
more complex, providing a challenging testbed for
adversarial defense methods due to the increased
context and potential for nuanced adversarial
manipulations.

B Appendix: Details of PromptAttack
Methods

In our experiments, PromptAttack is adopted as
the main method for generating adversarial exam-
ples (Xu et al., 2023). This approach systematically
perturbs clean input samples at three linguistic lev-
els: character, word, and sentence. Table 4 summa-
rizes the main perturbation strategies used at each
level:

In addition to these basic perturbations, Promp-
tAttack also supports few-shot (FS) and ensemble
(EN) variants. The few-shot setting provides the
model with several adversarial examples to help
it better understand the attack patterns, while the
ensemble approach aggregates multiple perturbed
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Level Abbreviation Perturbation Instruction

Character Cl Choose at most two words in the sentence, and change them so that they have typos.
C2 Change at most two letters in the sentence.
C3 Add at most two extraneous characters to the end of the sentence.
Word W1 Replace at most two words in the sentence with synonyms.
w2 Choose at most two words in the sentence that do not contribute to the meaning of the sentence and delete them.
W3 Add at most two semantically neutral words to the sentence.
Sentence Sl Add a randomly generated short meaningless handle after the sentence, such as @fasuv3.
S2 Paraphrase the sentence.
S3 Change the syntactic structure of the sentence.

Table 4: Perturbation instructions at the character, word, and sentence levels.

samples and selects those most likely to deceive
the model.

These strategies ensure a diverse and challenging
set of adversarial inputs, enabling a comprehensive
evaluation of the robustness and interpretability of
our defense system.

C Appendix: Successful Defense
Examples with Explanation

Table 5 presents some selected examples of the
adversarial text and its corresponding cleaned text
and explanation.



Dataset Adversarial Text

Cleaned Text

Explanation

SST-2  no sophomore slump for
director sam mendes |,
who segues from oscar
winner to oscar-winning
potential with a smooth
sleight of hand , unfortu-
nately.

RTE Quebec woman and her
mother accused of plot-
ting to kill a four-year-old

gurl.

QQT  Quebec woman and her
mother accused of plot-
ting to kill a four-year-old

gurl.

IMDB This is a really sad, and
touching movie! It deals
with the subject of child
abuse. It’s really sad, but
mostly a true story, be-
cause it happens every-
day. Elijah Wood and
Joseph Mazzello play the
two children or Lorraine
Bracco, a single mother
who just tries to make a
home for them. While
living with her parents,
a man, who likes to be
called The Kingcomes
into their life. He hits the
youngest boy, Bobby, but
the two brothers vow not
to tell their mother. But
finally she finds out, after
the Bobby is hurt badly.
The end kind of ruined it
for me, because it is so
totally unbelievable. But,
except for that, I hate the
movie."

No sophomore slump for
director Sam Mendes,
who segues from Oscar
winner to Oscar-winning
potential with a smooth
sleight of hand.

Quebec woman and her
mother accused of plot-
ting to kill a four-year-old
girl

Quebec woman and her
mother accused of plot-
ting to kill a four-year-old
girl.

This is a really sad, and
touching movie! It deals
with the subject of child
abuse. It’s really sad, but
mostly a true story, be-
cause it happens every-
day. Elijah Wood and
Joseph Mazzello play the
two children or Lorraine
Bracco, a single mother
who just tries to make a
home for them. While
living with her parents,
a man, who likes to be
called The Kingcomes
into their life. He hits the
youngest boy, Bobby, but
the two brothers vow not
to tell their mother. But
finally she finds out, after
the Bobby is hurt badly.
The end kind of ruined it
for me, because it is so
totally unbelievable. But,
except for that, I love the
movie.

Removed the adversarially placed
"unfortunately" at the end, which
created a contradictory sentiment
likely intended to confuse senti-
ment analysis models. Standard-
ized capitalization ("Oscar") and
punctuation for clarity. The adver-
sarial modifier artificially injected
negativity into an otherwise posi-
tive statement.

Detected intentional adversarial
misspelling "gurl" (instead of
"girl"), likely to bypass child
safety content filters. Corrected
to restore standard spelling while
preserving original meaning.
Detected intentional adversarial
misspelling "gurl" (instead of
"girl"), likely to bypass child
safety content filters. Corrected
to restore standard spelling while
preserving original meaning.

The word hatein the final sentence
was identified as an adversarial
modification (word-level substitu-
tion) designed to invert sentiment
analysis. This contradicted the
overall positive context of the re-
view. Replaced hatewith Toveto
restore semantic coherence. No
other modifications detected.

Table 5: Example of adversarial text purification and corresponding explanation.
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