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Abstract

The EU Al Act is the world’s first comprehensive legal regime for governing
artificial intelligence. The Act reflects several years of legislative process in the
European Union and, in particular, laws that grapple with the emerging technology
of foundation models. We analyze how the Act addresses foundation models by
coding the Act’s 31 requirements for foundation model developers into a multi-level
taxonomy: 87% are disclosures, yet only one requirement requires information be
disclosed publicly. Using our coding as a lens, we juxtapose the Al Act with prior
legislative proposals. While the proposals and the Act emphasize transparency, the
Act lacks the public-facing transparency sought in previous proposals. While time
will tell how the EU Al Act shapes global Al development and policymaking, our
work helps to set expectations for its handling of foundation models.

1 Introduction

The growing importance of artificial intelligence (Al) catalyzes global policymaking efforts. Foremost
of all these efforts is the European Union’s Al Act, which constitutes the first set of binding laws to
comprehensively address Al. The AI Act continues an established tradition of EU policymaking on
the digital technologies, evinced by GDPR (data privacy), the DSA (online platforms), and the DMA
(digital markets). The Al took roughly five year from its formulation in 2020 through its negotiation
in 2023 and its enactment in 2024. The AI Act will significantly impact not just EU, but also global,
Al development and Al policy. In particular, it sets the definitive precedent for how policy will reckon
with this fast-moving technology, though only time will reveal the nature of this impact.

In this work, we analyze the EU Al Act with a focus on foundation models and general-purpose
Al General-purpose Al models (GPAI models) are defined by the Act as “Al model, including
where such an Al model is trained with a large amount of data using self-supervision at scale, that
displays significant generality and is capable of competently performing a wide range of distinct
tasks”. GPAI models, which are generally referred to as foundation models [Bommasani et al., 2021]],
have powered recent advances in artificial intelligence. Models like OpenAI’s GPT-4, Meta’s Llama
3, Google’s Gemini 1.5 and Anthropic’s Claude 3.5 are highly capable, resource intensive, and widely
adopted. These models, and their developers, play an outsized role in defining the Al supply chain
and mediating AI’s sweeping societal and economic impact. In turn, the Act’s treatment of these
cutting-edge models reflects a cutting-edge policy approach worthy of deeper inspection.

To understand the Al Act in relation to foundation models, we code the obligations imposed upon
their providers. Our coding organizes the obligations based on whether they require information
disclosures or substantive actions, target all developers or specific subsets, and categorize who
receives any disclosed information (e.g. the public vs. the EU Al Office). We count 31 requirements
that apply to 4 classes of general-purpose artificial intelligence. Most requirements are information
disclosures where developers provide information to either the government or downstream firms
(84%). The four substantive requirements that compel a developer to take a particular action hinge on
whether a model is designated as posing systemic risk. As of August 2024, we find that 8 models
meet the default systemic risk criterion of 10® training FLOPs based on the estimates of Epoch
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Al [2024], while only one model (OpenAI’s GPT-4) would have qualified at the time of legislative
agreement in December 2023.

The foundation model requirements will go into effect on August 2, 2025, with the EU Al Office
currently working on designing codes of practice to facilitate provider compliance. In the interim,
we look back at the Act’s legislative process as an additional lens. In particular, we consider two
proposals made during the Act’s negotiation in 2023. The first is from the European Parliament:
this proposal was adopted by Parliament based on a decisive vote in June 2023 and functioned as
its negotiating position in the AI Act negotiations in June to December 2023. The second is from
Stanford researchers [Bommasani et al., [2023]]: this proposal was put forth as a concrete solution
for achieving compromise between the different EU legislators on December 1, 2023, just six days
before when the Act was successfully negotiated on December 7.

We code the Parliament and Stanford proposals to facilitate a comparative analysis. We find that each
of the three texts (i.e. the two proposals and the Al Act) primarily centers on information disclosure:
the Parliament position and the Stanford proposal emphasize public-facing disclosure, whereas the
Al Act includes just one public-facing disclosure requirement that is specific to general-purpose Al
The Stanford proposal and the Al Act share a two-tiered approach and consider many similar criteria
for setting the threshold, yet the AI Act’s default criterion of compute diverges from the Stanford
proposal’s focus on demonstrated market impact. Critically, while the Al Act includes many of the
elements of the Stanford proposal, it lacks provisions for third-party researcher access to models. The
non-inclusion is particular interesting given that the EU guaranteed third-party researcher access for
online platforms in the Digital Services Act. Through this juxtaposition, we identify key factors (e.g.
limited public-facing transparency) that may limit the extent to which the EU AI Act significantly
increases Al accountability.

2 Coding the EU AI Act

The legal text for the EU AI Act is an expansive 144 page document with 113 articles and 12 annexes.
Overall, the Act takes a risk-based approach to Al governance, classifying Al systems into four
categories based on the application area (prohibited, high-risk, limited risk, and minimal risk). Since
foundation models are general-purpose technologies [Eloundou et al.|[2024]] that can be applied in
many ways, these models are subject to a separate set of obligations.

Chapter V on General-Purpose AI Models (Articles 51 — 56), along with three supporting annexes
(Annex XI — XIII), specifies the obligations for the providers of foundation models. These obligations
vary significantly based on whether a model is classified as posing systemic risk (Articles 51 — 52).
While the obligations for general-purpose Al take effect on August 2, 2025, the EU Al Office is
tasked (Article 56) with preparing codes of practice by May 2, 2025 to facilitate compliance.

Coding schema. Given the Act’s complexity, we organize the requirements by coding them. To
begin, we broke down large requirements into atomic units that we label with a short descriptor.
For example, there are several elements that model providers are required to documents such as
information on model capabilities, evaluations, and risk mitigation. This yielded 25 requirements.

For each requirement, we tag the type, the recipient, and the scope. For the foundation model
requirements, every requirement is typed as either asubstantive (i.e. the provider is required to
implement a specific practice) or a disclosure (i.e. the provider is required to disclose information to
some other party) requirement. For the subset of disclosure requirements, every requirement is tagged
based on whether information must be disclosed to the public, to downstream firms that will integrate
the foundation model, or to the government (i.e. the EU AI Office and national governments). For the
scope, requirements could apply to (i) all providers, (ii) providers of open models without systemic
risk, (iii) providers of non-open models without systemic risk, or (iv) providers of models with
systemic risk.

Takeaway 1: Overall focus on transparency. Our coding makes clear that the focus of the EU Al
Act requirements for foundation model providers is on increased transparency through information
disclosure. 27 (87%) of the requirements are disclosures. These disclosures are primarily directed
towards the government or to downstream firms. In sharp contrast, there is only one public-facing
disclosure requirement. Consequently, in spite of the emphasis on increased information sharing, the



benefits of this disclosure are less certain given that researchers, journalists, and the broader public
may not have access to information, in spite of their vital role in the accountability ecosystem.

The sole public-facing disclosure requirement states that providers must “draw up and make publicly
available a sufficiently detailed summary about the content used for training of the general-purpose
Al model”. This first-of-its-kind requirement could substantially increase overall transparency into
training data, given the documented opacity specifically for model training data [Bommasani et al.|
2024]). In turn, the EU AI Office’s template for this training data summary is a critical focus for
determining what increased insight and accountability will come about due to this requirement. Warso
et al.|[2024] put forth a concrete and extensive proposal for what should be required.

Takeaway 2: Substantive requirements mostly hinge on systemic risk designation. In contrast
to the large number of disclosure requirements, there are just four (13%) substantive requirements.
Only one of these requirements, which requires providers to implement a policy to ensure adherence
with copyright law, is required for all general-purpose Al models. The remaining three substantive
requirements are only required for models designated as posing systemic risk.

The specific substantive obligations pertain to conducting model evaluations, mitigating possible
risks, and implementing cybersecurity protections. As with the training data summary, the legislative
language of the EU Al Act is significantly underspecified: for example, the requirement for model
evaluations states that providers should “perform model evaluation in accordance with standardised
protocols and tools reflecting the state of the art”. This introduces legal ambiguity on what technical
actions would constitute compliance. Therefore, much as with the training data summary requirement,
the work of the EU Al Office to clarify these expectations through their forthcoming codes of practice
will be formative. The focus on evaluations, mitigations, and cybersecurity is also resonant with policy
in other jurisdictions such as the US Executive Order on Safe, Secure, and Trustworthy Development
and Use of Artificial Intelligence [Executive Order 14110, |2023]] and the G7 International Code of
Conduct for Organizations Developing Advanced Al Systems [Group of Seven, |2023].

Takeaway 3: Several models may be subject to compute-based systemic risk designation. The
default basis for designating a model as posing systemic risk is whether the cumulative training
compute eclipses 10%° FLOPs. In recognition of several known critiques of compute [Hooker,
2024, Annex XIII identifies alternative metrics the AI Office may consider such as data properties,
evaluation results, number of business users, and number of registered end-users [see Bommasani,
2023]]. In addition, the AT Act also creates a scientific panel of efforts that is empowered to alert the
Al Office of models that may pose systemic risk, whether that is because they eclipse the compute
threshold or for other reasons. Given that many of the most substantial requirements under the Al
Act are apportioned to models posing systemic risk, the established thresholds and scientific panel’s
actions will heavily shape compliance burdens.

Today, many of the most prominent foundation models are released without public disclosure of the
amount of training compute [Bommasani et al.; 2024). Therefore, to understand the current threshold
of 102% FLOPs, we turn to Epoch database on large models [Epoch Al |[2024], which estimates the
compute for models and is widely recognized as the most authoritative public resource on the matter
[Bengio et al.,[2024]]. As of August 2024, the database indicates that 8 models (Gemini 1.0 Ultra,
Llama 3.1-405B, GPT-4, Mistral Large, Nemotron-4 340B, MegaScale, Inflection-2, Inflection-2.5)
from 7 developers (Google, Meta, OpenAl, Mistral, NVIDIA, ByteDance, Inflection) were trained
with a (potentially estimated) compute exceeding 102®> FLOPs. This is particularly striking given that
at the time of legislative agreement on the EU AI Act in December 2023, only one model (GPT-4
from OpenAl) met this criterion, indicating that the pace at which these thresholds are modified will
be quite critical.

Takeaway 4: Open foundation models receive a partial exemption. Article 53 states that many of
the obligations “do not apply to providers of Al models that are released under a free and open-source
licence”, but that “this exception shall not apply to general-purpose Al models with systemic risks”.
Further, the preamble of the Act explicitly justifies why open-source is subject to fewer requirements,
articulating that open-source can “contribute to research and innovation in the market and can provide
significant growth opportunities for the [European] Union economy”. These views align with the
demonstrated track record for open-source software [Blind et al., 2021, Hoffmann et al.| [2024] as
well as work from both scientists [Kapoor et al., 2024} |Vipra and Korinekl [2023]] and commerce



agencies in other jurisdictions [UK Competition and Markets Authority, 2023, [US Federal Trade
Commission, 2024, [US National Telecommunications and Information Administration, | 2024].

The specific interpretation of what constitutes a “free and open-source” license is therefore conse-
quential: the Act clarifies this as “when it allows users to run, copy, distribute, study, change and
improve software and data, including models under the condition that the original provider of the
model is credited, the identical or comparable terms of distribution are respected”. In particular, the
term open-source has a widely accepted definition for code, maintained by the Open Source Initiative
(OSI), but no established counterpart for artificial intelligence or model weights. The OSI is currently
working to define open-source artificial intelligenceﬂ but we highlight that many foundation models
with widely available model weights are released under licenses that do not comply with the OSI
standard for open-source software (e.g. BLOOM, Stable Diffusion 2, Mistral-7B, Llama S)EI

3 Comparison with Previous Proposals

To understand the evolution of the AI Act, we compare it to prior proposals made during the Al Act
legislative process. In particular, given our focus on foundation models and general-purpose Al, we
consider the European Parliament’s negotiated position from June 2023. This is the first formal EU
position to introduce the subject of foundation models. In addition, we consider the proposal from
Stanford researchers [Bommasani et al., | 2023|] aimed at supporting compromise during the legislative
negotiation from December 1, 2023, six days prior to the Act’s negotiation on December 7, 2023.

Takeaway 1: Different recipients of disclosures. All three texts center transparency, but the
Parliament and Stanford proposals near-exclusively focus on transparency to the public. The Al Act,
however, includes only one public-facing disclosure with all other transparency requirements being
aimed towards either the government or downstream firms. As we discussed previously, this means
the AT Act’s contributions to advancing public understanding and Al accountability is likely to be
weaker and less certain that what the Parliament and Stanford researchers envisioned.

Takeaway 2: Multi-tier approach. The Parliament proposal treats all providers equally, whereas
the Stanford proposal and Al Act share the same structure of two tiers and a partial exemption for
certain parties. The Stanford proposal recommends models being designated in the tier with more
requirements if they have large demonstrated market impact, in line with the EU’s approach in the
Digital Services Act, where online platforms are subject to more scrutiny when they have at least 45
million EU monthly active users. The Al Act acknowledges measures of demonstrated impact as
possible criteria the AI Office use, but instead default to using a compute-based threshold akin to the
US [Executive Order 14110, 2023].

Takeaway 3: No independent researcher access. The Stanford proposal recommends guarantees
that high-impact foundation models be accessible to independent researchers, given the demonstrated
value of such research [|Guha et al.,[2023]]. Such guarantees would emulate the EU Digital Services
Act, which facilitates research of otherwise-opaque online platforms (e.g. to understand content
moderation practices or the spread of disinformation) to advance the public interest. However, the
Al Act does not contain such provisions, which is particularly relevant in light of recent calls from
researchers for safe harbors to conduct research on issues and harms associated with foundation
models [[Longpre et al.| 2024].

4 Conclusion

The EU AI Act is a seminal achievement in Al policy as the world’s first comprehensive laws on Al
We analyze the Act’s legal text to increase clarity as we await the Act’s implementation, enforcement,
and impact. We hope our work catalyzes greater scientific engagement in policymaking to yield
superior evidence-based Al policy and better public outcomes.

'As of August 2024, the latest version is v0.0.8: see https://opensource.org/deepdive/drafts,

2In most cases, this is because these licenses impose use restrictions on the entities who can use the model or
the purposes they use model for: these violate the OSI’s criteria 5 and 6 about not discriminating on who can use
the model and for what endeavors.
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might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.



5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: No code or data in traditional sense; the coding is included in the supplement.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: No experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We have read the Code fo Ethics and do not see any matters that would
constitute nonconformity.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: The primary societal benefit of this work is to increase public and scientific
understanding, including across disciplinary boundaries, with respect to the EU Al Act.
Given this is fairly self-evident, we do not discuss it at length. Beyond this, we do not
foresee any significant negative societal impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not see any risks from the release of the coding.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The coding is available under a standard CC-BY license.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The coding is released and is fairly self-explanatory with clear structure (e.g.
column names, labeling scheme) that we also describe in the paper.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects research.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No human subjects research.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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