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Abstract

Research on user engagement with disinforma-001
tion has expanded significantly in recent years,002
yet the mechanisms that make implausible nar-003
ratives persuasive remain unclear. While emo-004
tion, source credibility, and information struc-005
ture have been found to influence disinforma-006
tion endorsement, this study argues that linguis-007
tic and collective identity plays a significant008
role in shaping engagement. It posits that shar-009
ing and interacting with disinformation—via010
comments, reactions, and reposts—functions011
as a discursive practice encoding both collec-012
tive agency and cultural-linguistic identity. Us-013
ing a dataset of 3,885 tweets in English (EN),014
French (FR), and Spanish (ES), the study exam-015
ines whether language choice and call-to-action016
expressions (e.g., mobilization phrases) drive017
engagement. Statistical analysis, topic mod-018
elling, and linguistic analyses reveal notable019
cross-linguistic differences: Spanish-speaking020
users engage significantly more with directive021
language, while English and French users ex-022
hibit distinct, less predictable interaction pat-023
terns. These findings challenge the assumption024
that mobilization rhetoric universally boosts025
engagement and suggest that audience respon-026
siveness to disinformation-based engagement is027
shaped by linguistic and cultural context. These028
results therefore underscore the need to con-029
sider linguistic and cultural variations in disin-030
formation research as well as tailored commu-031
nication strategies in disinformation mitigation032
and digital content dissemination.033

1 Introduction034

Online disinformation—understood here as the de-035

liberate dissemination of false or misleading con-036

tent with the potential to cause public harm (Tucker037

et al., 2018)—has surged in recent years, particu-038

larly in the wake of the COVID-19 crisis. Widely039

acknowledged as a major threat to public and indi-040

vidual safety, substantial research has examined041

its structure (Van Prooijen and Douglas, 2018;042

Van Prooijen and Van Vugt, 2018), spread (Bon- 043

nevie et al., 2021), impact (Simms et al., 2020; 044

Stabile et al., 2019; Chen et al., 2020), and con- 045

tent (Wiggins, 2023; Demata et al., 2022; Fallis, 046

2009). Scholars have also investigated the role 047

of conspiracy theories and disinformation in shap- 048

ing public perceptions and decision-making (Chen 049

et al., 2021; Yagi et al., 2024), as well as the influ- 050

ence of network structures and user interactions in 051

amplifying disinformation (Quintana et al., 2022; 052

Gunaratne et al., 2019). More recently, attention 053

has turned to understanding the deeper mechanisms 054

through which disinformation persuades individu- 055

als to accept unlikely or false narratives, giving 056

more importance to the cognitive and identity- 057

based factors that may explain why individuals 058

engage with disinformation (Reddi et al., 2023; 059

Bastick, 2021; Butter and Knight, 2020). 060

Despite the rapid growth of this field, how- 061

ever, the fundamental reasons behind user en- 062

gagement with disinformation remain poorly un- 063

derstood. Some researchers argue that this gap 064

stems from contradictory and fragmented findings 065

(Birchall and Knight, 2022; Kirchner and Reuter, 066

2020), while others point to the overly functionalist 067

approach to disinformation, treating it as merely 068

‘the opposite of true’ and overlooking its cogni- 069

tive and subjective dimensions (Viola, 2025; Reddi 070

et al., 2023; Bastick, 2021). This often leads to 071

disinformation consumers being dismissed as irra- 072

tional or paranoid actors and to counter-measures 073

being mostly inefficient (Alava et al., 2017; Con- 074

way, 2017; Johnson, 2018; Mølmen and Ravndal, 075

2021; Reicher and Haslam, 2016). 076

This study contends that a critical gap in the 077

literature lies in the failure to address the role of 078

linguistic identity in driving engagement with dis- 079

information. It argues that engagement with dis- 080

information is not merely an act of passive belief 081

but an active discursive process, where individu- 082

als construct and negotiate their cultural identities. 083
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It further argues that interacting with disinforma-084

tion—through shares, comments, reactions, and re-085

posts—constitutes a discursive practice that equally086

encodes collective agency. This behaviour would087

be shaped by perceived injustice, disillusionment088

with mainstream media, and the affordances of al-089

ternative information ecosystems (Wintterlin et al.,090

2023).091

These arguments are supported by two key con-092

siderations. First, much of the current research on093

disinformation remains disproportionately focused094

on a small subset of industrialized democracies,095

particularly the United States and the United King-096

dom (Bajaj, 2024). A study by Seo & Faris (Seo097

and Faris, 2021) found that 62.8% of empirical098

studies published in communication journals be-099

tween 2015 and 2020 relied on U.S.-based data100

(p. 1166). Scholars such as Bajaj (Bajaj, 2024)101

highlight that disinformation is not a universal phe-102

nomenon and that this geographical bias distorts103

our understanding of its cultural dimensions. Con-104

sequently, mitigation efforts that ignore these cul-105

tural dynamics risk being ineffective.106

Second, disinformation has been linked to citi-107

zens’ decrease of trust in mainstream media and108

other sources of authoritative information (Mac-109

Farquhar, 2016; Lewis and Marwick, 2017; All-110

cott and Gentzkow, 2017), mistrust of establish-111

ment political figures and institutions and increased112

acceptance of – or indeed support for – fringe,113

anti-establishment or radical actors and movements114

(Beauchamp, 2019; Amlinger and Nachtwey, 2022;115

Reichardt, 2022). Research on the 2020 health cri-116

sis, for example, has demonstrated that COVID-117

19 disinformation motivated individuals to protest118

by offering a sense of agency and empowerment119

(Reichardt, 2022; Amlinger and Nachtwey, 2022;120

Birchall and Knight, 2022). Thus, according to this121

view, even unlikely or improbable disinformation122

narratives succeed in mobilizing individuals by fos-123

tering a belief in their capacity to effect change.124

In this sense, online participation—expressing dis-125

sent, signing petitions, or sharing content—would126

function as a low-cost form of collective action127

(Brunsting and Postmes, 2002). Through social128

media, users can signal group membership, express129

opposition to elites, and reinforce a shared identity,130

transforming engagement with disinformation into131

a performative act of resistance. Online activities132

such as sharing or liking content offers an easy and133

effective way for people to express dissent with134

others or to demonstrate their belonging to a group.135

Following on these considerations, this study con- 136

ceptualizes engagement with disinformation as a 137

form of online collective action, driven by group 138

identity and opposition to elite narratives. 139

Further, this study advocates for a broader, com- 140

parative, and multilingual approach in disinforma- 141

tion research that investigates linguistic and cul- 142

tural identity-based differential experiences of dis- 143

information. To this aim, the paper analyses 3,885 144

disinformation tweets in English (EN), Spanish 145

(ES), and French (FR). Using statistics, topic mod- 146

elling, and linguistic analysis, the study examines 147

how linguistic features, topical themes, and call-to- 148

action expressions shape user engagement, using 149

metrics such as likes, retweets, quotes, shares, and 150

replies. The results emphasize the influence of 151

linguistic and cultural identity factors in shaping 152

individuals’ susceptibility to persuasive disinforma- 153

tion narratives. They also offer a nuanced perspec- 154

tive that examines the shared symbols and thematic 155

patterns that resonate with social media users in 156

complex environments, such as the Internet. 157

2 User engagement, disinformation, and 158

collective action 159

The scholarly literature on user engagement in on- 160

line and social media contexts has approached this 161

phenomenon through various conceptual frame- 162

works and methodologies. Engagement is often 163

conceptualized as user-initiated actions that con- 164

tribute to value co-creation, as proposed by Brodie 165

et al. (Brodie et al., 2013). This broad defini- 166

tion underscores the interplay between behavioural, 167

cognitive, and emotional dimensions of engage- 168

ment, emphasizing the need to explore its moti- 169

vations and nuances. Shao (Shao, 2009) catego- 170

rized user interaction into three primary behaviours: 171

consumption (viewing and reading), participation 172

(interacting with content), and production (creat- 173

ing and uploading content). Following this frame- 174

work, researchers have examined how engagement 175

manifests across platforms, particularly differen- 176

tiating between active participation and passive 177

consumption. On Facebook and YouTube, active 178

engagement involves actions such as liking, com- 179

menting, and sharing, whereas passive engagement 180

consists of clicking, watching, or hovering over 181

content (Kaur et al., 2019; Khan, 2017). On X 182

(formerly Twitter), active engagement further in- 183

cludes retweeting, quoting, and following (Chen, 184

2011). Studies also highlight the prevalence of pas- 185
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sive users (often called ‘lurkers’), who primarily186

consume content without actively engaging, com-187

prising up to 90% of users in many online commu-188

nities (Nonnecke and Preece, 1999; Preece et al.,189

2004). This contrast between active contributors190

and passive consumers underscores the need to un-191

derstand what motivates users to actively engage192

with content, particularly disinformation.193

Recent research has therefore explored the194

drivers of engagement with disinformation and fake195

news on social media. Emotionally charged content196

has been identified as one of the strongest ampli-197

fiers of engagement, with sensationalized headlines198

and narratives strategically crafted to trigger emo-199

tional responses such as fear, anger, and anticipa-200

tion, thus encouraging interaction and dissemina-201

tion (Horner et al., 2023). Additionally, visual ele-202

ments seem to play a significant role in enhancing203

credibility and audience response (Cao et al., 2020).204

Features such as clickbait, emotionally charged lan-205

guage, and references to specific individuals, or-206

ganizations, or events further heighten emotional207

resonance, thereby boosting engagement (Ali et al.,208

2023). Other factors influencing the likelihood209

of sharing disinformation would include fear of210

missing out, source credibility, information qual-211

ity, cognitive overload, and social media fatigue212

(Kumar et al., 2020; Islam et al., 2020). These213

content strategies capitalize on psychological trig-214

gers to grab attention, manipulate perceptions, and215

enhance virality.216

Furthermore, the role of content creators in217

the spread of disinformation seems to be criti-218

cal (Vilella et al., 2022). Audiences would be219

more likely to trust and engage with content from220

sources they perceive as authoritative and cred-221

ible (Dennis et al., 2023). This would explain222

why disinformation spreaders often exploit trust223

by mimicking legitimate sources or leveraging the224

reputations of influential figures (Housholder and225

LaMarre, 2014). Conversely, established content226

creators with verified accounts and large follow-227

ings benefit from increased credibility, making228

their content more likely to be accepted and widely229

shared (Dubois et al., 2020). Research has in-230

deed shown that emotionally provocative disinfor-231

mation—particularly fear-inducing, anger-driven,232

or surprising content—spreads more rapidly when233

disseminated by trusted users with significant audi-234

ences (Fan and Lederman, 2018).235

This study builds upon these findings and in-236

tegrates the Social Identity Theory (SIT) (Tajfel237

and Turner, 2004) with the Social Identity Model 238

of Collective Action (SIMCA) (Tajfel and Turner, 239

2004; Turner, 1991; van Zomeren et al., 2008) to 240

provide a theoretical lens for understanding en- 241

gagement with disinformation. The SIT frame- 242

work claims that users engage with content that 243

reinforces their group identity (e.g., linguistic com- 244

munities, national identity, ideological affiliations). 245

According to this view, engagement is driven by 246

in-group/out-group dynamics, where users support 247

content aligned with their identity and oppose con- 248

flicting narratives. Given the absence of specific 249

multilingual and multicultural frameworks for user 250

engagement, SIT provides valuable insights into 251

why users are more likely to engage with content 252

that reflects their linguistic, cultural, or political 253

identity, reinforcing their sense of group belonging 254

in online spaces. 255

The SIMCA framework posits that collective ac- 256

tion is driven by three interrelated psychological 257

mechanisms: social identity, perceived injustice, 258

and anger combined with participatory efficacy. 259

Applied to disinformation, this model helps explain 260

why users engage with misleading narratives not 261

just as passive consumers but as active participants 262

in a form of digital collective action. According 263

to SIMCA, group identification fosters a sense of 264

belonging, reinforcing shared beliefs and in-group 265

solidarity. Hence, individuals who engage with 266

and disseminate disinformation often align them- 267

selves with a social group opposed to mainstream 268

narratives (Wintterlin et al., 2023). 269

Many disinformation narratives frame main- 270

stream institutions (e.g., governments, media, 271

academia) as corrupt or oppressive, fuelling dis- 272

trust and resentment (Reichardt, 2022). SIMCA 273

suggests that perceived injustice strengthens mo- 274

tivation for collective action, which in the digital 275

sphere translates into engaging with and sharing 276

disinformation as an act of defiance. Finally, emo- 277

tionally charged content—particularly anger-driven 278

messages—has been shown to increase disinfor- 279

mation engagement(Horner et al., 2023). Accord- 280

ing to SIMCA, anger acts as a mobilizing force, 281

prompting individuals to take action, while partic- 282

ipatory efficacy (the belief that engagement can 283

effect change) encourages users to share disinfor- 284

mation as a means of collective resistance. 285

By situating disinformation engagement within 286

the SIT and SIMCA frameworks, this study argues 287

that language and culture shape how users interpret 288

and interact with misleading narratives. Emotions 289
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such as fear, anger, frustration, and distrust are290

deeply influenced by cultural values, lived experi-291

ences, and social identities (Viola, 2025). While292

social media may amply these emotional responses293

(Bonnevie et al., 2021; Puri et al., 2020), reduc-294

ing the phenomenon of disinformation to a mere295

consequence of digital platforms would be an over-296

simplification (Nguyen and Catalan-Matamoros,297

2022). Engagement with disinformation is on the298

contrary a complex socio-cognitive process, driven299

by individual traits (e.g., cultural background, per-300

sonal beliefs, and values) (Buturoiu et al., 2021;301

Hornsey et al., 2023), intergroup identity dynamics302

(Cookson et al., 2021; Turner, 1991), and broader303

sociopolitical conditions such as populism (De-304

mata et al., 2022) and declining trust in institutions305

(Nguyen and Catalan-Matamoros, 2020).306

To investigate these dynamics, this study exam-307

ines the relationship between language, identity,308

and topical themes in shaping engagement with309

disinformation. The findings contribute to a data-310

driven understanding of how disinformation oper-311

ates as a tool of collective agency, offering insights312

into the role of shared discourse in reinforcing iden-313

tity and mobilizing online action.314

3 Data and methodology315

The data-set covers a total duration of 394 days316

spanning a time period from 1 August 2022 to 30317

August 2023. It contains 3,885 tweets in 3 lan-318

guages (English - EN, Spanish -ES, French - FR)319

and several attributes such as the tweet texts, the320

hashtags, likes, replies, retweets, shares, and quotes321

count. Posts were selected for the three chosen lan-322

guages and extracted from a larger multilingual323

data-set that had been previously pseudomysed and324

tagged for disinformation content within the con-325

text of a larger study. The final working dataset326

had 1,933 in Spanish, 1,437 in English, and 516327

in French. Figure 1 displays the tweets’ distribu-328

tion per language. This study posits that analyzing329

user engagement with the selected posts provides330

quantifiable insights into the dissemination and re-331

ception of disinformation. Here, engagement is op-332

erationalized as the cumulative sum of likes, shares,333

retweets, quotes, and replies associated with each334

tweet. We apply descriptive statistics and Kruskal-335

Wallis tests to first determine if engagement pat-336

terns are language-dependent.337

Following the calculation of engagement levels,338

the analysis employs Latent Dirichlet Allocation339

Figure 1: Language distribution in the working dataset

(LDA) topic modelling (TM) (Blei et al., 2003) 340

to examine the thematic structure of the tweets. 341

TM is a computational statistical technique used 342

to identify linguistic patterns in large text datasets. 343

Grounded in distributional semantics theory (Har- 344

ris, 1954), it operates on the premise that clusters 345

of words convey collective meanings, forming dis- 346

tinct topics. By analyzing the correlation between 347

topic contributions generated through LDA and 348

engagement metrics, this study aims to determine 349

which thematic elements drive audience interaction 350

and dissemination of content in the three languages. 351

Additionally, in order to analyse the effect of collec- 352

tive action in driving engagement with disinforma- 353

tion, we categorized posts based on the presence of 354

call-to-action expressions (e.g., ‘Resist the reset’, 355

‘donotcomply’), exclamation points, and impera- 356

tive verb structures (e.g., ‘Protégeons nos enfants!’ 357

- let’s protect our children, ‘noalaagenda2030’). 358

4 Analysis 359

4.1 Statistical analysis 360

We first examine possible language-specific differ- 361

ences that can indicate that audience responses vary 362

significantly according to linguistic factors. Con- 363

versely, if weak or no correlation is found, this may 364

indicate that other factors (e.g., topic relevance, col- 365

lective action) might play a larger role in driving 366

engagement. The results are displayed in Figure 2. 367

The Pearson correlation coefficient is 0.087369 368

suggesting a weak positive relationship between 369

language and engagement. This would mean that 370

language alone does not strongly influence engage- 371

ment. However, slight tendencies can be observed 372

across the analysed languages. As shown in Figure 373

2, engagement is quite scattered across all three 374

languages, with some tweets in EN and FR having 375

high engagement (exceeding 1,500 engagements) 376
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Figure 2: Correlation between language and engage-
ment

Figure 3: Engagement distribution per language

and indicating possible viral content. Similarly, ES377

seems to have a number of high-engagement tweets378

but the engagement is more evenly distributed. As379

the test has evidenced that the data is not nor-380

mally distributed, we perform a Kruskal-Wallis381

test. This will help clarify if engagement patterns382

are language-dependent. The results are displayed383

in Figure 3 and Table 1.384

Statistic p-value
41.91 7.91× 10−10

Table 1: Kruskal-Wallis Test Results

The statistic value (41.91) indicates a substantial385

difference in the engagement distributions across386

languages. Moreover, the extremely low p-value387

indicates that the engagement levels differ signifi-388

cantly across languages, suggesting that at least one389

language has a higher or lower engagement level390

compared to the others. Moreover, although the391

median engagement is low for all languages, the in-392

terquartile range (IQR) is wider for FR, suggesting393

that French tweets tend to have more variation in394

engagement. The results also show outliers above395

the upper whiskers confirming that a few tweets go396

viral in all the languages. This may indicate that,397

while engagement does differ between languages,398

there may also be other factors that explain more 399

variance, which we investigate below. 400

We now perform pairwise comparisons using the 401

Mann-Whitney U tests to confirm different levels 402

of engagement between languages. Table 2 shows 403

the results. 404

Comparison Statistic p-value
EN vs. FR 302108.0 1.09× 10−10

EN vs. ES 1334035.5 0.0415
FR vs. ES 571069.0 1.74× 10−7

Table 2: Pairwise Language Engagement Comparison

The very low p-value between EN and FR sug- 405

gests that English and French tweets have signifi- 406

cantly different engagement levels; moreover, the 407

statistic supports a large rank difference, meaning 408

that one language systematically receives more en- 409

gagement than the other. As observed in previous 410

findings, French tweets receive more engagement 411

than English tweets. The test also shows a mod- 412

erate difference between EN and ES, but the dif- 413

ference is less pronounced than in the previous 414

pairwise comparison. Finally, there is a significant 415

difference between FR and ES, confirming earlier 416

observations of higher FR engagement and over- 417

all confirming that engagement levels significantly 418

differ between languages. 419

4.2 Topic modelling 420

This part of the analysis performs topic modelling 421

to capture thematic elements that drive audience in- 422

teraction and potential patterns and discontinuities 423

across languages. Table 3 displays the different 424

words per topic in each language, whereas Figures 425

4, 5, and 6 show the most influential words in terms 426

of engagement per language and topic. The re- 427

sults show thematic patterns across the languages: 428

discussions related to health, especially the Covid- 429

19 pandemic and vaccines, are found regardless 430

of the language. The topics also focus on anti- 431

establishment narratives (e.g., ‘elites’), conspiracy 432

theories (e.g., ‘depopulationagenda’, ‘greatreset’, 433

‘coverup’), climate change, as well as organiza- 434

tions (e.g., ‘WHO’, ‘wef’) and political figures 435

(e.g., ‘Macron’). The term ‘agenda2030’ in particu- 436

lar appears as the top word in all five topics in each 437

language, making it the most central theme across 438

all analysed tweets. The narrative suggests strong 439

opposition to the United Nations Sustainable Devel- 440

opment Goals (SDGs), often framed as a globalist 441
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plot to control populations. In EN, related terms442

are ‘digitalid’, ‘wef’, ‘nwo’, ‘newworldorder’, In443

FR, ‘odd’ (Objectifs de Développement Durable),444

‘antivax’. In SP ‘globalismo’, ‘noalaagenda2030’,445

‘dictadurasanitaria’.446

Notable differences can also be observed. Un-447

like English and Spanish, French discussions are448

more domestically framed rather than centred on449

globalist conspiracies: Macron appears in multi-450

ple topics, reflecting high engagement with politi-451

cal distrust in the French government. Moreover,452

terms like ‘mensonges’ (lies), ‘décès’ (deaths) sug-453

gest mistrust and preoccupations over health is-454

sues. In Spanish, tweets use stronger mobiliza-455

tion language. Topics include terms like ‘noalaa-456

genda2030’ (no to Agenda 2030), ‘guerra’ (war),457

and ‘dictadurasanitaria’ (health dictatorship). The458

framing is therefore more action-oriented, position-459

ing disinformation within a movement for resis-460

tance against government and international orga-461

nizations (ONU, globalistas). Moreover, unlike462

in EN and FR, Spanish tweets use more emotion-463

ally charged words like ‘plandemia’ (pandemic +464

conspiracy), ‘feliz’ (happy), and ‘verdad’ (truth).465

In terms of engagement with specific words,466

differences can also be observed based on the467

language. In EN, words related to vaccines and468

health (‘vaccine’, ‘hpv’), conspiracy theories (e.g.,469

‘greatreset’), and organizations (e.g., ‘WHO’) gen-470

erate the highest engagement. This suggests that471

tweets focusing on institutional distrust, surveil-472

lance, global governance, and loss of individual473

freedoms generate the highest engagement. FR474

exhibits high engagement linked to health and anti-475

vaccination discussions (e.g., ‘antivax’) and polit-476

ical figures (e.g., ‘macron’). Such political narra-477

tives may reflect a strong distrust of institutions. ES478

engagement seems to be predominantly driven by479

anti-establishment narratives (e.g. ‘dictadurasani-480

taria’), emotions (e.g., ‘feliz’), and COVID-related481

conspiracies (e.g., ‘plandemia’). These results may482

signal strong resistance to COVID-19 measures483

and government-imposed restrictions. Such mis-484

trust echoes themes in English and French but with485

more anti-globalist rhetoric.486

4.3 Collective action487

This part of the analysis now investigates the role488

of collective action language in user engagement489

with disinformation tweets. The methodology fol-490

lows a linguistic and statistical approach to identify491

and analyse tweets that contain collective action ex-492

Figure 4: Top 10 high-engagement words in English
across topics

Figure 5: Top 10 high-engagement words in French
across topics

pressions as identified in the previous stages of the 493

analysis and additional imperative language and 494

exclamatory sentences. The research hypothesis is 495

that perceived injustice strengthens motivation for 496

collective action, which in an online environment 497

would translate into engaging with and sharing 498

disinformation as an act of defiance and regained 499

agency. We define collective action language as 500

phrases that mobilise users towards participation 501

or resistance. This includes explicit call-to-action 502

phrases (e.g., ‘do not comply’, ‘resist the reset’, 503

‘mobilízate), imperative verbs (e.g., ‘join’, ‘wake 504

up’, ’protégez’, ‘resiste’), and exclamation marks, 505

which intensify urgency in messages. The data-set 506

was tagged to distinguish tweets with and without 507

collective action expressions and language-specific 508

trends were analysed. The results are displayed in 509

Figure 7. 510

In English, tweets without collective action ex- 511

pressions receive higher engagement (11.44) than 512

those with it (7.40). This result suggests that call- 513

to-action phrases do not significantly enhance en- 514

gagement in English-speaking contexts. Users may 515

respond more to informational or ideological con- 516

tent rather than mobilization attempts. In Spanish, 517

on the contrary, tweets with collective action ex- 518

pressions receive significantly higher engagement 519

(24.06) than those without (13.43). Although the 520
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Language Topic Top 10 Words

EN

Topic 1 agenda2030, com, wef, climatescam, nwo, greatre-
set, gardasil, 15minutecities, newworldorder, digi-
talid

Topic 2 agenda2030, gardasil, climatescam, hpv, vaccine,
time, ll, wef, happy, new

Topic 3 agenda2030, video, wef, gardasil, piped, hpv, cbdcs,
watch, donotcomply, join

Topic 4 agenda2030, agenda, wef, wefpuppets, world, need,
plan, canada, 2030, government

Topic 5 gardasil, agenda2030, thegreatreset, wef, don, com-
ing, org, country, class, wake

FR

Topic 1 gardasil, agenda2030, 2023, est, vaccin, com, odd,
vaccination, antivax, rentrée

Topic 2 gardasil, effets, secondaires, graves, agenda2030,
vaccins, francesoir, enfants, décès, macron

Topic 3 gardasil, papillomavirus, com, est, macron, vaccin,
agenda2030, aussi, vaccination, mais

Topic 4 gardasil, effetssecondaires, enfants, vaccin, papillo-
mavirus, témoignage, contre, cancer, vacciner, hpv

Topic 5 gardasil, vaccin, papillomavirus, macron, vaccina-
tion, fr, macrondestitution, agenda2030, merck, qu

ES

Topic 1 agenda2030, gente, solo, quiere, covid, verdad, pro,
ya, nos, guerra

Topic 2 agenda2030, ods, desarrollo, agenda, sostenible,
2030, objetivos, qué, sociedad, onu

Topic 3 agenda2030, video, piped, si, tiene, agenda, género,
bien, años, esa

Topic 4 agenda2030, te, globalismo, globalistas, nom, chile,
parte, cambio, nos, dictadurasanitaria

Topic 5 agenda2030, gardasil, ly, plandemia, buff, noalaa-
genda2030, serás, global, nada, feliz

Table 3: Topic Modeling Results with High-Engagement Words

Figure 6: Top 10 high-engagement words in Spanish
across topics

maximum engagement for collective action tweets521

(1,236) is slightly lower than for non-collective522

action tweets (1,687), the average is much higher.523

This indicates that while some Spanish tweets with-524

out collective action perform well, those with it525

consistently attract higher engagement. The result526

suggests that Spanish-speaking users engage more527

with mobilization messages than English-speaking528

users, pointing to a stronger collective action cul-529

ture. Finally, French tweets receive the highest530

engagement across all languages (43.33 average en-531

Figure 7: Top 10 high-engagement words in Spanish
across topics

gagement) regardless of collective action phrases. 532

High engagement is likely driven by political and 533

legal discussions rather than action-based messag- 534

ing. 535

5 Discussion 536

The statistic, topic modelling, and linguistic anal- 537

ysis revealed cross-linguistic variations of engage- 538

ment with disinformation, showing that language 539

moderately influences engagement with disinfor- 540
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mation. However, since certain topics consis-541

tently attracted higher engagement, regardless of542

language or call-to-action expressions, topics ap-543

peared to be the strongest predictors of engagement.544

This suggests content relevance plays a larger role545

than linguistic factors alone. Some languages may546

have a higher baseline engagement (i.e., French),547

but within each language, topics matter more.548

Collective action expressions seem to have the549

least impact overall. Even though in Spanish tweets550

showed higher engagement when containing mobi-551

lization language, collective action language (im-552

peratives, exclamations, call-to-action phrases) did553

not significantly increase engagement on the whole.554

This suggests that mobilization language may mat-555

ter in some cultures, but the effect is not universal.556

Thus, to drive engagement, topics are far more im-557

portant.558

Cross-language content engagement patterns559

could be observed. Vaccine skepticism and health-560

related disinformation were highly engaging in all561

three languages, particularly focusing on vaccine562

safety, mandates, and pharmaceutical distrust. At563

the same time, political corruption and conspiracy564

narratives were consistently engaging across all lan-565

guages but varied in framing. In English, the focus566

was more against institutions (e.g., WEF, ONU),567

whereas in French was more on vaccine mandates,568

side effects, and corruption, and in Spanish the569

frames were more against globalist elites.570

Finally, in terms of psychological drivers of en-571

gagement, topics that evoked fear of government572

overreach, health risks, or loss of freedoms had573

the highest engagement. However, despite anti-574

globalist resistance narratives being found across575

the three languages, tweets with collective action576

expressions received lower engagement, suggesting577

perceived injustice does not necessarily strengthen578

motivation for collective action, at least not in En-579

glish or French.580

6 Conclusion581

This study examined the relationship between lan-582

guage, topic, and collective action expressions in583

driving engagement with disinformation across En-584

glish (EN), French (FR), and Spanish (ES) tweets.585

By leveraging statistical, topic modelling, and lin-586

guistic analysis, the findings provide empirical evi-587

dence that engagement with disinformation is not588

uniform but shaped by linguistic and cultural iden-589

tity factors. The results indicate that topic is the590

strongest predictor of engagement, with certain 591

themes—such as vaccine skepticism, political cor- 592

ruption, and anti-globalist narratives—consistently 593

attracting high interaction. Language plays a mod- 594

erate role, as French tweets received the highest 595

overall engagement, but within each language, top- 596

ics dictated engagement levels more than language 597

alone. 598

Contrary to expectations, collective action ex- 599

pressions (e.g., mobilization phrases, imperatives, 600

exclamation points) had limited influence on en- 601

gagement. While Spanish tweets with call-to- 602

action expressions saw increased engagement, En- 603

glish and French tweets did not exhibit similar 604

trends. This suggests that mobilization language 605

resonates more strongly within certain cultural con- 606

texts but is not a universal driver of engagement. 607

The study contributes to a growing body of liter- 608

ature emphasizing the need to consider linguistic 609

and cultural variations in disinformation research. 610

It reinforces the complex interplay of language, 611

topic, and identity in shaping online engagement 612

with disinformation. While mobilization language 613

alone does not consistently drive engagement, the 614

findings highlight the role of ideological alignment, 615

emotional resonance, and in-group identity in rein- 616

forcing disinformation narratives. 617

7 Limitations 618

While this study provides valuable insights, several 619

limitations must be acknowledged. The dataset 620

consists of tweets from X, which may not be rep- 621

resentative of broader social media engagement 622

patterns on Facebook, YouTube, or TikTok. Fu- 623

ture studies could investigate how different plat- 624

forms’ algorithmic amplification patterns alter en- 625

gagement dynamics. The study primarily analysed 626

explicit collective action expressions (e.g., impera- 627

tives, exclamations) but did not account for subtler 628

mobilization strategies, such as narrative framing 629

or emotional appeals (e.g., victimhood narratives, 630

conspiracy rhetoric). Further research should incor- 631

porate semantic and qualitative analysis to assess 632

implicit mobilization strategies. Finally, the study 633

examined aggregate engagement trends rather than 634

individual user behaviours. Future research could 635

explore how user characteristics (e.g., bot accounts, 636

political affiliation, network position) influence en- 637

gagement with disinformation. 638
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