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Abstract

Generating faithful and fast responses is crucial001
in the knowledge-grounded dialogue. Retrieval002
Augmented Generation (RAG) strategies are ef-003
fective but are inference inefficient, while previ-004
ous Retrieval Free Generations (RFG) are more005
efficient but sacrifice faithfulness. To solve006
this faithfulness-efficiency trade-off dilemma,007
we propose a novel retrieval-free model train-008
ing scheme named Retrieval Augmented to Re-009
trieval Free Distillation (RA2FD) to build a010
retrieval-free model that achieves higher faith-011
fulness than the previous RFG method while012
maintaining inference efficiency. The core idea013
of RA2FD is to use a teacher-student frame-014
work to distill the faithfulness capacity of a015
teacher, which is an oracle RAG model that gen-016
erates multiple knowledge-infused responses.017
The student retrieval-free model learns how to018
generate faithful responses from these teacher019
labels through sequence-level distillation and020
contrastive learning. Experiment results show021
that RA2FD let the faithfulness performance022
of an RFG model surpass the previous SOTA023
RFG baseline on three knowledge-grounded di-024
alogue datasets by an average of 33% and even025
matching an RAG model’s performance while026
significantly improving inference efficiency.027

1 Introduction028

The faithfulness of the system response is crucial029

when evaluating Language Models (LM) powered030

dialogue systems (Adiwardana et al., 2020). A031

faithful system means the system response is con-032

sistent with the appropriate knowledge. However,033

an unfaithful system will face the well-known ‘hal-034

lucination’ problem (Maynez et al., 2020).035

One effective technique to improve faithfulness036

and reduce hallucination of the dialogue system is037

Retrieval Augmented Generation (RAG) (Jiang038

et al., 2023b; Zhao et al., 2023), which retrieves039

passages from a knowledge base to augment the re-040

sponse. However, the retrieval process takes several041
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Figure 1: llustration of our contribution. The RAG sys-
tem is faithful but is time-consuming during inference,
while the RFG system offers faster reasoning speed but
tends to hallucinate. Our method achieved a good trade-
off between faithfulness and inference efficiency.

times longer than the generation process, leading to 042

severe inference inefficiency (Thulke et al., 2023). 043

A straightforward approach to improve inference 044

efficiency is to use the Retrieval Free Generation 045

(RFG), which discards the retrieval process and di- 046

rectly utilizes the knowledge injected in its param- 047

eters (Brown et al., 2020) to generate a response. 048

This distinction makes it more challenging for the 049

retrieval-free model to integrate correct knowledge 050

into responses. To address this challenge, Xu et al. 051

(2023) introduced a novel knowledge injection pre- 052

training scheme. Xu et al. (2022) stored knowledge 053

in multiple adapters, and Sun et al. (2023) proposed 054

mixed contrastive learning to improve faithfulness. 055

However, previous RFG methods exclusively 056

use human-labeled responses as the model training 057

target, which are natural and fluent but contain 058
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limited knowledge tokens. These labels will lead059

the model to imitate the response style and generate060

a fluent response, yet ignore learning how to fuse061

necessary knowledge into the output. In the WoW062

dataset, the SOTA RFG’s faithfulness is still 25%063

lower than RAG’s (Sun et al., 2023). Thus, a key064

question arises: Can we simultaneously ensure the065

dialogue system’s efficiency and faithfulness?066

To address this problem, we propose a training067

scheme named Retrieval Augmented to Retrieval068

Free Distillation (RA2FD) that utilizes a teacher-069

student framework to build a retrieval-free model070

to achieve higher faithfulness and maintain infer-071

ence efficiency. We distill the capacity to generate072

faithful responses from an oracle RAG teacher’s re-073

sponse to an RFG student model through sequence-074

level distillation. The core idea is these responses075

are more knowledge-infused than human-labeled076

responses. Furthermore, to fully use the teacher’s077

generation capacity, we let the teacher generate078

multiple knowledge-infused responses instead of079

only one. We then employ contrastive objectives to080

let the student model focus more on learning from081

a more faithful knowledge-infused response.082

We conduct our experiments on three knowledge-083

grounded dialogue benchmarks. A task-oriented084

dialogue called DSTC9 (Kim et al., 2018) and085

two open-domain chatbots named WoW (Dinan086

et al., 2019) and FaithDial (Dziri et al., 2022). Our087

method achieves faithfulness improvements by an088

average of 33% to the previous SOTA RFG base-089

line. It also boosts inference speed by 50 and 2090

times compared to the RAG methods on the DSTC9091

and WoW/FaithDial datasets. In summary, we con-092

tribute to improving the faithfulness of the retrieval-093

free generation model from three aspects:094

• We introduce a teacher-student framework to095

build a faithful and efficient RFG model. This096

model-agnostic framework can be directly ap-097

plied to fine-tune large language models.098

• In the framework, we use sequence-level dis-099

tillation to distill the faithfulness capacity100

from multiple knowledge-infused responses101

generated by an oracle RAG teacher to an102

RFG student. We use contrastive objectives to103

ensure it learns from a more faithful response.104

• Our method allows a retrieval-free model to105

achieve a new SOTA faithfulness performance106

on three knowledge-grounded dialogue bench-107

marks that match an RAG method while sig-108

nificantly improving inference efficiency.109

2 Related Work 110

The open-domain chatbot (Huang et al., 2020) and 111

task-oriented dialogue system (Zhang et al., 2020) 112

that generates a response based on knowledge has 113

received attention recently. 114

Unfaithfulness in LM Generation Unfaithfulness, 115

which includes the hallucinations (Ji et al., 2023) 116

phenomenon, is the response generated by an LM- 117

based dialogue system that is inconsistent or un- 118

faithful (Zhou et al., 2021; Filippova, 2020) to the 119

appropriate knowledge. Training data is essential 120

to the unfaithfulness problem in the LM-based di- 121

alogue system. Shen et al. (2021) filtered out un- 122

trustworthy samples from the training set, and Dziri 123

et al. (2022) removed hallucinations in the Wizard 124

of Wikipedia (WoW) dataset. 125

Retrieval Augmented Generation Open-domain 126

chatbots use retrieve-based methods (Karpukhin 127

et al., 2020; Eric et al., 2021; Li et al., 2022a; 128

Shuster et al., 2021) to alleviate unfaithfulness 129

of generation by integrating external knowledge 130

(such as Wikipedia) (Zhao et al., 2023; Jiang et al., 131

2023b) as the input context. Meanwhile, for the 132

task-oriented dialogue system that limits its exter- 133

nal knowledge to a specific document or knowledge 134

graph, the retriever (He et al., 2024; Rony et al., 135

2022; Kim et al., 2018) slightly diverges from the 136

chatbot. However, though retrieval enriches the 137

response information, such methods suffer from 138

severe inference inefficiency (Thulke et al., 2023). 139

Retrieval Free Generation One way to overcome 140

this drawback is to omit the retrieval process and 141

use knowledge stored in parameters to generate re- 142

sponses. Sun et al. (2023) used mixed contrastive 143

learning to enhance the knowledge elicitation pro- 144

cess. Diao et al. (2023); Bang et al. (2023); Emelin 145

et al. (2022) injected domain knowledge into the 146

adapter while fixing the pre-trained language model 147

(PLM). Instead of storing knowledge in multiple 148

adapters, Xu et al. (2023); Li et al. (2022b) injected 149

external knowledge into the PLM parameters. To 150

better probe knowledge in PLMs, Liu et al. (2022) 151

employed a multi-stage prompting approach in the 152

open-domain chatbot. However, the faithfulness 153

performance of existing retrieval-free methods is 154

still far from satisfactory. 155

This paper introduces a novel teacher-student 156

framework to build a retrieval-free dialogue model 157

with higher faithfulness and inference efficiency. 158

Previous retrieval-free methods exclusively use 159

human-labeled responses as the training target, 160

2



which are fluent but contain limited knowledge con-161

texts. These training targets will lead the model to162

imitate the response style yet ignore learning how163

to fuse necessary knowledge context into the out-164

put. Unlike previous works, we distill the capacity165

to generate faithful responses from the retrieval-166

augmented model to the retrieval-free model by167

training a retrieval-free model using the multiple168

knowledge-infused responses generated by an or-169

acle retrieval-augmented teacher, which are more170

knowledge-infused than human-labeled responses.171

3 Methodology172

Figure 2 presents the overview of our method.173

We first use an oracle retrieval-augmented teacher174

model to generate multiple knowledge-infused re-175

sponses. Then, we distill the capacity to gener-176

ate faithful responses from these responses to a177

retrieval-free student model through sequence-level178

distillation and contrastive learning.179

To keep the notation consistent with our method,180

let Ut = {ut−w+1, · · · , ut−1, ut} represent the di-181

alogue history with a window size of w turns, and182

t is the index of each turn. ut is the current user ut-183

terance. The knowledge-based dialogue system is184

designed to generate an informative response ut+1185

using Ut and a knowledge snippet with n tokens186

K = {k1, · · · , kn}.187

3.1 Teacher Model Training188

We employ an oracle Retrieval Augmented Gen-189

eration (RAG) (Shuster et al., 2021) model as a190

teacher to improve the faithfulness of a Retrieval191

Free Generation (RFG) student model.192

The oracle teacher model learns to predict the193

ground truth response ut+1 given the dialogue con-194

text Ut and the ground truth knowledge K. We195

let the loss of Maximum Likelihood Estimation196

(MLE) be the training loss of the teacher model.197

LMLE = −
|ut+1|∑
i=1

log pθ (wi | w<i, Ut,K) , (1)198

where wi is the i-th token of ut+1 and θ is the pa-199

rameters of the teacher model. We perform teacher200

model inference on the training set to obtain the201

knowledge-infused teacher responses through auto-202

regressive response generation:203

P (ût+1) = pθ (ût+1 | Ut,K)

=

|ût+1|∏
i=1

pθ (ŵi | ŵ<i, Ut,K) ,
(2)204

where ût+1 is the predicted response generated by 205

the teacher model on the training set and ŵi is the 206

i-th token of ût+1. 207

3.2 Knowledge Injection 208

We build a retrieval-free dialogue system that be- 209

gins with injecting knowledge into model parame- 210

ters. The external knowledge of the DSTC9 dataset 211

is the Frequently Asked Questions (FAQ) about 212

the domains and the entities mentioned in the cor- 213

pus. The external knowledge K can thus be further 214

split into question KQ = {q1, · · · , qi} and answer 215

KA = {a1, · · · , aj} with K = {KQ,KA}. We in- 216

ject external knowledge by fine-tuning a language 217

model on the FAQ corpus using an MLE loss: 218

LIN = − log pϕ (KA | KQ)

= −
j∑

t=1

log pϕ (at | a<t,KQ) ,
(3) 219

where ϕ is the parameters of the retrieval-free gen- 220

eration model, and the model learns to predict the 221

knowledge tokens for each step in a teacher-forcing 222

(Williams and Zipser, 1989) paradigm. 223

For the Wizard of Wikipedia (WoW) and Faith- 224

Dial datasets, we directly take the pre-trained lan- 225

guage model as the Wikipedia knowledge-injected 226

model since Wikipedia is a commonly used corpus 227

in the language model’s pre-training. 228

3.3 Sequence Level Distillation 229

Although the model can remember the external 230

knowledge to some extent after knowledge injec- 231

tion, its faithfulness performance is still far from 232

satisfactory. 233

To further enhance our retrieval-free generation 234

model, we utilize the teacher-generated knowledge- 235

infused label ût+1 as a training reference instead of 236

using the ground truth label ut+1 (Kim and Rush, 237

2016). Concretely, we continue to fine-tune the 238

student model’s parameters ϕ by minimizing the 239

following NLL loss: 240

LNLL = −
|ût+1|∑
i=1

log pϕ (ŵi | ŵ<i, Ut) , (4) 241

Unlike the teacher model, the retrieval-free student 242

model does not require explicit knowledge input 243

during model training and inference. 244
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Figure 2: The oracle retrieval augmented teacher generates multiple knowledge-infused responses with ground truth
knowledge input (Section 3.1). The student model first injects external knowledge into model parameters (Section
3.2), then performs distillation with NLL and CL loss using the teacher-generated labels (Section 3.3 and 3.4).

3.4 Multi-Label Contrastive Learning245

Instead of letting the teacher model generate only246

one response, we let the teacher model gener-247

ate multiple responses to fully utilize the teacher248

model’s generation ability. Furthermore, we pro-249

pose multi-label contrastive learning to improve250

the faithfulness of the student model.251

Let YT =
{
û1t+1, û

2
t+1, · · · , ûMt+1

}
be M differ-252

ent labels the teacher model generates when per-253

forming beam-search on the training set. These M254

labels are ranked in descending order based on their255

total scores of fluency and faithfulness described256

in section 4.2. The prediction log-likelihood of257

teacher label ûit+1 with Li length is:258

ℓi(ϕ) =
1

Li

|ûi
t+1|∑
j=1

log pϕ
(
ŵi
j | ŵi

<j , Ut

)
. (5)259

We encourage the model’s prediction likelihood260

of a higher score label to be larger than the lower261

score label. To further enhance the student model to262

generate superior responses, we define a contrastive263

learning object for student model training:264

LCL =
1

M

M∑
m=1

M∑
n=m+1

max {0, ρ− (ℓm(ϕ)− ℓn(ϕ))} ,

(6)265

ρ is a pre-defined margin. The overall retrieval-free266

student model fine-tuning objective is:267

L = LNLL + αLCL, (7)268

where the hyper-parameter α ∈ [0, 1] regulates the269

importance of these two components.270

4 Experiments 271

4.1 Dataset 272

We conduct our experiments on the following three 273

knowledge-grounded dialogue datasets: 274

DSTC9: A task-oriented conversation dataset in 275

customer service scenarios. DSTC9 contains 9,167 276

conversations and 23,838 utterance pairs. These 277

were newly collected (Kim et al., 2018) based on 278

9,139 knowledge candidates from FAQ web pages 279

about the domains and entities in the original Mul- 280

tiWOZ2.1 (Eric et al., 2020) databases. 281

WoW: WoW is a commonly used open-domain 282

knowledge-grounded dialogue based on Wikipedia. 283

It involves two speakers, a knowledgeable wizard 284

and an inquisitive apprentice, who start to discuss 285

an initial topic. The dataset comprises 22,311 con- 286

versations with 201,999 turns. The test set includes 287

‘Seen’ and ‘Unseen’ to assess the model perfor- 288

mance on familiar and new topics. 289

FaithDial: FaithDial (Dziri et al., 2022) is built 290

based on the WoW dataset, which uses a data- 291

centric method to revise the response in the original 292

dataset to be more faithful and creative. The Faith- 293

Dial contains 5,649 dialogues consisting of 50,761 294

utterances, and each dialogue uses the same knowl- 295

edge candidate pool as the WoW dataset. 296

4.2 Evaluation Metrics 297

This paper uses automatic metrics to evaluate flu- 298

ency and faithfulness. We also perform a turn-level 299

human evaluation to investigate system responses 300

generated by different methods. 301

Fluency: We employ widely used text genera- 302

tion measures, including BLEU (Papineni et al., 303
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DSTC9 Fluency Faithfulness
Size

Method Model BLEU ↑ METEOR ↑ ROUGE-L ↑ KF1 ↑ BERTScore ↑

RAG

BART 16.46 22.35 35.67 48.20 89.83 523M

Llama 2 17.58 22.98 37.60 44.58 89.18 7.1B

Mistral 17.79 23.00 37.72 44.64 89.18 7.1B

RFG

BART 15.77 21.66 35.21 34.22 87.42 406M

Llama 2 17.03 22.58 37.12 35.64 87.66 7B

Mistral 17.17 22.14 36.73 34.88 87.46 7B

RFG
(RA2FD+)

BART 15.66 22.38 35.92 43.48 89.08 406M

Llama 2 18.24 23.82 39.03 46.99 89.69 7B

Mistral 18.60 23.70 38.84 48.27 89.92 7B

Table 1: Evaluation results of the RAG and RFG methods on the DSTC9 dataset. We highlight the best results
with boldface and underline the second-best result. Our proposed RA2FD outperforms all RFG baselines by a
substantial margin in all metrics, boosts the KF1 score of fine-tuned models (i.e., Method: RFG) by an average of
32.41%, and even outperforms the best-performing RAG-BART.

2002), ROUGE (Lin, 2004), and METEOR304

(Denkowski and Lavie, 2014), to evaluate the flu-305

ency of the model generations compared to ground-306

truth human responses.307

Faithfulness: To assess the faithfulness of the308

generated response, we use KnowledgeF1 (KF1)309

(Shuster et al., 2021). KF1 measures the uni-gram310

word overlap between the generated response and311

the external knowledge that the human relied on312

during data collection. We also use BERTScore to313

measure the semantic (Zhang* et al., 2020) similar-314

ity between a response and knowledge.315

4.3 Baselines Details316

I). Retrieval Free Generation (RFG): RFG gener-317

ates system response by leveraging the implicit318

knowledge within its parameters319

We use Llama 2-7b (Touvron et al., 2023),320

Mistral-7b (Jiang et al., 2023a), BART-Large321

(Lewis et al., 2020), KnowExpert (Xu et al., 2022),322

and the previous SOTA method in the WoW dataset,323

MixCL (Sun et al., 2023), as RFG baseline. Ap-324

pendix A.2 shows the details of these methods.325

II). Retrieval Augmented Generation (RAG):326

The RAG first retrieves knowledge snippiest from327

a knowledge base and incorporates it with the dia-328

logue context to generate responses. We fine-tune329

Llama 2-7b, Mistral-7b, and BART-Large on three330

downstream tasks as our generation models.331

The DSTC9 dataset’s knowledge base consists of332

12,039 FAQs about the domains and entities men-333

tioned in the corpus. The knowledge candidates for334

each turn of the WoW and FaithDial datasets are335

about 70 Wikipedia abstracts relevant to the wizard336

and apprentice discussion topic. 337

III). We use a cross-encoder-based retriever 338

(Thulke et al., 2023) detailed in Appendix A.3 to en- 339

hance different language models to generate system 340

responses on DSTC9, WoW, and FaithDial bench- 341

marks. We also compare RA2FD with RAG meth- 342

ods equipping different retrievers in Appendix A.4. 343

5 Experimental Results 344

5.1 Evaluation on DSTC9 345

Table 1 displays the automatic evaluation results on 346

the DSTC9 dataset. Language models in the first 347

section (Method: RAG) employ the same knowl- 348

edge retriever with a capable retrieval accuracy: 349

68.75% on R@1, 90.25% on R@5, and 77.64% on 350

MRR@5. From Table 1, we can deduce that: 351

I) The retriever (Method: RAG) boosts the KF1 352

score of all fine-tuned language model baselines 353

(Method: RFG) by 31.30% on average and further 354

enhances generation fluency across all metrics; 355

II) Compared to RA2FD’s corresponding coun- 356

terpart (e.g., RA2FD + Llama2 vs. Llama2 in RFG 357

Method), all fine-tuned language models obtain a 358

considerable faithfulness improvement of the re- 359

sponse (32.41% higher KF1 score on average); 360

III) The KF1 performance of RA2FD is close to 361

the leading RAG method (i.e., RA2FD + Mistral vs. 362

BART in the RAG Method). Furthermore, RA2FD 363

enables a pre-trained language model to excel in 364

METEOR and ROUGE-L scores; 365

IV) RA2FD’s retrieval-free architecture saves 366

about 117M parameters compared to its corre- 367

sponding counterpart in model size (e.g., RA2FD + 368

Llama2 vs. Llama2 in the RAG Method). 369

5



WoW
Test seen Test unseen

SizeFluency Faithfulness Fluency Faithfulness

Method Model B4 ↑ MT ↑ KF1 ↑ BT ↑ B4 ↑ MT ↑ KF1 ↑ BT ↑

RAG

BART 6.28 9.68 29.88 85.54 6.01 9.62 30.83 85.54 531M

Llama 2 6.32 11.02 30.02 85.56 6.10 10.81 30.97 85.56 7.1B

Mistral 6.75 11.08 29.63 85.58 6.70 11.02 30.79 85.63 7.1B

RFG

BART 4.43 8.57 18.42 83.36 2.47 7.90 14.87 82.73 406M

Llama 2 4.85 10.00 19.19 83.56 3.86 9.06 15.58 82.86 7B

Mistral 5.04 10.11 18.56 83.35 3.46 9.12 14.65 82.50 7B

MixCL 2.70 20.50* 22.30 \ 1.40 18.00* 18.00 \ 406M

KnowExpert 3.19 8.05 13.68 82.38 2.06 7.14 11.45 81.75 117M

RFG
(RA2FD+)

BART 5.48 8.74 26.53 84.76 1.73 7.27 18.04 82.89 406M

Llama 2 5.18 9.75 27.85 84.95 3.57 9.27 23.21 83.79 7B

Mistral 5.25 10.30 27.50 84.87 3.50 9.25 21.43 83.56 7B

Table 2: Evaluation results of the RAG and RFG methods on the WoW dataset. We highlight the best results with
boldface and underline the second-best result. Our proposed RA2FD outperforms all RFG baselines in fluency and
faithfulness of model response by a substantial margin and achieves a 24.89% higher KF1 score than the previous
SOTA baseline, MixCL. The proposed RA2FD even approaches the best RAG-Llama 2.

DSTC9 BART Llama2 Mistral

Base 15.77 / 34.22 17.03 / 35.64 17.17 / 34.88

+LIN 15.91 / 36.60 17.69 / 38.28 17.17 / 37.50

+LNLL 15.57 / 41.44 17.16 / 43.85 18.15 / 45.71

+LCL 15.66 / 43.48 18.24 / 46.97 18.60 / 48.27

Table 3: Study of model-agnostic of RA2FD on the
DSTC9 dataset, indicated by the BLEU and KF1 scores.
Revealing that the proposed method enhances the faith-
fulness of generated responses by an average of 32.41%
while preserving fluency in task-oriented dialogues.

5.2 Evaluation on WoW and FaithDial370

Table 2 1 and Table 5 show the automatic evaluation371

results of the WoW and FaithDial datasets. Three372

retrieval-augmented methods in the first section373

(Method: RAG) of both tables utilize the same374

retriever with the same retrieval accuracy of 25.02%375

on R@1 and 59.88% on R@5 due to the same376

knowledge pool used in FaithDial and WoW.377

Note that although the retrieval accuracy of378

25.02% on R@1 is much lower than the R@1 of379

68.78% in the task-oriented dataset DSTC9, it is380

still proven to be outstanding (Kim et al., 2020).381

In comparison, the human-level accuracy is only382

17.10% on R@1 in this open-domain retrieval task.383

On the seen test set of the WoW and FaithDial,384

1Unlike the toolkit (Lavie and Agarwal, 2007) used
in MixCL, we use the latest METEOR implementation
(Denkowski and Lavie, 2014), which results in an incom-
parable result *.

WoW BART Llama2 Mistral

Base 4.43 / 18.42 4.85 / 19.19 5.04 / 18.56

+LNLL 4.77 / 24.99 5.16 / 25.84 5.24 / 26.35

+LCL 5.48 / 26.53 5.18 / 27.85 5.25 / 27.50

Table 4: The ablation study conducted on the WoW
dataset highlights the model-agnostic characteristics of
RA2FD. It enhances the generation’s faithfulness by an
average of 45.77%. Our method also improves fluency
in the response generated by the model.

RA2FD surpasses all previous RFG baselines in 385

fluency and faithfulness. Specifically, RA2FD + 386

Llama2 achieves a 24.89% higher KF1 score than 387

the previous SOTA baseline, MixCL, in the WoW 388

dataset. It only falls slightly behind the KF1 score 389

achieved by the top-performing RAG method (i.e., 390

RA2FD + Llama2 vs. Llama2 in the RAG Method). 391

Although the performance of RA2FD dipped in the 392

unseen test set of WoW, it still achieved a SOTA 393

result in faithfulness and fluency. 394

5.3 Ablation Studies 395

Model-agnostic of RA2FD: Our proposed RA2FD 396

is compatible with fine-tuning various pre-trained 397

language models. Table 3 and Table 4 compare 398

RA2FD with several of its ablative variants. 399

Base: A pre-trained language model fine-tuned 400

on the DSTC9 or WoW dataset, equivalent to the 401

baseline (i.e., BART, Llama 2, and Mistral) in the 402

RFG part of Table 1 and Table 2. 403
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FaithDial
Test seen Test unseen

SizeFluency Faithfulness Fluency Faithfulness

Method Model B4 ↑ MT ↑ KF1 ↑ BT ↑ B4 ↑ MT ↑ KF1 ↑ BT ↑

RAG

BART 6.86 12.46 24.30 84.63 7.40 13.02 24.75 84.52 531M

Llama 2 7.11 13.31 25.26 84.80 7.39 13.59 25.76 84.71 7.1B

Mistral 6.81 13.03 25.10 84.75 7.44 13.50 25.53 84.68 7.1B

RFG

BART 5.20 11.34 13.00 82.57 4.79 11.01 12.13 82.30 406M

Llama 2 6.10 12.10 16.90 83.16 5.39 11.75 16.37 82.99 7B

Mistral 5.78 11.67 15.60 82.93 5.64 11.71 15.89 82.87 7B

RFG
(RA2FD+)

BART 5.55 11.58 18.45 83.47 4.81 10.73 14.63 82.59 406M

Llama 2 5.78 12.77 23.39 84.29 5.62 12.09 20.02 83.49 7B

Mistral 5.85 12.47 22.38 84.09 5.29 12.40 20.83 83.61 7B

Table 5: Evaluation results of RAG and RFG methods on the FaithDail dataset. We highlight the best results in
boldface and underline the second-best result. The proposed RA2FD also effectively improves the faithfulness of a
fine-tuned language model on the FaithDail dataset. The retriever’s performance is identical to the WoW dataset due
to the same knowledge pool used in FaithDial and WoW.

+LIN: A knowledge-injected version (Sec-404

tion 3.2) of the original pre-trained language model.405

We only inject task-oriented knowledge of the406

DSTC9 dataset and directly utilize the pre-trained407

Wikipedia knowledge in PLM for the WoW and408

FaithDial datasets. With the knowledge injected409

into model parameters, all basic PLM enhance their410

generation capabilities regarding fluency and faith-411

fulness on the DSTC9 dataset.412

+LNLL: We perform sequence-level distil-413

lation (Section 3.3) on the knowledge-injected414

model (+LIN) when the response generated by415

the teacher model is only one (i.e., M = 1). Com-416

pared with the original label (Base), using a teacher-417

generated knowledge-infused response based on a418

knowledge-injected model can improve the KF1419

score by an average of 23.41% and 45.77% on the420

DSTC9 and WoW datasets, respectively. This part421

of the approach contributes the most to the overall422

performance gains in our proposed approach.423

+LCL: Instead of generating only one response,424

we let the teacher output multiple knowledge-425

infused responses and use these responses in model426

distillation (Section 3.4). With multiple teacher427

labels, the knowledge-injected language model fur-428

ther improves its faithfulness in a generation.429

In summary, I) RA2FD is model-agnostic and430

compatible with fine-tuning various pre-trained lan-431

guage models, and II) RA2FD can considerably en-432

hance a dialogue system’s fluency and faithfulness.433

Faithfulness V.S. Number of labels: To explore434

how the quantity of labels generated by the teacher435

influences the faithfulness of the student model,436

Figure 3: The performance of RA2FD + BART tends
to converge when the number of labels is larger than 5.
The left bottom shows the average improvement against
the fine-tuned language model (i.e., Method: RFG).

we adjust the label count from 1 to 7 and plot the 437

corresponding performance trends. Our findings 438

in Figure 3 show a significant enhancement in the 439

faithfulness of the student retrieval-free generation 440

model as the label count increases from 1 to 3 for all 441

three datasets. The improvements converge when 442

the label count exceeds 5. Consequently, we use 443

five teacher-generated responses in our method. 444

5.4 Efficiency Analysis 445

Since the FaithDial dataset uses the same knowl- 446

edge pool as the WoW dataset, we only compared 447

the inference efficiency of retrieval-augmented and 448

retrieval-free generation methods on the DSTC9 449

and WoW datasets. 450
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Retrieval 

Augmented

Retrieval 

Free

BART
Mistral

Llama 2

RA2FD + Llama2

(Ours)
RAG + BART

RAG + Mistral

RAG + Llama 2

Retrieval 

Augmented

Retrieval 

Free

RAG + Llama 2

RAG + Mistral

BART
Llama 2

Mistral

RA2FD + Llama2

(Ours)

MixCL

KnowExpert

Figure 4: We investigate the correlation between inference latency (in seconds) per sample and the faithfulness
of the response on the DSTC9 (left, in logarithmic scale) and WoW (right) datasets. The previous retrieval-free
generation method boasts rapid inference speeds but experiences a severe decline in performance. In contrast, our
proposed RA2FD performs on par with retrieval-augmented approaches while offering swift reasoning speed.

Faithfulness Humanness

DSTC9 WoW FaithD DSTC9 WoW FaithD

BART 2.68 1.96 1.84 3.32 3.56 3.48

Llama 2 2.76 2.01 2.04 3.43 3.58 3.59
Mistral 2.72 1.98 2.04 3.48 3.60 3.52

RA2FD 3.06 2.24 2.26 3.52 3.62 3.56

Table 6: Our proposed RA2FD + Llama 2 (RA2FD)
achieves the best performance in faithfulness without
compromising humanness in the human evaluation.

Appendix A.5 thoroughly analyzes the computa-451

tional resources required for training the RAG and452

the proposed RA2FD method.453

As outlined in Figure 4, while retrieval does454

enhance the faithfulness of the language model’s455

generation (i.e., retriever + Llama 2 vs. Llama 2),456

it notably increases inference latency, especially457

when pulling knowledge from an extensive knowl-458

edge base. Notably, the latency of inference times459

on the DSTC9 dataset is on a logarithmic scale460

since each model inference requires knowledge re-461

trieval from a database containing 12,039 entries.462

Thus, the retriever takes roughly 50 times longer463

than the generation process at each inference time.464

The time spent retrieving the WoW dataset is465

approximately double the generation time, with466

each retrieval set at around 70 candidate knowl-467

edge entries. Compared to the retrieval-augmented468

method, our proposed RA2FD performs on par469

with retrieval-augmented methods and offers faster470

reasoning speed for both datasets.471

5.5 Human Evaluation 472

We randomly select 100 dialogues from each test 473

set of three datasets for evaluation. We provided 474

five master-level annotators with the dialog con- 475

text, the model response, and the associated knowl- 476

edge. Annotators assign Faithfulness scores ({1: 477

bad}, {3: moderate}, {5: perfect}) to evaluate the 478

alignment of the generated response with the given 479

knowledge. They also assign Humanness scores 480

({1: bad}, {3: moderate}, {5: perfect}) to assess 481

fluency and naturalness. 482

Table 6 presents the results of human evaluations 483

for four distinct methods of retrieval-free genera- 484

tion. The discrepancy in faithfulness between the 485

DSTC9 and WoW/FaithDial datasets demonstrates 486

the inherently open-ended nature of the conversa- 487

tion process in open-domain chatbots. Notably, our 488

approach performs best regarding faithfulness in 489

both datasets without compromising fluency. 490

6 Conclusions 491

In this paper, we proposed a Retrieval Augmented 492

to Retrieval Free Distillation (RA2FD) training 493

scheme to improve the faithfulness of the retrieval- 494

free dialogue generation model. Extensive ex- 495

periments conducted on the DSTC9, WoW, and 496

FaithDial datasets demonstrate that RA2FD outper- 497

forms existing retrieval-free generation methods 498

and achieves a state-of-the-art result on all datasets. 499

Moreover, the faithfulness of our proposed method 500

is comparable to retrieval-augmented generation 501

methods while offering a faster inference speed. 502
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Limitations503

Since the proposed method relies on a retrieval-504

augmented teacher model to help improve the faith-505

fulness of the retrieval-free student model, a dia-506

logue dataset that pairs with external knowledge507

is required. Thus, an efficient knowledge update508

method for the proposed method is required when509

the external knowledge changes, potentially becom-510

ing our future research direction.511

Ethical Considerations512

All the pre-trained language models used in our pa-513

per are downloaded from the Huggingface publicly514

released model card, and we strictly follow the user515

license. Our study conducts all experiments us-516

ing publicly available datasets and strictly follows517

their usage terms to sidestep any ethical issues.518

Although the method proposed in this paper signif-519

icantly improves the faithfulness of a retrieval-free520

generation model, there is still a risk of potential521

misuse. For example, when given misleading in-522

formation as input, dialogue systems may spread523

misinformation. Thus, adding harmful information524

detection to the retrieval-augmented and retrieval-525

free dialogue system is necessary for practical use.526
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Dialogue history
· · ·
User: let’s do the uhhh regular holiday inn fisherman’s
wharf uhhh can you give me the zip code.

Bot: ok. sure that zip code is nine four one three three.

User: ok uhhh do they speak french?

Ground Truth Knowledge
Question: Do you provide multi-lingual services?
Answer: Danish, English, Spanish, French, Italian, Chi-
nese, and Japanese are spoken at Holiday Inn Fisherman’s
Wharf.

BART: Yes, they do speak French at the Holiday Inn Ex-
press. Would you like to make a reservation?

RA2FD + BART: The languages spoken at the Holiday
Inn Express are English, Spanish, French, and Chinese.
Can I help you with anything else?

Table 7: An example of model outputs on the DSTC9
test set. Our approach accurately lists all the languages
the Holiday Inn Express hotel supports. In contrast,
the baseline method provides incomplete information or
presents incorrect details.

A Appendix794

A.1 Case Study795

We provide examples of model output in Table 7796

and Table 8. The information provided only in our797

method is highlighted in red, demonstrating that798

our proposed method improves the faithfulness of799

the retrieval-free generation model.800

A.2 Baseline and Implementation Details801

This subsequent section details the baseline meth-802

ods featured in our primary results. Llama 2-7b,803

Mistral-7b, BART-Large are general pre-trained804

language models. In contrast, MixCL and Know-805

Expert are specialized retrieval-free dialogue gen-806

eration models designed for the WoW dataset.807

Llama 2-7b (Touvron et al., 2023): A most pop-808

ular open-access large language model trained on809

2 trillion tokens with much longer context length.810

Mistral-7b (Jiang et al., 2023a): A widely used811

large language model, which outperforms Llama812

2-7b in various benchmarks.813

BART-Large (Lewis et al., 2020): An encoder-814

decoder transformer (Vaswani et al., 2017) pre-815

trained on a large corpus including Wikipedia using816

de-noising techniques.817

MixCL (Sun et al., 2023): A BART-Large-based818

model using a novel mixed contrastive objective to819

optimize the implicit knowledge elicitation process820

of the language model.821

KnowExpert (Xu et al., 2022): It employs822

Dialogue history
· · ·
Bot: I love toga party’s my Halloween party was based off
Greek costumes for this theme.

User: I have never heard about this before. Can you explain
to me what it means. Toga party!

Bot: Really it is very awesome toga party’s is based solely
off games costumes etc of Roman or Greek themes.

User: I see. Why do you chose so much interest in it?

Ground Truth Knowledge
Toga parties held by college or university students are
associated with keg parties and excessive drinking.

BART: I just like toga parties because the theme is based
off the fact that the togas or togas allowed women to cover
their bodies in a style similar to what was seen in ancient
Rome and Greece.

RA2FD + BART: I like toga parties, because toga parties
are associated with keg parties and excessive drinking.

Table 8: An example of model outputs on the WoW test
set. Our approach delivers precise background knowl-
edge about toga parties, whereas other methods yield
dull responses or offer information containing wrong
information.

a mixed-adapter architecture to adapt the GPT-2 823

model to open-domain dialogues. 824

We describe the training and Inference configu- 825

rations used in our experiments as follows: 826

I) Training: We trained all methods in our pa- 827

per using NVIDIA A100 GPUs, evaluating every 828

epoch until the model outputs on the validation 829

set have no further improvement in evaluation met- 830

rics. We use a batch size of 64 and the AdamW 831

(Loshchilov and Hutter, 2018) optimizer with a 832

linear learning rate (LR) scheduler. 833

We fine-tune BART on the WoW and FaithDial 834

datasets for 20 and 10 epochs with a learning rate 835

of 5e-5 and 7e-6. For the DSTC9 dataset, we fine- 836

tune BART with an LR of 3e-6 for 40 epochs. 837

For large language models, Llama 2-7b and 838

Mistral-7b, we adopt LoRA (Hu et al., 2022) to 839

fine-tune Llama 2 and Mistral on three downstream 840

datasets for 10 epochs with a learning rate of 1e- 841

4. Each method’s detailed training time cost and 842

memory usage are shown in Table 10 and Table 11. 843

The hyper-parameters selection process on the 844

DSTC9 dataset is described as follows: We first set 845

α to 1 and ρ to 0 and change M to find the best 846

value of 5 for M . Then, we fix M to 5 and α to 1 847

and change ρ to find the best value 6 for ρ. Finally, 848

we fix M to 5 and ρ to 6 and vary α to find the best 849

value of 0.5 for α. Figure 3 in our paper depicts the 850

effect of M on our method’s performance when set 851
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Dataset Method
Fluency Faithfulness Latency Accuracy

B4 MT R-L KF1 BT Time(s) R@1

DSTC9

BM25 + Llama 2 14.30 19.91 33.48 30.26 86.50 1.60 11.36

Bi-encoder + Llama 2 14.86 20.40 33.98 33.87 87.14 2.11 23.98

Cross-encoder + Llama 2 17.58 22.98 37.60 44.58 89.18 36.89 68.75

RA2FD + Llama 2 18.24 23.82 39.03 46.99 89.69 1.11 \

WoW

BM25 + Llama 2 2.50 8.36 14.98 14.65 82.41 1.07 4.59

Bi-encoder + Llama 2 3.23 9.07 16.46 18.59 83.31 1.48 8.98

Cross-encoder + Llama 2 6.32 11.02 19.50 30.02 85.56 1.60 25.02

RA2FD + Llama 2 5.18 9.75 17.20 27.85 84.95 1.07 \

Table 9: We use the RAG method using different retrievers to compare our proposed RA2FD against the retrieval
augment dialogue generation method. RA2FD consistently outperforms the BM-25 and Bi-encoder-based RAG
methods across all fluency and faithfulness metrics and achieves the fastest inference speeds.

ρ to 6 and α to 0.5. A similar selection process is852

performed for other datasets.853

In summary, for the hyper-parameters used in854

our method, we set parameter α to 0.1 for the855

WoW and FaithDial datasets and 0.5 for the DSTC9856

dataset. The number of teacher-generated labels857

M is set to 5 for all three datasets, and the margin858

ρ is set to 6.859

II) Inference: For the inference results on the860

test and validation set, we employ beam search861

with a max sequence length of 60 tokens and a862

beam width of 5.863

A.3 Cross-Encoder Retriever Implementation864

The cross-encoder-based knowledge retriever used865

a neural network to distinguish knowledge snippets866

from a knowledge base.867

We first randomly sample C−1 knowledge snip-868

pets from the knowledge base as negative candi-869

dates for model training. The negative candidates,870

along with the ground truth knowledge, can be de-871

noted as S = {K1,K2, · · · ,Kg, · · · ,KC}, where872

g is the index of the ground truth knowledge.873

Then the dialogue history Ut is contacted with874

each knowledge candidates to construct C history-875

knowledge pairs {[Ut, k1], · · · , [Ut, kC ]}.876

These history-knowledge pairs were passed877

through RoBERTa (Liu et al., 2020) to obtain a878

sequence-level representation averaged on the last879

hidden state of each token of the history-knowledge880

pair, which can be written as Hu = [hu,1,hu,2,881

· · · ,hu,C ] ∈ Rd×C , where d is the dimension of882

sentence level representation vector. Finally, the883

sequence-level representation is passed through a884

linear layer W ∈ R1×d to obtain classification dis-885

tributions pu. 886

pu = [pu,1, · · · , pu,C ] = softmax(WHu). (8) 887

We use a cross-entropy loss on the classification 888

logits to guide the network to choose the ground 889

truth knowledge in C knowledge candidates, which 890

can be written as: 891

LCE = − log (pu,g) . (9) 892

During inference, the selected knowledge snip- 893

pet can be written as KS = {lk | argmax p(lk | 894

Wt), k ∈ K}, where lk is a knowledge candidate 895

in the knowledge base. 896

We utilize five negative candidates to train the re- 897

triever model on the DSTC9, WoW, and FaithDial 898

datasets. The batch size for fine-tuning the pre- 899

trained model is set to 64. We adopt an AdamW 900

optimizer with a learning rate of 1e-5 and an ϵ of 901

1e-8, and the total training epoch is set to 10. 902

A.4 Ablation Study on Retriever 903

We use the cross-encoder-based retriever to retrieve 904

relevant knowledge from the external knowledge 905

base for better retrieval accuracy. 906

In this section, we compare our proposed 907

RA2FD with two additional retrievers, BM25 908

(Robertson et al., 1995) and Bi-encoder-based 909

(Thulke et al., 2023) retriever, to further demon- 910

strate its effectiveness. The "Latency" column in 911

Table 9 represents the time required for inferring 912

one sample with the model, while the "Accuracy" 913

column reflects the retrieval accuracy. 914

The Bi-encoder calculates the similarity between 915

the OpenAI embedding (text-embedding-3-small) 916
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DSTC9 Time Cost Memory

Method Model Train/
epoch(s)

Infer/
sample(s) Train Infer

\ Retriever 345 35.87 15G 6G

RAG

BART 945 36.33 32G 10G

Llama 2 1661 36.92 80G 23G

Mistral 1679 36.85 80G 23G

RFG

BART 917 0.42 15G 4G

Llama 2 1517 1.02 63G 17G

Mistral 1505 0.91 63G 17G

RA2FD+
(Ours)

BART 932 0.45 16G 4G

Llama 2 1520 1.11 65G 17G

Mistral 1569 0.91 65G 17G

Table 10: Computational resources analysis on the
DSTC9 dataset shows that RA2FD uses the same re-
sources as RFG but less than the RAG part. Further-
more, RA2FD significantly outperforms RFG and nearly
matches RAG in faithfulness.

2 of dialogue history and knowledge candidates917

to select the candidate with the highest similarity918

score as the retrieved knowledge.919

As shown in Table 9, these two retrievers boost920

the inference speed, especially in the DSTC9921

dataset, compared with the cross-encoder-based922

retriever used in our paper’s main results. However,923

the inference speed and response faithfulness are924

inferior to our proposed RA2FD method. The main925

reason is that a retriever with lower retrieval accu-926

racy will feed incorrect external knowledge into927

the generation model. Given the dialogue history928

and incorrect knowledge, this wrong information929

will mislead the dialogue system in generating a930

faithful response.931

Nevertheless, our proposed RA2FD method con-932

sistently surpasses the BM-25 and Bi-encoder-933

based RAG methods across all fluency and faithful-934

ness metrics, achieving the fastest inference speeds.935

The comparison between various RAG methods936

with different retrievers and our proposed RA2FD937

further validates the effectiveness of our proposed938

method.939

A.5 Computational Resources Analysis940

This section provides a detailed analysis of compu-941

tational resources for the methods presented in our942

main results.943

According to the ablation study shown in Table 3944

and Table 4, the ablative variants of +LIN (i.e.,945

2https://openai.com/index/new-embedding-models-and-
api-updates/

WoW Time Cost Memory Usage

Method Model Train/
epoch(s)

Infer/
sample(s) Train Infer

\ Retriever 907 0.53 15G 6G

RAG

BART 2486 1.04 34G 10G

Llama 2 4481 1.65 83G 24G

Mistral 4579 1.58 83G 24G

RFG

BART 2411 0.52 18G 4G

Llama 2 4257 1.12 65G 18G

Mistral 4153 1.05 65G 18G

RA2FD+
(Ours)

BART 2451 0.55 18G 4G

Llama 2 4280 1.07 67G 18G

Mistral 4128 1.04 67G 18G

Table 11: Computational resources analysis on the WoW
dataset indicates the same conclusion as in the DSTC9
dataset. The proposed RA2FD significantly improves
the faithfulness of the original pre-trained language
model while not requiring additional resources.

M=1) contribute the most performance gains to 946

our proposed RA2FD method. Thus, in the follow- 947

ing analysis, we set the number of responses M 948

generated by the teacher model to one, consider- 949

ing the trade-off between overall performance and 950

computing complexity. 951

The time cost and memory usage shown in Ta- 952

ble 10 and Table 11 demonstrate that our proposed 953

RA2FD training scheme significantly improves the 954

overall performance of the RFG counterpart while 955

not requiring additional computational resources. 956

It is important to note that RA2FD + Llama2 and 957

RA2FD + Mistral exhibit superior performance 958

to RA2FD + BART due to their larger parame- 959

ter scales, but their overall effectiveness remains 960

comparable. However, RA2FD + RART requires 961

only half the training and inference time needed 962

by RA2FD + Llama2 and RA2FD + Mistral and 963

consumes just a quarter of the GPU memory usage. 964

Thus, the RA2FD + RART is more cost-effective 965

considering the computational resources and over- 966

all performance trade-offs. 967
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