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Abstract

Large Language Models (LLMs) have demon-001
strated remarkable capabilities across various002
tasks, yet they often exhibit a specific cultural003
bias, neglecting the values and linguistic di-004
versity of low-resource regions. This cultural005
bias not only undermines universal equality but006
also risks reinforcing stereotypes and perpetu-007
ating discrimination. To address this, we pro-008
pose CulFiT, a novel culturally-aware training009
paradigm that leverages multilingual data and010
fine-grained reward modeling to enhance cul-011
tural sensitivity and inclusivity. Our approach012
synthesizes diverse cultural-related questions,013
constructs critique data in culturally relevant014
languages, and employs fine-grained rewards to015
decompose cultural texts into verifiable knowl-016
edge units for interpretable evaluation. We017
also introduce GlobalCultureQA, a multilin-018
gual open-ended question-answering dataset019
designed to evaluate culturally-aware responses020
in a global context. Extensive experiments on021
three existing benchmarks and our GlobalCul-022
tureQA demonstrate that CulFiT achieves state-023
of-the-art open-source model performance in024
cultural alignment and general reasoning1.025

1 Introduction026

Large Language Models (LLMs) have demon-027

strated remarkable capabilities across a wide range028

of tasks, including reasoning (Ahn et al., 2024;029

Huang et al., 2023), natural language understand-030

ing (Yuan et al., 2024; Bi et al., 2024), and daily031

communication. Owing to their advanced function-032

alities, LLMs have gained widespread popularity033

globally. However, these models often exhibit a034

Western-centric perspective (Wang et al., 2023b;035

Shen et al., 2024) and tend to neglect the values036

and differences of regions with low-resource lan-037

guages (Naous et al., 2024). This cultural bias not038

only challenges the principle of universal equality039

1Code is available on Anonymous GitHub

阴阳家，他们认为世界是由阴阳两大
基本原则构成的。这些原则在自然界
中是相互矛盾、相互转化的对立面。

The Yin-Yang school, who believes that the world is composed of two fundamental principles: Yin and Yang.

These principles are opposing forces in nature that contradict and transform into each other. (Translated)

Which Chinese philosophical system 

emphasizes natural change and is 

associated with naturalism?

中国哪个哲学体系强调自
然变化并与自然主义相关？

Daoism, as it is a philosophy that 

emphasizes living in harmony with 

natural elements and processes.

Figure 1: An example of language inconsistency. When
asked cultural-specific questions, LLMs can generate
correct answers in the local language but fail to provide
appropriate responses in English.

but also poses significant risks, such as reinforc- 040

ing stereotypes, perpetuating discrimination, and 041

potentially inciting social conflicts. Consequently, 042

there is an urgent need to develop models that are 043

culturally sensitive and inclusive, ensuring they re- 044

spect and reflect the diversity of global cultures. 045

To address the issue of cultural bias, recent stud- 046

ies (Fung et al., 2024; Nguyen et al., 2023; Huang 047

and Yang, 2023; Liu et al., 2024) use LLMs to gen- 048

erate cultural-related texts and filter data through 049

cleaning pipelines or human annotations. Li et al. 050

(2024b) fine-tune culture-specific LLMs using the 051

data obtained from multi-agent communication and 052

employ the model to tackle hate-speech detection 053

tasks across countries. 054

Previous approaches have primarily relied on de- 055

scriptive, monolingual text (e.g., English) to train 056

LLMs with cultural knowledge (Fung et al., 2024; 057

Shi et al., 2024). However, understanding cul- 058

tural queries often depends on the dialogue con- 059

text, and such dialogue usually uses the culturally- 060

relevant languages (e.g., Malay for Singaporean 061

culture, Chinese for Chinese culture). Therefore, 062

learning cultural knowledge within culturally rel- 063

evant linguistic contexts is crucial. As shown in 064

Figure 1, when asked cultural-specific questions, 065

LLMs can generate a correct answer in local lan- 066

guage scenario but fail to provide appropriate re- 067
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sponses in English, which shows a language incon-068

sistency phenomenon. This phenomenon further069

underscores the need for culturally diverse and lin-070

guistically inclusive training approaches.071

Additionally, existing evaluation methods in cul-072

ture domain are coarse-grained, often relying on073

metrics such as text overlap, binary classification,074

or multiple-choice questions (Chiu et al., 2024b;075

Fung et al., 2024; Shi et al., 2024). However, these076

methods usually fail to account for the inherent flex-077

ibility of cultural queries (Pawar et al., 2024), cre-078

ating a gap between the evaluation and real-world079

cultural knowledge applications. These methods080

also lack interpretability in assessing cultural un-081

derstanding, thereby undermining the reliability of082

the evaluation results.083

In this paper, we propose Target-aware Cultural084

Data Synthesis and Fine-grained Training (Cul-085

FiT), a novel cultural-aware training paradigm that086

leverages target-aware multilingual data for model087

training and employs fine-grained rewards as train-088

ing signals. Specifically, we first synthesize diverse089

cultural-related questions based on descriptive cul-090

tural knowledge texts. Next, we construct critique091

data from the content generated by the target model,092

which is then translated into multiple culturally rel-093

evant languages. This multilingual dataset is sub-094

sequently used to train the LLM. To provide fine-095

grained feedback for model training, we introduce096

fine-grained reward modeling, which decomposes097

culturally relevant texts into verifiable knowledge098

units, enabling a quantized interpretable evaluation099

of cultural alignment.100

Based on the proposed data construction method,101

we introduce a new culturally-aware benchmark102

dataset GlobalCultureQA, which is designed for103

multilingual open-ended question-answering set-104

tings, focusing on evaluating the ability to generate105

culturally-aware answers in a global context. Ex-106

tensive experiments conducted on three commonly107

used benchmarks and the GlobalCultureQA show108

that our CulFiT achieves state-of-the-art perfor-109

mance on open-source models. We also explore the110

cultural alignment of our models based on Hofst-111

ede cultural dimensions and further investigate the112

effectiveness of how multi-lingual data increases113

robustness across various languages.114

The main contributions of this work are as follows:115

• We propose CulFiT, which employs multi-lingual116

critique data synthesis for fine-grained culturally-117

aware model training.118

• We propose a target-aware data critique method119

to specifically address the cultural knowledge gaps 120

in the target model, enhancing its robustness in 121

multilingual scenarios. 122

• We introduce a fine-grained reward to quantita- 123

tively evaluate the cultural alignment. 124

• Experiments conducted on our newly proposed 125

GlobalCultureQA and three benchmarks demon- 126

strate the effectiveness of CulFiT in terms of 127

cultural-aware metrics and general reasoning capa- 128

bilities of LLM. 129

2 Related Work 130

Cultural Bias in LLM Numerous studies have 131

revealed that LLMs exhibit an unequal represen- 132

tation of world values across different regions 133

and countries (Li et al., 2024c; AlKhamissi et al., 134

2024). Specifically, they often reflect a Western- 135

centric perspective (Wang et al., 2023b; Shen et al., 136

2024) and overlook values from regions with low- 137

resource languages (Naous et al., 2024). To ad- 138

dress this issue, a growing body of research has 139

focused on enhancing the cultural awareness of 140

LLMs. For instance, Choenni and Shutova, 2024; 141

Tao et al., 2024 found that employing culturally- 142

aware prompts can enhance model performance 143

by leveraging the internal cultural knowledge of 144

LLMs. Similarly, Li et al., 2024a utilized surveys 145

such as the World Value Survey (Survey, 2022) as 146

seed questions and augmented them semantically 147

to fine-tune a more culturally-aware model. 148

Cultural Data Synthesis Significant progress 149

has been made in the development of datasets re- 150

lated to cultural aspects. Huang and Yang, 2023; 151

Lee et al., 2024 construct the cultural datasets 152

through human annotation, which is labor-intensive 153

and difficult to scale. Meanwhile, many works de- 154

velop data cleaning pipelines from social media 155

platforms such as TikTok, Reddit (Shi et al., 2024; 156

Nguyen et al., 2023) and Wikimedia (Fung et al., 157

2024; Liu et al., 2024). Rao et al., 2024; Shum et al., 158

2023 synthesize their data from existing datasets 159

and transfer cultural knowledge to specific domains 160

such as norms or etiquette. However, most cultural 161

datasets are predominantly composed in English, 162

limiting their ability to effectively capture the con- 163

text of real-world scenarios. 164

Cultural Benchmarks Extensive research has 165

also focused on developing cultural bench- 166

marks, which can be categorized into: culture- 167

specific benchmarks and multicultural benchmarks. 168
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Culture-specific benchmarks are designed to eval-169

uate LLMs’ cultural capacities in specific regions170

and countries, such as Southeast Asia (Wang et al.,171

2023a) and China (Sun et al., 2024). On the other172

hand, multicultural benchmarks aim to explore173

cultural diversity, constructed by human annota-174

tion (Chiu et al., 2024b; Myung et al., 2024), model175

generation (Putri et al., 2024), and human in the176

loop (Chiu et al., 2024a). However, these methods177

primarily rely on multiple-choice or Yes/No ques-178

tions, which are prone to positional bias and lack179

fine-grained evaluation in open-ended scenarios.180

3 CulFiT181

3.1 Overview182

As illustrated in Figure 2, our Target-aware183

Cultural Data Synthesis and Fine-grained Training184

(CulFiT) comprises three components: (1) Target-185

aware critique generation reflects the common186

errors for the target LLM (§3.2). (2) Multilingual187

data synthesis increases the generalization ability188

in real-world application scenarios by augmenting189

the cultural-aware data (§3.3). (3) Fine-grained190

model training provides interpretable evaluation191

protocols to optimize the LLM (§3.4).192

3.2 Target-aware Data Critique193

Data Synthesis We first construct cultural-aware194

QA pairs from three widely-used data sources:195

CANDLE (Nguyen et al., 2023), CultureAt-196

las (Fung et al., 2024), and CultureBank (Shi et al.,197

2024). However, these datasets primarily contain198

discrete, assertive statements that fail to reflect how199

cultural concepts naturally emerge when chatting200

with users. To address this limitation, we first ag-201

gregate related cultural statements by topic and202

synthesize them into coherent knowledge para-203

graphs K by employing a data generation model204

G. We then employ prompting strategies to gener-205

ate culturally-grounded questions Q based on the206

knowledge K, with automated verification by using207

G to ensure each question is answerable using K.208

Then we generate two answers with two different209

LLMs: (1) Golden Answer (Ag): Produced by data210

generation LLM G through knowledge-aware syn-211

thesis. (2) Target-aware Answers (Ac): Generated212

by the target model M using few-shot exemplars213

to control answer quality, where the target model214

M denotes the model which we want to finetune.215

Critique Generation Inspired by control the-216

ory in sociology (Carver and Scheier, 1982),217

which posits that self-regulation and discrepancy- 218

reducing feedback contribute to the development 219

of social identity and cultural cognition, we pro- 220

pose a critique-based data generation framework 221

for targeted cultural knowledge acquisition. How- 222

ever, recent studies (Huang et al., 2023; Kamoi 223

et al., 2024) reveal that conventional critique gen- 224

eration methods often fail to provide insightful 225

feedback for improving cultural knowledge. More- 226

over, Gou et al. (2023) demonstrates that simply 227

using direct-generated critique can degrade model 228

performance by corrupting correct responses. To 229

address these challenges, we propose to decom- 230

pose the golden answer Ag and target-aware an- 231

swers Ac into atomic cultural knowledge units. 232

This decomposition yields two knowledge units 233

sequences: Ap
g = [A1

g, A
2
g, · · · , An

g ] and Ap
c = 234

[A1
c , A

2
c , · · · , Am

c ], where n and m denote the se- 235

quence lengths representing distinct cultural knowl- 236

edge units: 237

[A1
g, A

2
g, · · · , An

g ] = G(Ag), (1) 238

[A1
c , A

2
c , · · · , Am

c ] = G(Ac), (2) 239

where G denotes the decomposition model. 240

After obtaining the knowledge units Ap
g and Ap

c , 241

we construct a fine-grained critique set T by com- 242

paring each ground truth knowledge unit Ai
g ∈ Ap

g 243

with corresponding knowledge units Aj
c ∈ Ap

c in 244

the target-aware answer. To ensure critique quality, 245

we generate the meta-critique Cr by the data gen- 246

eration model G, and categorize meta-critique Cr 247

into three types: 248

(1) Semantic Equivalence: Indicates Ai
g has an 249

exact semantic match in Ap
c , suggesting no further 250

training is required for this cultural knowledge unit. 251

(2) Unaddressed Knowledge: Occurs when Ai
g 252

lacks any corresponding unit in Ap
c , necessitating 253

explicit pointing out this cultural knowledge in Cr. 254

(3) Contradictory Statement: Identifies cases 255

where Ai
g conflicts with statements in Ap

c , requir- 256

ing corrective meta-critique Cr to align the target 257

model M with appropriate cultural norms. 258

This critique method allows the model to com- 259

pare the golden answer Ag with target-aware an- 260

swers Ac, thereby generating nuanced and reliable 261

targeted critiques. These critiques will direct sub- 262

sequent data synthesis methods to prioritize knowl- 263

edge domains where the target LLM is prone to 264

errors. Each critique instance Ts ∈ T is repre- 265

sented as a triple: 266

Ts = {Ai
g, A

j
C , Cr}, (3) 267
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Step1: Targe-aware data critique Step2: Multilingual data synthesis

Step3: Fine-grained reward modeling

Answer unit

Summary

Target-aware 

critique

Cultural knowledge

Cultural questions

Cultural datasets

Back translated 

   English data

Cultural f1 score 

𝑆𝑓1 > 0.7? 

Precision

Filter

Select

Multilingual data

V
erify

G
en

erate

Golden answer unit

+

Meta critique

Decompose

Decompose

G
en

erate

Golden 

answer

Original

Answer

Golden answer unit

Answer unit

Comparison

Answer unit

Answer unit

Golden answer unit

Match? 

Recall

Golden answer unit

Answer unit
Match? 

Cultural models

Translate

English data

Target Language

+

Back 
Translation

Verify

Verify

Discard

𝑆𝑃 =
1

𝑚
෍

𝑖=1

𝑚

𝑝𝑖

𝑆𝑟 =
1

𝑛
෍

𝑗=1

𝑛

𝑟𝑗

Question

Critique

Original answer

Golden answer

SFT

SFT

DPO

Topic

Cultural group

Language

+
Topic

Cultural group

Language

Golden answer unit

Figure 2: The overview of our proposed CulFiT.

where Cr denotes the meta-critique. Finally, we268

summarize all the meta critiques (T1, T2, · · · , Tk)269

for corresponding answer into a comprehensive270

critique C, and it will be used to serve as target-271

aware cultural error reminder in the supervised fine-272

tuning stage.273

C = LLM(P, (T1, T2, · · · , Tk)), (4)274

where P denotes the critique summary prompt and275

C denotes the final critique we obtain. All prompts276

can be seen in Appendix § 7.6277

3.3 Multi-lingual Data Synthesis278

In real-world scenarios, cultural-aware dialogue279

frequently occur in culturally-relevant languages280

(e.g., Malay for Singaporean culture, Chinese for281

Chinese culture). To enhance model robustness282

in generating culturally appropriate knowledge283

across multilingual contexts, we propose a Multi-284

lingual Data Synthesis approach that generates285

answers in culturally relevant languages. After286

collecting critique-annotated cultural data U =287

(Q,Ag, Ac, C), we first translate the data into tar-288

get languages using our data generation model G:289

Utarget = G(U,L), (5)290

where U and Utarget represent the source and tar-291

get language cultural data, respectively, and L de-292

notes the target language. To mitigate hallucination293

and ensure translation quality, we employ a back-294

translation verification mechanism. Specifically,295

we translate the target language text back to En- 296

glish using generation model G: 297

Uback = G(Utarget → U), (6) 298

where Uback represents the back-translated text. We 299

then perform semantic alignment between Uback 300

and the original English text U , ensuring consistent 301

semantic meaning of multilingual pairs. 302

3.4 Fine-grained Model Training 303

To train a cultural-aware model, we conduct a two- 304

stage training method, which first uses supervised 305

fine-tuning with target-aware multi-lingual critique 306

data to equip the model with the ability to rec- 307

tify areas prone to errors in the original answer 308

and then leverage Direct Preference Optimization 309

(DPO) (Rafailov et al., 2024) to further align the 310

model. However, due to the challenge of intricacy 311

and reliability in rewarding cultural-related texts, 312

in this paper, we propose a fine-grained cultural- 313

aware reward modeling approach that contains two 314

sub-metrics: cultural precision and cultural recall 315

to evaluate how culturally reliable the open-ended 316

answer is. 317

Firstly, we enhance the evaluation framework by 318

requiring the model to generate three additional 319

contextual units for each question: (1) cultural 320

group affiliation (Ac), (2) cultural topic (At), and 321

(3) primary language(s) of the cultural group (Al). 322

These units are appended to the original answer 323

units, forming an extended answer representation: 324

A = [A1, A2, · · · , Ak, Ac, At, Al], (7) 325
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where A1−k denotes the atomic answer units ob-326

tained in 3.2. The inclusion of these contextual327

units serves two purposes. First, it captures the328

cultural contextual awareness, since as a culturally-329

aware model should accurately identify the back-330

ground of the question. Second, these contextual331

units Ac, At, Al provide precise, easily verifiable332

evaluation targets that reduce scoring variance due333

to their concise and factual nature.334

During our training process, we begin by ap-335

plying supervised fine-tuning that takes questions336

Q combined with original answer Ac and target-337

aware critique C as input and grounded answer Ag338

as output. To align the model with human cultural339

preferences, we also adopt Direct Preference Op-340

timization. However, human preference is often341

subjective and context-dependent, which is hard to342

quantify in a reward function. To address the gap343

between the inherently subjective nature of cultural344

judgments and the objective metrics provided by345

standard reward functions, we design a fine-grained346

reward function that fully assesses the quality of347

cultural answers to select preference pairs automat-348

ically and robustly.349

3.4.1 Fine-grained Reward Modeling350

Cultural Precision Metric We introduce a Cul-351

tural Precision Metric Mp to evaluate the ex-352

tent of cultural knowledge incorporation in model-353

generated answers. The intuition for this met-354

ric is that culturally-aware responses should pre-355

cisely encompass relevant cultural knowledge. Fol-356

lowing the methodology in Equation 1, we de-357

compose both golden and target-aware answers358

into verifiable knowledge units, denoted as Ap
g =359

[A1
g, A

2
g, · · · , An

g ] and Ap
c = [A1

c , A
2
c , · · · , Am

c ], re-360

spectively. The precision evaluation for each pro-361

posed answer unit Ai
c ∈ Ap

c is formalized as:362

pi =

{
1 if ∃Aj

g ∈ Ap
g where Ai

c matches Aj
g,

0 otherwise
(8)363

The cultural precision Sp is then computed as:364

Sp = Mp(P ) =
1

m

m∑
i=1

pi (9)365

Cultural Recall Metric To complement the pre-366

cision evaluation, we introduce a Cultural Recall367

Metric Mr that measures the coverage of golden368

answer knowledge units in the proposed answer.369

This metric is motivated by the principle that a370

comprehensive cultural response should encom- 371

pass all relevant cultural knowledge points present 372

in the golden answer, thereby achieving “culture- 373

completeness”. Following the same unit decompo- 374

sition approach as in the precision task, we evaluate 375

recall at the knowledge unit level through pairwise 376

matching. The recall score for each golden answer 377

unit Aj
g ∈ Ap

g is computed as: 378

rj =

{
1 if ∃Ai

c ∈ Ap
c where Aj

g matches Ai
c,

0 otherwise
(10) 379

The cultural recall score Sr is then calculated as: 380

Sr = Mr(R) =
1

n

n∑
j=1

rj (11) 381

Cultural F1 Metric To provide a comprehensive 382

evaluation metric, we introduce the Culture F1 Met- 383

ric, which combines precision and recall through 384

their harmonic mean: 385

Sf1 = 2 · Sp · Sr

Sp + Sr
. (12) 386

4 Experimental Setup 387

4.1 Datasets 388

We test our CulFiT and baselines on four datasets. 389

GlobalCultureQA is our newly proposed multi- 390

lingual benchmark that evaluates open-ended cul- 391

tural knowledge question answering ability with 392

1104 questions, covering 400 specific topics and 393

23 languages. CANDLE500 (Nguyen et al., 394

2023) and CulturalBench (Chiu et al., 2024b) are 395

multi-choice benchmarks that focus on evaluating 396

cultural knowledge with 500 and 1224 samples. 397

BLEnD (Myung et al., 2024) is a hand-crafted 398

benchmark designed to evaluate LLM’s cultural 399

common knowledge across 16 countries and 13 400

different languages, comprising 52.6k question- 401

answer pairs. Detailed distribution of topics and 402

cultural groups across continents of GlobalCul- 403

tureQA and examples are in Appendix § 7.2, § 7.5. 404

4.2 Baselines 405

We employ several state-of-the-art LLM as 406

baselines: close-source models including gpt- 407

4o (4o) and gpt-4o-mini (4o-mini) (Hurst 408

et al., 2024) and open-source models including 409

Llama3.1-8B-Instruct (Llama3.1) (Dubey et al., 410

2024), Qwen2.5-7B-Instruct (Qwen2.5) (Yang 411

et al., 2024), mistral-7B-Instruct-v0.3 (Mistral), 412
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Model Precision Recall F1

Close-source Models

4o 72.34 73.29 72.81
4o-mini 72.89 72.47 72.68

Open-source Models

Mistral 67.26 68.76 66.73
SeaLLMs 71.50 66.04 68.71
Aya 69.88 69.52 68.66

Qwen2.5 66.97 68.80 66.79
CulFiT (Qwen2.5) 72.16 67.56 68.81
-F.G. reward 69.11 67.44 68.26
-T.A. data 70.95 66.57 67.60

Llama3.1 62.52 68.96 64.53
CulFiT (Llama3.1) 74.73 71.21 72.94
-F.G. reward 71.33 70.55 70.94
-T.A. data 74.07 69.84 70.81

Table 1: Performance on our GlobalCultureQA.

Model CANDLE500 CulturalBench

Close-source Models

4o 91.2 84.1
4o-mini 87.0 82.1

Open-source Models

Mistral 69.0 67.1
Aya 73.2 67.2
SeaLLMs 75.2 68.5
CultureBank 38.4 53.8

Qwen2.5 76.0 68.9
CulFiT (Qwen2.5) 79.6 72.9
-F.G. reward 76.4 70.9
-T.A. data 78.2 71.0

Llama3.1 72.4 66.5
CulFiT (Llama3.1) 81.2 73.1
-F.G. reward 78.6 69.1
-T.A. data 80.0 71.9

Table 2: Performance on CANDLE500 and Cultural-
Bench.

aya-8B-expanse (Aya), SeaLLMs-v3-7B-Chat413

(SeaLLMs) and CultureBank (Shi et al., 2024).414

Training details can be found in § 7.1.415

4.3 Evaluation Metric416

For GlobalCultureQA benchmark, we evaluate cul-417

tural precision score Sp, cultural recall score Sr418

and then calculate cultural f1 score Sf1 described419

in § 3.4.1. For CANDLE500 and CulturalBench,420

we report the precision of multi-choice questions.421

As for BLEnD, we first use corresponding lemma-422

tizers and stemmers for model-generated answers423

and then compute the scores by marking whether424

the LLM’s answer is included by the human anno-425

tator’s answer.426

5 Experimental Results427

5.1 Overall Performance428

GlobalCultureQA. In the open-ended question-429

answering task, as demonstrated in Table 1, Cul-430

FiT surpasses other open-source models and per- 431

forms comparably to or even better than advanced 432

closed-source models, achieving the highest preci- 433

sion score of 74.73 and cultural F1 score of 72.94 434

on GlobalCultureQA datasets. These results high- 435

light the superior cultural awareness of our pro- 436

posed CulFiT in addressing open-ended cultural 437

knowledge questions, as well as its ability to effec- 438

tively generate fine-grained cultural knowledge. 439

CANDLE500 and CulturalBench. In the cul- 440

tural knowledge multiple-choice task, as shown 441

in Table 2, CulFiT consistently outperforms base 442

models, achieving improvements of up to 8.8% on 443

CANDLE500 and 6.6% on CulturalBench, while 444

also surpassing other open-source models by a 445

large margin. However, it still lags behind SOTA 446

models like 4o, primarily due to differences in 447

model scale. These results demonstrate that our 448

CulFiT effectively enhances the model’s cultural 449

capability within the cultural knowledge domain. 450

BLEnD. When evaluating cultural understand- 451

ing in local languages, as shown in Table 3, CulFiT 452

outperforms open-source models such as Aya and 453

Mistral in 12 out of 16 countries. Notably, the 454

improvements are observed in low-resource lan- 455

guage regions, such as Sundanese in West JAVA 456

(increasing from 12.43 to 20.13) and Amharic in 457

Ethiopia (increasing from 8.26 to 12.34). Addition- 458

ally, an intriguing phenomenon emerges: the in- 459

herent cultural knowledge distribution within mod- 460

els is highly imbalanced. For example, Qwen2.5 461

achieves a score of 60.33 on Chinese, while 462

Mistral scores only 48.31. Similarly, Aya attains 463

a score of 66.64 on Indonesian, whereas Qwen2.5 464

scores 49.58. This phenomenon likely stems from 465

the differences in pre-training data across various 466

models, highlighting that enhancing a model’s cul- 467

tural competence requires a careful consideration 468

of its internal knowledge architecture and training 469

data composition. 470

5.2 Ablation Study 471

We verify the effectiveness of our CulFiT by com- 472

paring it with two variant models: (1) CulFiT w/o 473

critique: We remove model-generated answers and 474

corresponding critiques, leaving only golden an- 475

swers to train our model. (2) CulFiT w/o multi- 476

lingual: We exclude the multi-lingual data syn- 477

thesis stage in our method thus only using mono- 478

English critique data. As shown in Table 4, these 479

ablation models both achieved lower scores com- 480
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Models US GB CN ES MX DZ GR KR JB IR ID AZ KP NG AS ET

Close-source Models

4o 84.29 82.37 76.48 78.46 76.36 60.36 65.34 66.36 55.83 70.56 69.46 59.48 45.98 40.26 43.67 20.51
4o-mini 83.72 82.78 73.51 77.34 76.48 59.34 66.87 53.61 69.72 69.12 68.13 49.57 43.39 39.48 40.69 17.25

Open-source Models

Mistral 83.29 82.41 48.31 60.12 58.24 30.20 25.09 48.0 8.21 33.77 60.83 27.93 35.58 12.47 8.80 3.95
SeaLLMs 77.09 73.01 66.97 64.39 64.30 37.98 21.37 45.89 20.85 30.04 51.87 24.09 34.23 8.35 10.69 3.17
Aya 81.56 76.26 54.36 62.78 57.75 47.95 47.33 54.32 19.24 46.83 66.64 24.52 34.23 16.72 12.99 10.77

Llama3.1 82.46 76.48 56.54 61.62 64.09 40.73 41.52 50.94 12.43 48.46 58.75 39.87 36.26 20.42 15.09 8.26
CulFiT (Llama3.1) 85.46 83.29 57.38 67.59 66.17 45.76 42.17 49.16 20.13 49.78 64.87 43.92 37.61 21.03 21.80 12.34

Qwen2.5 78.52 72.52 60.33 64.60 58.24 38.15 21.05 52.19 21.17 36.18 49.58 38.59 25.67 24.60 19.25 11.41
CulFiT (Qwen2.5) 80.12 77.48 63.28 66.78 60.36 36.86 30.17 56.42 24.21 39.18 58.95 41.15 30.67 25.68 20.46 11.63

Table 3: Performance on BLEnD dataset. We use green to indicate that our CulFiT exceeds directly prompting the

base LLM, and red shading to indicate that they do not exceed the base LLM. We use ISO codes for each country,
and the country and code mapping and experiment details can be seen in Appendix §7.4.

Model Precision Recall F1

CulFiT 74.73 71.21 72.94
w/o Critique 69.54 67.63 68.57
w/o Multilingual 70.95 70.63 70.79

Table 4: Ablation study on GlobalCultureQA.
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Figure 3: Results of the precision on different reward
threshold Sf1 from 0.5 to 1.0 with an interval of 0.1.

pared to CulFiT. Moreover, removing critique data481

performs worst in all metrics, which emphasizes482

the effectiveness of pointing out the weakness in483

cultural answers, and providing target-aware cri-484

tique during fine-tuning is crucial for enhancing485

the cultural ability of models.486

In Table 1 and Table 2, we also show the perfor-487

mance of the ablation models: -F.G. reward which488

removes all fine-grained reward data in DPO and489

-T.A. data which deletes target-aware data in our490

training dataset. The performance of these models491

all decrease on three datasets, with a larger drop492

in -T.A. data, demonstrating the effectiveness of493

our training paradigm and the importance of high-494

quality target-aware SFT data.495

5.3 Analysis of Reward Function496

We analyze the impact of the reward function by497

varying the threshold Sf1 (in Equation 12 Sf1) for498

selecting DPO data on the CulturalBench dataset. 499

As illustrated in Figure 3, we observe that setting 500

the threshold to 0.7 yields the best performance for 501

our model, while incorporating higher-performing 502

answers (e.g., those rewarded with 0.9) degrades 503

performance. A potential explanation for this phe- 504

nomenon is that DPO benefits from preference 505

pairs with larger differences, as pairs with small dif- 506

ferences may hinder the model’s ability to identify 507

where errors are likely to occur. This finding further 508

validates the effectiveness of our reward function in 509

selecting lower-performing cultural answers, which 510

enhances the model’s learning process. 511

5.4 Analysis of Cultural Alignment 512

We further conduct a cultural alignment evalua- 513

tion using Hofstede’s cultural dimensions (Hofst- 514

ede and Minkov, 2013), a well-established frame- 515

work for quantifying cultural value differences 516

across countries based on data collected from lo- 517

cal residents. To assess the cultural alignment of 518

LLMs, we prompt them to answer 24 questions 519

from the VSM13 survey (Hofstede and Minkov, 520

2013), which measures local attitudes toward spe- 521

cific cultural questions. We then compute the Eu- 522

clidean distance across six cultural dimensions be- 523

tween the LLM’s responses and human responses. 524

Details about Hofstede’s cultural dimensions and 525

experimental settings are provided in Appendix 7.4 526

Figure 4 presents the results of cultural distances 527

between 4o, Qwen2.5, Llama3.1, and our CulFiT, 528

which is based on Qwen2.5 and Llama3.1. Our 529

findings reveal two key insights: (1) Our CulFiT 530

outperforms both 4o and its base LLM, reducing 531

the cultural distance for Llama3.1 from 174.83 to 532

135.24 and for Qwen2.5 from 157.41 to 140.32. 533

This demonstrates that CulFiT achieves better cul- 534
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Figure 4: Comparison in terms of Hofstede distance.

Model MMLU MMMLU

Llama3.1 49.6 52.0
CulFiT (Llama3.1) 50.1 62.5

Table 5: Precision scores on multi-lingual scenario.

tural value alignment and exhibits superior cultural535

reasoning capabilities. (2) Fundamental model abil-536

ities, such as math and coding, do not correlate537

with cultural alignment performance. While SOTA538

LLMs like 4o excel in fundamental tasks, they un-539

derperform in cultural value alignment compared to540

smaller models. This discrepancy may stem from541

the unbalanced cultural knowledge in the training542

data of SOTA LLM, which can skew their value543

systems. These results highlight the importance of544

reducing cultural bias and developing models that545

ensure equitable cultural representation.546

5.5 Analysis of Multilingual Data547

To investigate the effectiveness of our CulFiT548

in multilingual settings, we conduct experiments549

on the MMLU (Hendrycks et al., 2020) and550

MMMLU (Wang et al., 2024) dataset which trans-551

lates MMLU into 14 languages. We randomly se-552

lect 150 English questions related to cultural do-553

mains such as world religions, human sexuality,554

and sociology. Table 5 reports the precision of our555

CulFiT and its base LLM Llama3.1, where our556

model outperforms Llama3.1 by a large margin557

(10.5% in MMMLU) when answering the same558

cultural questions while maintaining comparable559

or even superior performance in MMLU.560

To validate the robustness of our CulFiT in the561

multilingual scenario, we count the inconsisten-562

cies responses between two models on two datasets563

(a.k.a., MMLU and MMMLU) and group the re-564

sults by language. Figure 5 illustrates that our565

model exhibits a lower inconsistent errors rate than566

Llama3.1 across all 14 languages, demonstrating567

excellent robustness.568

AR

BN

DE
ESFR

ID

IT

JA

KO
PT SW

YO

ZH

0.050.100.150.200.25

CulFiT(Llama3.1) Llama3.1

Figure 5: Results on multi-lingual inconsistent rate.

Model CSQA Hellaswag MMLU-pro

Llama3.1 70.1 71.5 36.8
CulFiT (Llama3.1) 73.1(+3.0) 72.7(+1.2) 38.7(+1.9)

Qwen2.5 80.3 75.9 47.0
CulFiT (Qwen2.5) 80.6(+0.3) 77.5(+1.6) 47.1(+0.1)

Table 6: Comparison of general abilities of between
CulFiT and base LLM.

5.6 Discussion of General Capability 569

To evaluate the generalization ability of our method 570

and mitigate the risk of catastrophic forgetting, we 571

conduct experiments on commonsense and reason- 572

ing datasets, including CSQA (Talmor et al., 2018), 573

Hellaswag (Zellers et al., 2019), and MMLU- 574

pro (Wang et al., 2024). As shown in Table 6, 575

our models consistently outperform the original 576

LLM across all three tasks, demonstrating that in- 577

tegrating culture-related knowledge by using our 578

proposed CulFiT not only enhances culture-related 579

knowledge but also improves general reasoning 580

capabilities and prevents catastrophic forgetting. 581

6 Conclusion 582

In this paper, we introduced Target-aware Cultural 583

Data Synthesis and Fine-grained Training (Cul- 584

FiT), a novel cultural-aware training paradigm that 585

addresses cultural bias in large language models 586

(LLMs) through target-aware multilingual data syn- 587

thesis and fine-grained reward modeling. Our ap- 588

proach enhances cultural sensitivity and robust- 589

ness across diverse linguistic and cultural contexts. 590

Experiments on our newly proposed GlobalCul- 591

tureQA benchmark and three cultural knowledge 592

benchmarks show that CulFiT outperforms exist- 593

ing open-source models and competes with state- 594

of-the-art closed-source models. Analysis using 595

Hofstede’s cultural dimensions reveals that CulFiT 596

achieves better cultural value alignment than base 597

models and advanced LLMs like GPT-4o. 598
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Limitations599

While CulFiT shows significant improvements, it600

still faces challenges in fully capturing the fine-601

grained cultural knowledge of low-resource lan-602

guages due to limited training data. Another mi-603

nor limitation is the computational cost associated604

with generating and processing multilingual cri-605

tique data, which could be a bottleneck for smaller606

research teams.607

Ethical Considerations608

Despite efforts to reduce cultural bias, LLMs may609

still inadvertently perpetuate stereotypes or misrep-610

resent certain cultures. Ensuring equitable repre-611

sentation and avoiding harm to marginalized com-612

munities remain ethical considerations.613
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7 Appendix816

7.1 Training and implementation details817

In the supervised fine-tuning stage, we use CAN-818

DLE and CultureAtlas as seed data to train the819

LLM and in Direct preference optimization stage820

we adopt CultureBank as source data. We ar-821

range the data in a dataflow of Question->Original822

Answer->Critique->Golden answer, with Golden823

answer as output and others as output. We finally824

get 25344 QA pairs with critique in English and825

20,140 pairs in other languages, spanning 3026 top-826

ics and 24 languages in supervised-finetuning stage827

and 16334 preference pairs in Direct preference828

Optimization stage.829

We train our models on 8 NVIDIA L40 and train830

the model for 1000 steps of batch size 16 on every831

stage. We select a learning rate of 1e-5 in SFT stage832

and 5e-6 in DPO stage with a warmup ratio of 0.1.833

For parameter efficiency, all training process use834

LoRA with a rank of 16.835

We use greedy decoding for multi-choice ques-836

tions and use temperature of 0.7 for other tasks.837

We use one-shot prompting on our GlobalCul-838

tureQA dataset during inference and adopt zero-839

shot prompting strategy for other tasks.840

7.2 Details on GlobalCulture QA841
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Figure 6: The continent level distribution on our Glob-
alCultureQA

We provide an example of our benchmark’s ques-842

tion:843

How do the enforcement and interpretation of hi-
jab regulations differ between regions such as
Gaza, Iran, Indonesia, and Saudi Arabia, and844
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Figure 7: Distribution of overall topics. We classify the
specific topics into 9 categories and report the volume
of each category

what social tensions do these differences reflect? 845

and we provide an example of the corresponding 846

golden answer: 847

The enforcement and interpretation of hijab regu-
lations vary significantly across regions such as
Gaza, Iran, Indonesia, and Saudi Arabia, reflect-
ing complex social tensions. In Gaza, members
of the Palestinian jihadist group Unified Leader-
ship have rejected policies mandating the hijab,
even targeting those who attempt to enforce such
rules. In Iran, the shift from a ban on veils in
1936 to mandatory Islamic dress following the
1979 Islamic Revolution established a stringent
legal framework, leading to severe penalties for
women not adhering to hijab requirements. This
has resulted in fluctuating enforcement practices,
with women often challenging these restrictions.
In Indonesia, particularly in the province of Aceh,
local Sharia law mandates that Muslim women
wear hijab in public, showcasing a more localized
interpretation of dress codes. In Saudi Arabia,
while the government requires women to cover
their hair and wear full-body garments, enforce-
ment has been inconsistent, leading to criticism
of the religious police for their actions, notably
hindering the rescue of schoolgirls in 2002 due to
their attire. Overall, these differing practices high-

848
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light ongoing tensions and varied interpretations
of religious and cultural norms across societies,
reflecting broader social dynamics and conflicts
over gender, identity, and religious expression.

849

7.3 Details on BLEnD850

When conducting experiments on BLEnD, we851

adpot a system prompt ’You are a helpful852

{country} AI chatbot that know the culture853

of {country} very well. You task is to854

answer the question about {country} in855

{language}.’856

We also choose the result of ’pers-3’ prompt857

described in the original paper: ’You are a858

person from {country} who is trying859

to explain your country’s culture to a860

foreigner. Answer the following question,861

providing a single answer without any862

explanations.’863

Table 7 shows the mapping of country and ISO864

code, with the corresponding answers of each coun-865

try.

Country/Region Code Language

United States US
English

United Kingdom GB

China CN Chinese

Spain ES
Spanish

Mexico MX

Indonesia ID Indonesian

South Korea KR
Korean

North Korea KP

Greece GR Greek

Iran IR Persian

Algeria DZ Arabic

Azerbaijan AZ Azerbaijani

West Java JB Sundanese

Assam AS Assamese

Northern Nigeria NG Hausa

Ethiopia ET Amharic

Table 7: The details of country and ISO code mapping
with their corresponding languages

866

7.4 Details on Hofstede Cultural Dimentions 867

The survey identified six dimensions of national 868

culture: Power Distance Index (PDI), Individu- 869

alism vs. Collectivism (IDV), Masculinity vs. 870

Femininity (MAS), Uncertainty Avoidance Index 871

(UAI), Long-Term Orientation vs. Short-Term 872

Orientation (LTO) and Indulgence vs. Restraint 873

(IND). VSM 2013 is an authoritative and famous 874

cultural questionnaire devised by Hofstede and 875

is widely used. In this experiment, we evaluate 876

the cultural alignment of our models on 8 cul- 877

tures(Arabic, Bangladesh, Chinese Germany, Ko- 878

rean, Portuguese, Brazil, Argetina and Turkish) and 879

calculate the average distances of all countries. To 880

be specific, the VSM 2013 have 24 questions in 881

total. The computation of six cultural dimensions 882

is based on the following formulas: 883

PDI = 35(µQ7−µQ2)+25(µQ20−µQ23)+CPDI

(13) 884885

IDV = 35(µQ4−µQ1)+35(µQ9−µQ6)+CIDV

(14) 886887

MAS = 35(µQ5−µQ3)+25(µQ8−µQ10)+CMAS

(15) 888889

UAI = 40(µQ18−µQ15)+25(µQ21−µQ24)+CUAI

(16) 890891

LTO = 40(µQ13−µQ14)+25(µQ19−µQ22)+CLTO

(17) 892893

IV R = 35(µQ12−µQ11)+40(µQ17−µQ16)+CIV R

(18) 894

µ means the average of all the answers to each 895

question. C is constants that can be used to adjust 896

to scores to fit a range between 0 and 100 or anchor 897

new data to Hofstede’s old dataset (Hofstede and 898

Minkov, 2013). During experiment, we convert 899

the questions into the multi-choice format, with 900

a ’You are a {culture} chatbot that know 901

{culture} very well. Now your task is 902

to represent the people in culture and 903

answer the following question. Please be 904

sure that you should only consider the 905

culture of {culture} when answering the 906

question.’ system prompt. 907

We get the Euclidean distance of the gaps from 908

six cultural dimensions as the metric Distance. 909

Larger Distance means weak cultural understand- 910

ing ability of LLMs, and vice versa. 911

Distance =
√∑

(dmodel − dhofstede)2, (19) 912
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How does kin selection influence altruistic behavior towards 

close relatives in France, as supported by research findings?

CulFit(Llama3.1)

Kin selection theory suggests that 

altruistic behavior towards close 

relatives is influenced by the genetic 

relationship between individuals, but 

there is limited research specifically 

focusing on France. However, research 

in evolutionary biology indicates that 

kin selection can drive altruistic 

behavior in various contexts, including 

in humans, and is a key concept in 

understanding the evolution of social 

behavior. While the specific impact of 

kin selection on altruistic behavior in 

France is not well-documented, the 

underlying principles of kin selection 

remain relevant to understanding 

human social behavior in general.

Llama3.1

In France, kin selection 

significantly influences altruistic 

behavior, whereby individuals tend 

to exhibit more altruism towards 

close relatives than to distant 

relatives or non-relatives. Research 

indicates that even subtle 

indicators of familial relationships, 

such as shared genetic traits or 

close blood ties, can unconsciously 

enhance altruistic actions. This 

tendency has been confirmed 

across various cultures and 

geographical locations, 

emphasizing the crucial role of 

kinship in shaping altruistic 

behaviors among individuals in 

France.

Kin selection is a key evolutionary 

theory that explains how altruistic 

behavior can evolve among closely 

related individuals. In France, research 

findings support the idea that 

individuals are more likely to engage in 

altruistic acts toward their close 

relatives, such as siblings, parents, and 

children, because these behaviors can 

enhance the survival and reproductive 

success of shared genes. Studies have 

shown that people are more willing to 

help relatives in need, whether through 

financial support, caregiving, or other 

forms of assistance. This behavior is 

driven by an innate drive to ensure the 

continuation of genetic material shared 

with relatives. 

Golden answer

𝑠𝑓1= 0.89 𝑠𝑓1= 0.31

Figure 8: A case study on the results of GlobalCultureQA. We use yellow to indicate the the part that corresponds

with golden answer, blue to show the extensive content compared to golden answer and red to highlight vague
and uncultural answers.

7.5 Case Study913

As shown in Figure 8, we compare the answer914

of our proposed CulFiT and Llama3.1. We use915

yellow to indicate the part that corresponds with916

golden answer, and We use blue to highlight con-917

tent that is more extensive compared to the golden918

answer. Red highlights indicate responses that919

are vague compared to the golden answer and920

fail to provide a corresponding answer. In our921

CulFiT’s answer, we have parts that precisely re-922

flect the golden answer(theory that explains923

how altruistic behavior can evolve among924

closely related individuals) and have con-925

tents that extend the cultural knowledge to a more926

nuanced extent(because these behaviors can927

enhance the survival and reproductive928

success of shared genes). On the contrast, the929

original Llama3.1 just gives vague and incorrect930

answers like but there is limited research931

specifically focusing on France., which hin-932

ders the cultural nuances in these sentences. We933

attribute this to the target-aware data training be-934

cause we force model to capture the ’target’ in the935

question and thus avoid generating bad answers like936

While the specific impact of kin selection937

on altruistic behavior in France is not938

well-documented. Additionally, our CulFiT get a939

cultural f1 score Sf1 of 0.89, while Llama3.1 only 940

obtain 0.31, which is correlated with the analysis 941

above, demonstrating the stability and fairness of 942

our evaluation metric. 943

7.6 Prompts for data synthesis 944

The prompt for cultural question generation based 945

on cultural knowledge: 946

You are a helpful expert in generating cultural-
aware quetions through cultural knowledge. You
are privided with a piece of cultural knowledge
and the background of the cultural knowledge.
Your task is to generate a single question based
on the cultural knowledge that is given to you.
The input form is encoded as JSON format, and
below is its JSON fields: "cultural_group": "",
"topic": "", "source": "", "cultural_knowledge":
""
the detailed explanation of the fields are as
follows:
-cultural_group: the country or the cultural group
where the cultural knowledge is from
-topic: the topic of the cultural knowledge
-source: the source of the cultural knowledge
-cultural_knowledge: the cultural knowledge
that is provided to you, which should pay most

947
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attention

Please strictly follow the following rules: 1. Fac-
tuality: Your question should only stems from
the cultural knowledge that is provided to you
and you shouldn’t add other knowledge to your
generated question. 2. Specificity: Your ques-
tion should cover the main idea of the cultural
knowledge and should be comprehensive, but not
too broad. Try to specific the question with the
cultural knowledge and do not ask too general
questions. 3. Coverage: You should carefully
understand the cultural knowledge and extract
the cultural knowledge points as much as possi-
ble. And use these cultural knowledge ponints to
formulate your question.

948

The prompt for answer generation process:949

You are a helpful consultant for a cultural knowl-
edge question answering scenario. You are given
the following question and its cultural knowledge.
Your task is to generate a culturally-aware answer
to the question based on the cultural knowledge.
Remember, your answer should be encoded in
JSON format. The detailed explanation of the
fields is as follows:
{"answer": "", "cultural_group": "",
"language": "", "topic": ""}
answer: your answer to the question
cultural_group: the country or the cultural group
your answer points to
language: the language that the cultural group
mainly speaks
topic: the main topic of your answer
——–
Notably, the question stems from the cultural
knowledge, so your answer should also be based
on the provided cultural knowledge. You should
always follow the instructions and directly answer
the questions that are provided to you.
<example_start>
...
<example_end>
Remember, your answer should correlate with the
cultural knowledge . You should only return the
answer.
Your Answer:950

The prompt for target-aware critique generation:951

You are an expert reviewer for a cultural knowl-
edge question answering system. You have plenty

952

of cultural knowledge in .
You are given a JSON object and the detailed ex-
planation of the fields are as follows: "question":
"", "grounded_answer": "", "answer_to_critique":
"", "grounded_answer_knowledge_points": "",
“knowledge_points_to_critique”: "" -question:
the cultural question that is given to you -
grounded_answer: the grounded answer to
the question, which is the reference answer -
answer_to_critique: the answer that you should
critique -grounded_answer_knowledge_points:
the knowledge points extracted from the
grounded answer, each knowledge point is
a single sentence and is seperated with a
comma in a list -knowledge_points_to_critique:
the knowledge points extracted from the an-
swer_to_critique, each knowledge point is a sin-
gle sentence and is seperated with a comma in a
list
You should compare the
grounded_answer_knowledge_points and
the answer_knowledge_points and provide a de-
tailed critique based on the comparison. And your
critique should based on the principles below:
1. Correctness: Be sure to point out any factual
inaccuracies or errors in the answer_to_critique
and provide corrections based on the
grounded_answer_knowledge_points. 2. Com-
prehensiveness: The answer_to_critique should
cover the main points of the grounded_answer
and should not miss any key information, if the
answer_to_critique miss the cultural knowledge
points, you should say "not addressed clearly"
between the comparison. 3. Stability: If the
grounded_answer_knowledge_points and the
knowledge_points_to_critique are mainly the
same, you should say "Roughly the same" in
your critique. 4. Point by point: You should com-
pare the grounded_answer_knowledge_points
and knowledge_points_to_critique point by
point and provide your critique based on
the comparison. Between the comparison,
you should choose the most relevant knowl-
edge_points_to_critique from the list while com-
paring the grounded_answer_knowledge_points.
You should always follow the in-
structions and carefully compare the
grounded_answer_knowledge_points and
the answer_knowledge_points point by point and
provide your critique. Remember, you should di-
rectly compare the grounded_knowledge_points

953
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and knowledge_points_to_critique and point out
the flaws made by knowledge_points_to_critique.
And your critique should be encoded
in JSON format, with each unit be a
small JSON format , which will be like:
"grounded_answer_knowledge_points": "",
"knowledge_points_to_critique": “ ” "Critique":
"" , "grounded_answer_knowledge_points": "",
"knowledge_points_to_critique": “ ” "Critique":
"" , ..... You answer:954

7.7 Example of Critique and answer955

We also elaborate an example of meta critique:956

{
"grounded_answer_knowledge_points": "In
Chinese culture, eggs symbolize fertility and new
life.",
"knowledge_points_to_critique": "In Chinese
culture, eggs symbolize fertility and new life due
to their ability to hatch.",
"Critique": "Roughly the same"
},
{
"grounded_answer_knowledge_points": "Eggs
represent blessings and auspiciousness in Chinese
culture.",
"knowledge_points_to_critique": "Not addressed
clearly.",
"Critique": "The answer_to_critique does not
mention the aspect of blessings and auspicious-
ness associated with eggs, which is an important
cultural significance. Including this detail would
enhance the comprehensiveness of the response."
},

{ "grounded_answer_knowledge_points": "Eggs
play an integral role in many aspects of Chinese
life.",
"knowledge_points_to_critique": "Contradic-
tory.",
"Critique": "The answer_to_critique does not
encapsulate the integral role that eggs play in
various aspects of Chinese life, which is a key
point. Acknowledging this would provide a
holistic view of the cultural significance of eggs."
}

957

we also elaborate an example of the Critique C:958

959

The critique identifies several key aspects of Chi-
nese cultural significance related to eggs that are
either missing or inadequately addressed in the
answers. While some points align closely, many
important cultural dimensions are overlooked.
Specifically, the aspects of blessings and auspi-
ciousness associated with eggs, the gifting of eggs
during Chinese New Year, and their involvement
in rituals and culinary practices are not clearly ar-
ticulated. Additionally, the use of eggs in fortune-
telling, their culinary significance in traditional
dishes like mooncakes, and the symbolic repre-
sentation of the yolk are omitted. Unique customs,
such as boiling eggs in urine and using eggshells
for folk art, as well as the broader role of eggs
in Chinese life, also lack sufficient discussion.
Including these details would enhance the depth
and richness of the response, providing a more
comprehensive understanding of the cultural sig-
nificance of eggs in Chinese traditions.

960

Additionally, here is an example of our question: 961

How does the integration of high-quality materi-
als, such as English wool blends, and traditional
Chinese techniques in the production of hand-
tufted rugs like Whisper reflect the rich textile
heritage of China?

962

And here is an example of the corresponding 963

answer: 964

The integration of high-quality materials, such
as English wool blends, and traditional Chinese
techniques in the production of hand-tufted rugs
like Whisper reflects the rich textile heritage of
China by showcasing the country’s exceptional
craftsmanship and adaptability. The use of fine
English wool enhances the quality of the rugs,
while traditional Chinese techniques ensure that
the artistry and cultural significance of the textile
production are preserved. This blending of pre-
mium materials and age-old methods illustrates
how China not only honors its textile heritage but
also embraces global influences to create prod-
ucts that stand out in the market, reflecting both
tradition and innovation." 965

We also exhibt the example of answer unit: 966

{"knowledge_points":
"The production of hand-tufted rugs like Whis-
per integrates high-quality materials such as En-
glish wool blends with traditional Chinese tech-

967
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niques.",
"This integration reflects the rich textile heritage
of China.",
"The combination of modern materials and an-
cient techniques showcases the mastery of Chi-
nese artisans.",
"The use of English wool blends contributes soft-
ness, durability, and stain resistance to the rugs.",
"Traditional Chinese techniques like hand-tufting
and natural dyeing maintain the rugs’ cultural and
aesthetic value.",
"The fusion of old and new in rug production
demonstrates China’s long history of textile inno-
vation.",
"Chinese textile production adapts to changing
times while remaining true to cultural roots."
}

968

7.8 Evaluation Example969

We first display the prompt for our fine-grained970

evaluation process:971

You are an expert evaluator for a cultural
knowledge question answering system. You are
given a piece of cultural knowledge point and
a list of reference cultural knowledge. Your
task is to evaluate whether the given cultural
knowledge point satisfies one of the reference
cultural knowledge points and give a concise
explanation.
Here are some examples and explanations:
</example>
<example/>

Remember, Your output should first generate
’Yes’ or ’No’, and give a concise explanation of
your evaluation.
If your answer is "Yes", your explanation should
specifically incorporate the given cultural knowl-
edge point satisfies which reference cultural
knowledge point.
cultural knowledge points:
{}
reference cultural knowledge points:
{}
Your output:

972

We then display the ’Yes’ case of the evaluation973

process with explanation:974

cultural knowledge points:
"The centers aim to improve literacy rates

975

among Afghan citizens, particularly women and
children."

reference cultural knowledge points:
"Lincoln learning centers in Afghanistan improve
literacy rates among Afghan citizens.",
"These centers were established in response to
low literacy rates in Afghanistan.",
"Lincoln learning centers serve as educational
hubs providing English language classes, library
facilities, Internet connectivity, and counseling
services.",
"The initiative aims to reach at least 4,000
Afghan citizens each month at each location.",
"Literacy courses are mandatory for the military
and national police forces in Afghanistan.",
"The initiative reflects a broader commitment to
enhancing literacy levels across Afghanistan.",
"Educational programs at the centers promote an
understanding of American culture.",
"The primary languages spoken in the Lincoln
learning centers are Dari and Pashto."

Your output:
Yes

explanation: the cultural knowledge point "The
centers aim to improve literacy rates among
Afghan citizens, particularly women and chil-
dren." is similar to the reference cultural knowl-
edge point "These centers were established in
response to low literacy rates in Afghanistan.", so
the output is Yes.

976

And a ’No’ case for the evaluation with explana- 977

tion: 978

cultural knowledge points:
"Basketball is gaining popularity in Afghanistan
and is enjoyed by both men and women."

reference cultural knowledge points:
"The Afghan Sports Federation was established
in 1922.",
"The Afghan Sports Federation promotes sports
like football and basketball in Afghanistan.",
"The federation is responsible for developing,
organizing, and overseeing various sports in
Afghanistan.",
"Afghanistan’s national football team qualified
for the 2014 FIFA World Cup.",
"The qualification for the 2014 FIFA World Cup

979
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was a significant milestone for Afghan football.",
"The Afghan Sports Federation faces challenges
such as financial constraints and infrastructure
limitations.",
"Ongoing conflicts in Afghanistan have impacted
the development of sports.",
"The history of the national football team reflects
Afghanistan’s turbulent past.",
"Many players and coaches of the national
football team have fled Afghanistan due to
conflict or persecution.",
"The Taliban banned sports during their rule
from 1996 to 2001.",
"The ban on sports during Taliban rule hindered
the progress of the national football team.",
"The national football team has shown resilience
despite numerous challenges.",
"Players like Zohib Islam Amiri and Faisal
Hamidi have represented Afghanistan in in-
ternational competitions.", "The 2021 Taliban
takeover has raised concerns about the future of
sports in Afghanistan."

Your output:
No

explanation: the cultural knowledge point "Bas-
ketball is gaining popularity in Afghanistan and
is enjoyed by both men and women" is not ad-
dressed clear in the reference cultural knowledge
points, so the output is No.

980
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