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Abstract

Machine learning systems often acquire biases by leveraging undesired features
in the data, impacting accuracy variably across different sub-populations. Current
understanding of bias formation mostly focuses on the initial and final stages
of learning, leaving a gap in knowledge regarding the transient dynamics. To
address this gap, this paper explores the evolution of bias in a teacher-student
setup modeling different data sub-populations with a Gaussian-mixture model. We
provide an analytical description of the stochastic gradient descent dynamics of
a linear classifier in this setting, which we prove to be exact in high dimension.
Notably, our analysis reveals how different properties of sub-populations influence
bias at different timescales, showing a shifting preference of the classifier during
training. Applying our findings to fairness and robustness, we delineate how and
when heterogeneous data and spurious features can generate and amplify bias.
We empirically validate our results in more complex scenarios by training deeper
networks on synthetic and real datasets, including CIFAR10, MNIST, and CelebA.

1 Introduction

Over the past decade, the problem of assessing the fairness of classifiers has garnered significant
attention, revealing that machine learning (ML) systems not only reproduce existing biases in the
data but also tend to amplify them [21}, 40, [L1]. Given the complexity of the ML pipeline, isolating
and characterising the key drivers of this amplification is challenging. Recent studies have begun to
disentangle the contributions from architectural design choices, including overparameterisation [37]],
model complexity, activation functions [5, [12]], learning protocols [43} [13]], post-processing practices
such as pruning [[19], and intrinsic aspects of the data like its geometrical properties [38]].

Theoretical results in this area (e.g., [37,138]]) are mostly based on asymptotic analysis, leaving the
transient learning regime poorly understood. Due to limitations on computational resources, a trained
ML system may operate far from the asymptotic regime and hence existing results may not always
apply. Insights from class imbalance literature [43}|12] indicate that classifiers converge faster for
classes with more data, but how this applies to fairness, where datasets might be balanced by label
but imbalanced by demographics, remains unclear.

Our analysis addresses this gap by providing a precise characterisation of the transient dynamics
of online stochastic gradient descent (SGD) in a high dimensional prototypical model of linear
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classification. We use the teacher-mixture (TM) framework [38]], where different data sub-populations
are modeled with a mixture of Gaussians, each having its own linear rule (teacher) for determining the
labels. Adjusting the parameters of the data distribution in our framework connects models of fairness
and spurious correlations, providing a unifying framework and a general set of results applicable to
both domains. Remarkably, our study reveals a rich behaviour divided into three learning phases,
where different features of data bias the classifier and causing significant deviations from asymptotic
predictions. We reproduce our theoretical findings through numerical experiments in more complex
settings, demonstrating validity beyond the simplicity of our model.

Our key contributions are:

* High-dimensional analysis: We demonstrate that in the high-dimensional limit, relevant
properties of the classifier, such as the generalisation error, can be expressed using a few
sufficient statistics. We prove that their evolution converges to a set of ordinary differential
equations (ODEs) that can be solved explicitly in our setting.

* Bias evolution characterisation: Using our solution, we characterise the evolution of
bias throughout training, showing a three-phase learning process where bias exhibits non-
monotonic behaviour. Specifically:

1. Initial phase: The classifier is initially influenced by sub-populations with strong class
imbalance.

2. Intermediate phase: The dynamics shifts towards the saliency, or norm, of the samples
in a sub-population.

3. Final phase: Sub-population imbalance, or relative representation, becomes the domi-
nant factor.

* Empirical validation: We validate and extend our theoretical results through numerical
experiments in both synthetic and real datasets, including CIFAR10, MNIST, and CelebA.

Altogether, our study reveals a complex time-dependence of learning with structured data that
previous theoretical studies have failed to capture. This characterisation is crucial for developing
effective bias mitigation strategies, especially under limited computational resources.

1.1 Further related works

Class imbalance and fairness. A key element in our study is the presence of heterogeneous
data distributions within the dataset. In the context of fairness, these distributions model different
groups in a population. Sampling unbalance is particularly critical, as minority groups are often
misclassified [9,[20]. However, theoretical studies on group imbalance have been limited to asymptotic
analyses [38]], which may not apply in practical settings. Related questions have been explored in
the label imbalance literature [22], where it has long been known [} [17] that underrepresented
classes have slower convergence rate and may even experience increased errors early in training. Our
work shows that pre-asymptotic analysis can reveal complex transient dynamics, which is practically
relevant when learning slows down or training to convergence is not possible. Similar to our analysis,
[12] has shown that supposedly neutral choices, like activation functions or pooling operations, can
generate strong biases. In contrast to prior work, our focus on data properties identifies several
timescales associated to different data features relevant to bias generation.

Simplicity bias. Several studies [31} 16 41} 10} 32] have highlighted a bias of deep neural networks
(DNNss) towards simple solutions, suggesting this bias is a key to their generalisation performance.
Simplicity bias also influences learning dynamics: [4, (32} 28 30, |33]] have showed that DNNs learn
progressively more complex functions during training, with a notion of complexity often defined
implicitly by other DNNs or observations like the time to memorisation. Our results connect with
simplicity bias by identifying interpretable properties of the data that make samples appear “simple”
to a shallow network. Interestingly, our findings reveal that different phases of learning experience
simplicity in different ways, leading to forgetting of previously learned features.

Spurious correlations. Simplicity bias can also lead to shortcomings [39] by excessively relying
of spurious features in the data, possibly hurting generalisation, especially in out-of-distribution
contexts [14]]. Theoretical works [29, 37, [18]] have identified statistical properties that cause a
classifier to favour spurious features over potentially more complex but more predictive features.



Various methods have been proposed to address this problem using explicit partitioning of the data
[36]); some approaches implicitly infer subgroups with various degrees of correlation as spurious
features. Notably, [26),42] rely on early stages of learning to detect bias and adjust sample importance
accordingly. Our study provides a unifying view of learning in fairness and spurious correlation
problems, highlighting the presence of ephemeral biases characterised by multiple timescales during
training. This adds complexity to the understanding of learning dynamics and points out potential
confounding effects in existing mitigation methods.
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Figure 1: Teacher-Mixture in fairness and robustness. Panel (a) shows the generalisation errors—
for the subpopulations + (blue) and — (red)—obtained through simulation (crosses) and predicted by
the theory (solid lines) for a network with linear activation. The inset shows the same comparison for
the order parameters: R, (blue), R_ (red), M (green), and () (orange). Panels (b-d) exemplify the
different scenarios achievable in the TM model investigated in Sec.[d] Panel (b) represent a model
for robustness where a spurious feature—given by the shift vector—can mislead the classifier, see
Sec. 1] Panels (c,d) are instead discussed in Sec. [#.2]and represent two models of fairness. First,
Panel (b) has no shift, v = 0, allowing us to remove the confounding effects. Finally, Panel (d) shows
the general fairness problem.

2 Problem setup

Data distribution. We consider a standard supervised learning setup where the training data consists
of pairs of a feature vector z € R and a binary label y = 4-1. To model subgroups within the data
[33]], we assume that the feature vectors are structured as clusters cy, . . . , ¢,,,, respectively centered
on some fixed attribute vectors vy, - - - ,v,, € RY. Specifically, z is sampled from a mixture of m
isotropic Gaussians:

&~ p N /Vd, Ajllaxa), e))
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with mixing probabilities p1, - - - , py, and scalar variances A1, - -+, A,,. Assuming the entries of
v; are of order 1 as d gets large, the scaling factor 1/ V/d ensures that the Euclidean norm of the
renormalised vector is of order 1. This prevents the problem from becoming either trivial or overly
challenging in the high-dimensional limit 24]). We adopt a teacher-mixture (TM) scenario [38]]
where each cluster has its own teacher rule:

rxeEC; = y= sign(Eij/\/a). 2)

This rule is characterised by the teacher vectors w; € R?, ensuring linear separability within each
cluster. Fig.[Tp-d illustrate the data distribution for two clusters with opposite mean vectors +v,
which will be the primary case study for our analysis.

Model. In this study we analyse a linear model applied to the above data distribution. We aim to
learn a vector parameter w, referred to as the ‘student’, such that predictions are given by

jlx) =w'z/Vd. 3)

The training process involves applying online SGD on the squared loss ¢ = (y — §)2. At the k-th
iteration, a feature vector z* is sampled from , the ground truth label y* and current model



prediction §/* are respectively given by (2) and (3, and the parameter is updated as:
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where 77/2 > 0 denotes the learning rate. It is important to note that in this online setting the number
of time steps is equivalent to the number of training examples. In our analysis, the model is evaluated
by its generalisation error, or population loss, € := E[¢].

3 SGD analysis

We study the evolution of the generalisation error during training with SGD with constant learning rate
in the high dimensional setting (i.e. large d). Following a classical approach [34, 8], we streamline
the problem by focusing on a small set of summary statistics, referred to as ‘order parameters’, which
fully characterises the dynamics. As the dimension increases, it can be shown by concentration
arguments that the evolution of these order parameters converges to the deterministic solution of a
system of ODEs [15. 16, 3]]. Notably, in our setting, we achieve an analytical solution of this ODE
system. We sketch our main results below, referring to the Appendix for derivations and proofs.

3.1 Order parameters

In the setup described in Section 2} consider the following 2m + 1 variables:
1 1 - 1
R; = At M; = Y Y Q= E||w|\ ) Q)

for 1 < 57 < m. These variables correspond to key statistics of the student, namely its alignment to
the cluster teachers, its alignment to the cluster centers, and its magnitude, respectively.

Lemma 3.1. The generalisation error can be written as an average € = Z;nzl pj€; over the clusters,
where €; is a degree 2 polynomial in R;, M; and Q) taking the form
¢; =1—2a;M; + M? — B;R; + QA (6)

where o, 3; are constants independent of the parameter w.

We present the derivation of this result and the explicit form of the constants «;, 3; in Appendix

Our problem thus reduces to characterising the evolution of order parameters (5). Using the gradient
update of the parameter in Eq. E]and the notation 6% := y* — §*, we can write update equations for
the order parameters as follows:
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3.2 High dimensional dynamics

We build upon classic results [34} 8], recently put on rigorous grounds [[15, |6} 3]], leveraging the
self-averaging property of the order parameters in the high dimensional limit d — oco. As a result,
as the dimension gets large, the discrete, stochastic evolution (7)) of the order parameters can be
effectively described in terms of the deterministic solution of the average continuous-time dynamics.

Let S := (S;)1<i<2m+1 denote the collection of order parameters. The following lemma shows that
the average of the updates (7)) over the sample 2* can be expressed solely in terms of S*.

Lemma 3.2. E[ASF] = L f,(S*) for some functions (f;(S))1<i<2m+1 in O(1) as d — .

The theorem below states that as d gets large, the stochastic evolution S* of the order parameter gets
uniformly close, with high probability, to the average continuous-time dynamics described by the
ODE system:
dS;(t)
dt
where the continuous fime is given by the example number divided by the input dimension, ¢t = k/d.
Formally,

= fi(S(t)), 1<i<2m+1, ®




Theorem 3.3. Fix a time horizon T > 0. For1 < i <2m + 1,

k_ 3 P
O£%§T|Si Si(k/d)| — 0 asd— oo. )

where = denotes convergence in probability. A proof is provided in Appendix (Bl We provide the
explicit expression of the functions f; in the ODEs (8) in Appendix[C] focusing on m = 2 clusters
for clarity.

3.3 Solving the ODEs

Here we present the explicit solution of the ODEs in the case of two clusters (m = 2) with
opposite mean vectors v, as in [38]]. Henceforth, we refer to v as the shift vector and to the two
clusters as the ‘positive’ and ‘negative’ sub-populations, with mixing probabilities p and (1 — p),
variances A and teacher vectors W, respectively. The order parameters introduced in Eq. [5|are
specifically denoted as M = w 'v/d, Ry =w'w, /d, and R_ = w ' w_ /d in this setting.

Theorem 3.4. In the above setting, solutions to the order parameter evolution take the form
M(t) = Mye n0+A™ Dt 4 ppoo(] — o=nw+A™ )ty (10)
Ry(t) = R%Le ™" 4 RP(1 — e mA™0) 4 kif (e 1A - emn(vHA™ ) (11)
Q(t) _ Qoe_n(QAmiz_nAmnm)t i Qoo(l B e_n(QA'mi:z_nAQ'nLix)t)
+ k2(e_t(2A7niz_nA27nim)n _ e_tAm,imn) + k3(e_t(2Am'iz_nA27niw)n - e—t(?)—‘—A”Lim)’l])

n k4(67t(2Amm —pA2miTyy _ e*t(QUJr?Amm)n) (12)

with A™% = pAy + (1 — p)A_, A*™* = pAZ + (1 — p)A? and v = ||v||*/d.

The remaining constants are less significant and are reported in Appendix and discussed further
in Appendix [E] This solution allows us to describe important observables such as the generalisation
error (via Lemma [3.1)) at any timestep. Fig.[Th plots the theoretical closed-form solutions along with
values obtained through simulation when we set d = 1000. Note the remarkable agreement between
the analytical ODE solution and simulations of the online SGD dynamics in this high dimensional
data limit.

4 Insights

S 1.00 F1.0
= s
In this section, we delve deeper into the solution derived it ©
in Theorem [3.4] By examining the exponents in Egs. M0 80757 E
[I2] we can identify the relevant training timescales. No- 8 - 0.5 .
tably, M follows a straightforward behaviour dominated ~ '® 0-50 1 <
. . oy e . %]
by a single timescale, whereas R4 and @) exhibit multi- % S
ple timescales, leading to significant implications for the =~ © 0.25 : -+ 0.0
emergence and evolution of bias during training. 10° 103 10°

. . . . epoch
In the following sections, we analyse increasingly com- Figure 2: Spurious correlations tran-
plex scenarios to understand how bias develops and gjent alignment. Time-evolution of
evolves. Parameters specifying these different scenarios ogs (purple), student-teacher (red) and
are the shift norm v = ||v||?/d and relative representation  gtudent-shift (green) cosine similarities.
p, the subpopulation variances A, and the teacher over- The initial phase (green background) of
lap Ty = EIE_ /d. For simplicity we fix the teacher learning aligns classifier and shift vec-

norm |[w-||2 = V/d, so that Ty is the cosine similarity ~tor before aligning with the teacher (red
between the two teachers. background), Sec. Parameters: v =
16,p = 0.5,A_ = A, = 0.1, Ty =
1,7 = 0.5. For these parameters, spuri-

4.1 Spurious correlations .
ous features allow the correct classifica-

The emergence of spurious correlations during training tion of 90% of the samples.
exemplifies a type of bias where a classifier favours a
spurious feature over a core one. To isolate the impact of spurious correlation in our model while
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Figure 3: The crossing phenomenon. Panel (a) (left side) shows the loss curves of sub-population —
(in red) and sub-population + in blue along with the overall loss (in purple). We observe a crossing
cause by a higher variance but lower representation in sub-population —. The background colours
represent the different phases of bias that are characterised by the evolution of the order parameters
shown in Panel (a) (right side). Panel (b) shows the presence of the crossing phenomenon in a large
portion of the parameter space using a phase diagram. Blue indicates an asymptotic preference for
sub-population + and red the opposite. Dark colours indicates regions where bias is consistent across
training, while regions in light colours undergo a crossing phenomenon. White indicates that learning
rate was too high and training diverged. Parameters: v = 0,A, = 1,7y = 0.9,7 = 0.1.

avoiding confounding effects, we consider perfectly overlapping teachers (w; = w_) and sub-
populations with equal variance and representation (p = 0.5,Ay = A_). With non-perfectly
overlapping clusters v # 0, we introduce a spurious correlation by adding a small cosine similarity
between the shift vector and the teacher, creating a label imbalance—an imbalance between the
proportion of positive and negative labels—within each sub-population. The setting is illustrated in

Fig. [Tp.

From Egs. [TOHI2] two relevant timescales for the problem are observed:

1 mix
e — 13 TR=1/’I7A . (14)
T™ 'I’](’U—FAmZ‘T)’ ( )

The shortest timescale, 7y, associated with M, indicates that the student first aligns with the spurious
feature. By aligning with the shift vector, the student can predict most examples correctly, but not
all. The effect of spurious correlations is transient; at ¢ ~ 7p, the student starts disaligning from the
spurious feature and aligns with the teacher vector, eventually achieving nearly perfect alignment.
This is illustrated in Fig. 2] where the student initially picks up on the spurious correlation (green)
and achieves almost perfect alignment with the shift vector during intermediate times before aligning
nearly perfectly with the teacher (red).

4.2 Fairness

In this section, we identify the properties of sub-populations that determine the bias during learning
and show how bias evolves in three phases. To quantify bias, we use the overall accuracy equality
metric [[7], which measures the discrepancy in accuracy across groups. Intuitively, we aim for equal
loss on both groups, considering any deviation from this condition as bias.

4.2.1 Zero shift

We first consider a simplified case where we assume that both clusters are centered at the origin v = 0
as shown in Fig.[Tc. We will later reintroduce the shift and analyse the transient dynamics it introduces
as per the discussion in section 4.1} The zero shift case represents an extreme situation where not
only is the classification not solvable if w ## w_, but it is also difficult to identify which cluster
generated a given data point since the shift provides no information. This setting is particularly suited
to analysing the effects of ‘group level” features, such as group variance and relative representation,
on the preference of the classifier.



In this simplified setting, M (t) is always zero and the constants kfﬂ ks, k4 presented in equations
and[I2)are zero. Thus, the dynamics only involve two relevant timescales given by 7 in Eq.[I4and

TQ = 1/(n(2A™" — nAZ™iTY), (15)

Fig.[Bp illustrates the changing preference of the classifier. Specifically, we observe that the variance
of the sub-population is particularly relevant initially and the sub-population with higher variance
(red) is learnt faster, i.e. its generalisation error drops faster. However, asymptotically we observe
that the relative representation becomes more important wherein the student aligns itself with the
teacher that has a higher product of representation and standard deviation (blue), i.e.

Apz2(1-p)/A_ < RY 2 R>. (16)

Thus, the network can advantage the cluster with higher variance initially but asymptotically advantage
the other cluster if its representation is high enough. This leads to the interesting behaviour shown in
Fig. 3| wherein we observe a ‘crossing’ of the losses on the two sub-populations. A more detailed
analysis of the ‘crossing’ is presented in Appendix [E.2]

Initial dynamics. Starting from small initialisation, the initial rate of change of the generalisation

error for sub-population + is
; 2 RT
N TN (Y S (17)
t=0 AL 7

and analogously for —. The learning rate n must be chosen to be small enough such that the
generalisation errors decrease and hence the first term in the brackets must dominate over the 1. Since
R /R> € [T'+;1/T4] (for T4 > 0), the ratio between generalisation error rates is bounded by

d dt
T, & < L‘t:O < 1 & (18)
A_ deg_/dtftzo T\ A

When the teachers are only slightly misaligned—7"; < 1—the bound is tight and we can see that it is
the ratio of the square roots of the variances that determines which cluster is learnt faster initially.
As precisely detailed below, the initial bias can substantially differ from the asymptotic bias of the
classifier. Indeed, Fig.[3b shows in a phase diagram the existence of ‘bias crossing’ across a wide
range of variances and representations. The transition between the phases that represent a initial
preference for the positive sub-population (light red and dark blue) and the phases that represent an
initial preference for negative sub-population (dark red and light blue) is approximately given by the
line A_ = A, = 1, independent of the representation as predicted by Eq. The portion of the
dark blue phase just above the white divergent phase marks a ‘quasi-divergent’ region wherein the
generalisation error on the negative sub-population rises even at t = 0 because the learning rate is too
large for such high variances. It hence marks a region of impractical behaviour that is only observed
with poorly optimised learning rates.

d69+
dt

Asymptotic preference. In the limit of small learning rates n — 0, the student will asymptotically
exhibit lower loss on whichever sub-population’s teacher it has better alignment with. Thus, Eq.[16]
provides a simple characterisation of asymptotic preference from representations and standard
deviations in the small learning rate limit. However, the situation is more complex in the case of
finite learning rate, which may disrupt learning in one or both clusters. Without indulging further
into the discussion of asymptotic performance, which is not the main goal of the paper, we refer to
Appendix [E-3|for more in depth and analysis and additional phase diagrams.

4.2.2 General case

We now consider the general case shown in Fig. [T, where the shift is non zero and all three timescales
identified so far play a role.

As observed in Sec. when the shift norm v is large, the effect of spurious correlations becomes
significant and the timescale associated with the spurious correlations is the fastest. In general, when
v # 0 we observe an additional phase due to the effect of spurious correlation. In this new first phase,
the student advantages the cluster with higher representation and lower variance since the salient
information received from this cluster is more coherent and easier to access.
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Figure 4: Double crossing phenomenon. (Left panel) shows the loss for the two sub-populations
(blue and red lines) and the global one (in purple). (Right panel) shows the value of the order
parameters across time. The behaviour of the order parameters across time provides a precise
characterisation and understanding of the different phases. Parameters: v = 100, p = 0.75, A4 =
0.1,A_ =0.5,7=0.03,71 =0.9,a4 =0.343, v = 0.12.

More precisely, in high dimensions the shift and the teachers are likely to exhibit a small cosine
similarity leading to a class imbalance in the clusters and creating spurious correlation. The amount
of label imbalance within a cluster is characterised by the value of c, as detailed in Appendix [A] For
smaller variances, « takes more extreme values leading to stronger spurious correlation of that cluster
with the shift. If a cluster has more positive examples, we would observe a reduction in loss for that
cluster if the student aligns with the mean of that cluster (and opposite to the mean if the cluster
has mostly negative examples). When both clusters have different majority classes, the direction of
spurious correlation for the two are same. However, when the majority classes are the same, we have
competing directions for spurious correlation. The expression for M, in Appendix Eq.
shows that in this case the relative representation comes into play and the mean of the cluster with
greater representation and class imbalance will be chosen by the teacher to align with. Fig. f] shows
such a scenario with three phase bias evolution:

» The green phase is driven by spurious correlation where the positive cluster is advantaged
since it has greater representation and class imbalance.

* Then, the red phase is driven by greater variance where the negative cluster is learnt faster
as discussed through Eq.

* Finally, we observe the orange phase wherein the student starts aligning with the positive
cluster as per the asymptotic rule in Eq.[16]

In summary, the student first advantages the sub-population with higher representation and lower
variance. Next, it advantages the sub-population with higher variance. Asymptotically, it advantages
the sub-population with higher representation and variance. Our analysis thus shows that bias is a
dynamical quantity that can vary non-monotonically during training and cannot be characterised by
simply the initial and asymptotic values.

S Ablations using numerical simulations

5.1 Rotated MNIST

We train a 2-layer neural network with 200 hidden units, ReL U activation, and sigmoidal readout
activation, using online SGD on MSE loss in a MNIST classification task. Data are centered and
the variance is set to 1 following standard pre-processing practices. We consider a variation of the
MNIST dataset that mimics the TM model, allowing us to verify our theory when network and the
data structure are mismatched. Digits O to 4 and 5 to 9 are grouped to form the two subpopulations.
With probability p, and p_, digits of both subpopulations are rotated with a subpopulation-specific
angle—i.e. Fig.[Sh uses angles of rotation §_ = 45° and §_ = —90°. The goal of the classifier is to
detect rotations.

The experimental framework gives a correspondence between parameters of the generative model
and properties of a real dataset. We can control relative representation by subsampling, teacher
similarity by playing with angle difference, label imbalance by changing the probability of rotation,
and saliency by increasing and decreasing the norm of the subpopulation using multiplicative factors
A . The only parameter that we cannot control is the shift v which is a property of the data.
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Figure 5: Numerical simulations on MNIST. The figure shows the average (solid lines) and standard
deviation (shaded area) of 100 simulations run in this framework. In particular the upper plots show
the test loss and lower plots the test accuracy for subpopulation + (blue) and — (red). Panel (a) an
example of crossing phenomenon obtained by imposing VA, = 1, VA_ = 0.2, and p = 0.1. Panel
(b) shows the double crossing, obtained by introducing an additional timescale to the previous case by
tuning label imbalance. Panel (c) explore the effect of changing A_ while keeping a constant Ay = 1.

Therefore, in order to reproduce the zero-shift case of Sec. @, we remove the label imbalance
by setting the probability of rotation p; = p_ = 0.5. By properly calibrating the saliency A and
the relative representation p, it is possible to bias the classifier towards one subpopulation at the
beginning of training and the other in the end. This is shown in Fig. Eh where p =0.1and A, > A_.
The saliency difference favours subpopulation + initially while setting p small enough advantages
subpopulation — later in training. This is precisely what we observe in the plot.

In Fig. b, we extend the MNIST experiment by varying the average image brightness of subpopula-
tion —, which reflects the group variance in our theory. The results show that greater brightness leads
to faster learning in the second phase and an increasing asymptotic preference, consistent with our
predictions.

Finally, we consider the general fairness case. By creating label imbalance, i.e. setting py = 0.3
and p_ = 0.7, we observe an additional phase of bias evolution, wherein the classifier prefers dense
regions with consistent labels. This advantages subpopulation — and indeed it is what we see in
Fig.Bk. The result of the simulations matches the theory displaying a double crossing phenomenon.

5.2 CIFAR10

We consider the same architecture and pre-processing described for MNIST on a CIFAR10 classifica-
tion task. We select 8 classes and assign 4 of them to the positive group and 4 to the negative group.
Inside each group, 2 classes are labelled as negative and 2 as positive. This simulation framework is
similar to the one considered by [S]] where the authors used sub-populations with only 2 classes each.

The average brightness of the samples in each cluster plays the same role as the parameter A in the
synthetic model. Our theory predicts that the classifier will advantage the group with highest average
brightness, see Eq.[T6 In order to achieve the same generalisation error on both subpopulations, the
less bright group needs more samples (larger p). This is shown in Fig. [6p, where the three panels
correspond to different assignment of the classes: in the top panel classes are randomly assigned to
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Figure 6: Numerical simulations on CIFAR10. The figure shows experiments of a 2L neural
network on CIFAR10 where classes were grouped together to form the subpopulations. The plots
show the average performance—measure by loss or accuracy—achieved over 100 simulations (for
Panel (a)) and 10 simulations (for Panel (b), respectively) using the shaded area to quantify the
standard deviation. Panel (a) shows the result at the end of training changing relative representation
p, while Panel (b) shows the training trajectories as p changes as indicated in the colour-bar, see text
for more details.

the two groups; in the middle panel classes are randomly partitioned in two groups and the brighter
one is assigned to group —; finally the last panel assigns the brightest classes to group — and least
bright to group +. As predicted, we need increasingly high relative representation p to achieve a
balance in losses at the end of training.

When labels are balanced, our theory predicts that the classifier is initially attracted by the larger
A and eventually—if the relative representation of the group with smaller A is large enough—it
switches and favours the other group. This effect is indeed verified in the CIFAR10 experiments.
Starting from the partitioning in Fig. [6a (bottom) with p = 0.8, the dynamics is initially attracted by
group — before advantaging the other group, giving rise to a crossing that can be observed—among
other things—in Fig. [6p.

Figl6b highlights another prediction of our theory concerning the timescale when p becomes relevant.
Our theory predicts that p should become relevant only in the final stages of the dynamics and
indeed the curves are almost perfectly overlapping until for most of training. As already noticed, p
sufficiently large gives rise to a crossing behaviour as indicated demonstrated in the synthetic model.

5.3 Additional numerical experiments

In Appendix |F| we provide additional experiments within the TM model and the CelebA dataset,
exploring different architectures and losses. Even under these new conditions, we observe that bias
presents different timescales and shows crossing behaviours.

6 Conclusion

This paper examined the dynamics of bias in a high dimensional synthetic framework, showing that it
can be explicitly characterised to reveal transient behaviour. Our findings reveal that classifiers exhibit
biases toward different data features during training, possibly alternating sub-population preference.
Although our analysis is based on certain assumptions, numerical experiments that violate these
assumptions still display the behaviour predicated by our theory.

While this paper centered on bias propagation in a controlled synthetic setting, the study of bias in
ML systems is a significant issue with profound societal implications. We believe this line of research
will have practical impacts in the medium term, aiding the design of mitigation strategies that account
for transient dynamics. Future research will further explore this connection, proposing theory-based
dynamical protocols for bias mitigation.
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A Problem setup and notation

We begin by refreshing the problem description and notation introduced in the main body for the two
cluster case (Sec.[3.3)) as well as defining some new notation to make the presentations of the results
more compact.

1.
2.

x,y) denotes a training example withz € R¢ and y € {—1,1}.
Y g p Y

x is drawn from a mixture of two Gaussians with means v/+/d and —v/+/d respectively,
covariances A I 4 and A_ I35 4 respectively. These two Gaussians are henceforth referred
to as the positive and negative Gaussians respectively.

. p represents the probability of the data being drawn from the positive Gaussian.

. () denotes an average over z, () denotes an average over the positive Gaussian and () o

denotes an average over the negative Gaussian.

. w4 and w_ denote the teachers for the positive Gaussian and negative Gaussian respectively.

w is the learnt classifier ("the student").

. The true labels, y, are then given by:

* y=sign(®, - x/+/d) for the positive cluster;
* y=sign(@_ - z/+/d) for the negative cluster.

7. Our predictions are § = w - z//d.

14.

15.
16.

. The student is trained to minimise L2 loss = (y — 9)2.

. The student learns using online stochastic gradient descent.
10.
11.
12.
13.

n/2 is the learning rate.
€ denotes the generalisation error.
a - b denotes the dot product between vectors a and b.
We now define the following Order Parameters (where only the first 4 change with training):
s Q=w- w/d;
* Ry =w-wy/d;
*R_=w-w_/d;
s M=w-v/d;
e Ty =wy 'W_/d;
« M =wy  -v/d;
s M* =w_ -v/d;
cv=v-v/d
For algebraic simplicity, we assume |[@||» = |[@_||> = V/d (and thus, W, -w, /d = 1

andw_ -w_/d = 1). This has the consequence that T’y exactly equals the cosine similarity
between the two teachers.

We also define A" = pAy + (1 — p)A_ and A?™* = pAZ + (1 — p)AZ.

For notational convenience we define:

ap=(y)y=1- 2@(\7‘%)7 (A.19)
—(—Mi))
VA

Note, oy also has an intuitive meaning. It represents the difference between the probability
that an example drawn from the positive cluster has positive true label and the probability
that an example drawn from the positive cluster has negative true label. It is hence 0 when
the positive cluster has equal positive and negative examples, positive when the cluster has
more positive examples than negative, negative when the cluster has more negative examples
than positive. Similarly, «_ represents the difference in these probabilities for the negative
cluster.

a_=(y)y =1~ 2@( (A.20)
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17. Finally, we also define

20, —M3?
B =1y —exp ( n, ) (A21)
2A —M*?
B_ = —— exXp < SN ) (A.22)

18. Lastly, we use ¢ to denote continuous time given by (epoch number/d).

B Proof of the main theorems

B.1 Proof of Lemma[3.1l

Denote with (-) ; the expectation over samples from cluster j. The generalisation error reads e =
Z;n:l pj€; with

&= (- 9)?), = <( - “’ﬁf)> = (), + <(“’¢§)> ()

=1+ (QA; + M}) — 2(a;M; + R;5)),

where the second term comes from: isolating the mean and the definition of M;, and the isotropy of
x. The third term comes from the useful identity Integral 1 Eq.[C.31] derived in Appendix[C.1] and
the constants are given by

—M* 2A —(M3)?
U J L J J
a; =1 2<I><\/A7j>, Bj =1/ - exp< 24, > (B.23)

where M7 := E]-ij Jdand ®(z) = A [*_ e~"*/2(y is the cumulative distribution function of

27
the standard normal.

The formula for the generalisation error specializes to the case of two clusters with opposite means as
e=1+M—(2pay —2(1 - p)a_) M
— 2pﬁ+R+ — 2(1 — p)B_R_ + A'I?I,’L‘.IQ7

Notably, arg has an intuitive meaning wherein it represents the difference between the fraction of
positive and negatives in a cluster, i.e., oy = (y) and a_ = (y)

(B.24)

c=—"

c=+
B.2 Proof of Lemma[3.2)

Explicit computations are carried out in Appendix [C.2]below for the case of two clusters.

B.3 Proof of Thm[3.3

Using the notation of Section [3.2]and assuming Lemma [3.2] we examine the update equations
written as a stochastic iterative process

1
Vd

where the expectation is over the new sample z* and conditional on the past samples. The noise term
% has zero mean E[¢%] = 0 and conditional covariance ¥, := E[¢5¢kT].

Sk+l gk 4 ]E%f(sk) + 55’ 55 — \/Q(Ag’f — E[Ask]) (B.25)

Define the continuous-time rescaled process Sg(t)) as the linear interpolation of S'*4:
Sa(t) = St 4 (td — |td))(SLA+T — gltdly (B.26)
Here we leverage existing stochastic process convergence results (e.g., [6], Theorem 2.3]) showing

that, if ¥4 converges to the matrix valued function 3(S) as d — oo in some appropriate sense, then
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the sequence S;(t) converges weakly as d — oo to the solution S, of the stochastic differential
equation:

dS; = f(S;)dt 4+ \/2(S,)dB, (B.27)

where B; is a standard Brownian motion in R>™ %1, In our case, we can show that ¥, € O (dil) as
d — 00, so that ¥ = 0 and Eq. reduces to the ODE in Eq.[§]

Let us sketch the scaling argument. Algebraic manipulations similar to those in Section[C.2]show that
Yg = VSFTE[®*®*TIVS* (1 + 0>d™1)), ok .= p(skx® — E[sF2*]) (B.28)

where V denotes the gradient with respect to the student vector w. Recall that S* has 2m components
that are linear in w (corresponding to the order parameters R; and M; in Eq.[5) and one that is
quadratic (corresponding to (). By making the gradients VS* explicit using Eq, we see that at
leading order, the matrix entries Efij ,1 <14,7 <2m + 1 take the form

g Tk Tk
v = L@k all], ok = n(5’“ai/§ - E[é’““ljg D) (B.29)

where the vector a; is either one of the teacher vectors w;, one of the shift vector v, or the student
vector w, depending on the entry ¢ = 1,- -+ ,2m + 1. As can be shown explicitly as in Appendix [C.1|
below, ®% depend on z* only through auxiliary variables 'E;-r.z' /Vd, 'T);—:l: /N d, wFT x* /\/d, which
jointly follow a multivariate distribution whose parameters depend on the student vector w” only
through S* and are in O(1) as d — co. As aresult, ©7 € O(d™1).

Finally, the weak convergence of Sy(t); to S; implies convergence in probability for the supremum
norm on the interval [0, T'] for any T > 0. Specifically, for each 1 < i < 2m + 1,

sup |Sai(t) — Si(t)| 2 0, (B.30)
0<t<T

where £ denotes convergence in probability. This result directly leads to Eq. |§l, thereby proving the
theorem.

C Derivation of the ODEs

In this section we are going to explicitly derive the ODE describing the dynamics of the order
parameters. Starting from the discrete updates of the order parameters, Eqgs. [/}, we are going to
consider the thermodynamic limit, d — co. As proven in Thm. the updates concentrate to their
typical value and the discrete evolution converges to differential equations. Therefore, the rest of the
section is devoted to performing averages over the Gaussians in order to evaluate the typical values.
Before proceeding with the evaluation of Eqs. [/} it is useful to introduce two identities.

C.1 Useful Averages

(C.31)
where x is multivariate normal distribution with mean p and covariance A, and the angular bracket
notation indicates average with respect to x.

Derivation. Define the auxiliary random variables z; = a -z and 2o = b - x + ¢, that follow a
multivariate normal distribution

(Lt 2 o))

Using the law of iterated expectation, our average can be written as:

(a-zsign(b-z + c)) = Es, [sign(22)Ez, |z, [21]]
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= E.,lsign(z)(a- p+ oy (22— (b )]
= (0 p— T2 ), [sgn(z2)] + TE [easian ()]

The first expectation follows from the definition of the cumulative distribution function ®

—(b-u—i—c)))
VAL )

The second term is simply the mean of a folded normal distribution

E., [zosign(zs)] = (\/m)\/Zexp (W) S (bopte)(1 -2 <_(5r’2+b0)> ).

E.,[sign(z2)] = (1 — 2@(

Combining these three expressions we obtain the identity.

Integral 2:
(a-zb-xy=(a-p)b p)+Aa-b) (C.32)

where z is defined as for the previous identity.

Derivation. We proceed as in the previous case. Define the auxiliary random variables z; = a - x and
z9 = b - x. They follow a multivariate normal distribution

2~ ( ] o 5d])

Using the law of iterated expectation, our average may be written as:

(a-zb-z)y=E,, [221E21|Z2 [21]]

= En [ pt e (b )]

= (0 T )Eey ) + LB 2]

= (@ p T )b ) + (b bt (b))
— (a-n)(b-p) + Aa-b)

C.2 ODEs

We have now the building blocks to evaluate the expected values of Egs. [/| We refresh the notation
that 0 = y* — g*, y* = sign (.’z:“ -EM/\/g), and g* = x* - w/\/g Final step is to take the

continuous limit. This is obtained by noticing that the RHS of the equations is factorised by 1/d.
Therefore by taking as time unit 1/d and defining time as ¢ = u/d the discrete updates converge to
continuous increments as d — o0.

Student-shift overlap ).

(AM) = = (pvoy + pM7 By — (1 — p)va_ + (1 — p)M*B_ — (M (v+ A™*)))  (C.33)

2
Derivation. Starting from the definition in Eq.[7|for M

n T-v w-TT-v
AM) = = — )
wn=5( (7)) - (7))

The first term can be evaluated using integral 1 and the second term using integral 2 yielding the
result.
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Student-teacher + overlap R_.

(ARy) = 2 (p(Mias + B1) + (- p) (~Mia- + Tef-)

— p(MM? + Ry AL) — (1— p) (MM} + R+A_)) (C.34)
Derivation.
an-3((-53) (55
(0, 0n (), (), 0o (e

These 4 terms can be computed using integrals 1 and 2 yielding the result.

Student-teacher — overlap R_.
(AR} = 3(p(M* oy +TBy) + (1 - p)(~-Ma_ +5.)

~p(MM* + R_AL) — (1— p)(MM* + R_A_)> (C.35)
Derivation. Same as for R .
Self-overlap Q.

(AQ) = =1 (play M + By Ry) + (1= p)(—a_ M + B_Ry) — M? — QA™)

&\%&\3’

(Amzz £ QAT 4 N2 AT

—2(pAs (s M+ B Ry) + (1= p)A_(—a-M+5R.)). (€36

Derivation. This update requires additional steps with respect to the previous ones.

2 fowiE\ P |2
The first term is

o | wjx 2/ waz MZ
d<5ﬂ>d<y¢3 (m>>
gn (M(pay — (1 —p)a_) + pBs Ry + (1 — p)B-R- — M? — QA™") .

DO

The second term

o)1 (65 )
_ %2 <y2xda: N (w\/;) - 2yw\fa::t:d:z:>

requires additional steps. We consider the three terms in the expression above, starting from the first
one

(PZEY = () LSy = LS ety - (a2

i=1 =1
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d
= é(ZP(A—i— +’U12/d) + (1 —p)(A_ +U12/d)) — AMmiz +1}/d

_ Annﬁm + O(d_l),

Where we used the simplification 4> = 1 independently of the cluster’s teacher. However, the
remaining terms require us to split the expectation considering the probability of sampling from each
cluster. The second term

m'z<w-m)2 B z-m(w-m>2 ) m~x<w~m>2

4 \'Va Na\va) /., PNTa\Va) )

We begin by analysing the average over the positive Gaussian and splitz as £ = v/ V/d + % such that
Z has zero mean. Then,

zz/w z\’ vy 0T IT-I w-v\’ w- VW T w-z\’
—=|—= =(|—=+ + +2 +
d \vd) [, d dvd  d d d d Vd .
Multiplying the terms in the brackets will give rise to 9 terms. We can see that the 3+3=6 terms

corresponding to v - v/d? and 2v - Z/d+/d will tend to 0 in the limit of infinite d due to their scaling.
We now analyse the other 3 terms:

Term 1:
R ) () (), o
=M*A; +0(d™)
Term 2: o ) o
R )
n{EF) (52) o
:(J+O(¢r1).EB )
Term 3:
~ o~ ~\ 2 ~ o~ ~\ 2
CECE) ), A, o
= A (ALQ)+0(d ) = QAL +0(d ™)
Thus finally,

<x $<ui/;> >=p(M2A++QAi>+(1—P>(M2A—“W—)

For the the third term

As before, we analyse the average over the positive Gaussian first and split & into its mean and a zero
mean component:

(mEem) - (% a2 ),
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This gives rise to 6 terms. We can see that the 2+2=4 terms corresponding to v - v/d? and 2v - T/ dvd
will tend to O in the limit of infinite d due to their scaling. We now analyse the other 2 terms:

Term 1:
T-Tw-v T
), -l )
< d d ® d o
5:~E+ E+ v j 53
= M ( sign +
<g( 7 ) >69
. (i'w_;,_ E_f_ v Tz 1
= M ( sign + + O(d
(o2 550) (22 o
= M(y)y Ay +0(d)
:M()(+A++O(d71)
Term 2:

- A+R+ B+ + O
Where the last equality follows using integral 1. Thus:

—~

d=).

<yxc-lw"i/';> =Ai(ay M+ B1Ry) +0(d7).
52

We repeat the same analysis for the negative gaussian and get:

<y’ﬂf“’¢g> = pA (Mt BB+ (1— p)A_(—arM + B_Ry) + O(d™).

Collecting everything together and taking the infinite dimensional limit:
(Aw - Aw/d) = % (A™ 4 QAP™T 4 MZA™ — 2 (pAy (ay M + By Ry) + (1 — p)A_(—a_M + B_R.)))
Thus,

(AQ) = %77 (plaxM + ByRy) + (1= p)(—a—M + B_Ry) — M?* — QA™")

+ % (A™ 4 QA?™T + MPA™ — 2 (pAy(ar M + By Ry) + (1 — p)A_(—a_M + B_R.))) .

Continuous limit. Final step of the derivation is taking the termodynamics limit that leads to the
ODE:s implicitely defined in Thm. 3.3}

fu(M,Ri . R_,Q) = U(PU04+ + pM By

(1 - pva_ + (1 — p)M*B_ — (M(v + A"”“))), (C.37)
Jro (MR, R, Q) = n(p(Mjas + B5) + (1= p)(~Mia_ + Tuf-)

— p(MM* + RyAL) — (1— p)(MM? + R+A_)>, (C.38)
fro (M, Ry, R-,Q) = n(p(May + TuBy) + (1= p)(~M*a_ + B.)

—p(MM* + R_AL) — (1— p)(MM* + R,A,)), (C.39)
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fo(M,Ry,R_,Q) =2n (p(ay M + By Ry) + (1 — p)(—a_M + B_Ry) — M*> — QA™™)
+n2(Amix +QA2miac +M2Ami:c _ 2(pA+(a+M—i—B+R+)

+(1—p)A_(—a_M + 6,R+))). (C.40)
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D ODE solutions

In this section we first present the general solutions of the ODEs sketched in Theorem [3.4] then we
specialise to the two scenarios discussed in the main text.

D.1 General case

From the previous section, we have a system of coupled ODEs for the order parameters of the form:

dM

E =c1 + CQM,

dR_

T c3— +cy-M+c5_R_,

dR

L,

dQ _ 2

rra cg+ ot M + cgM?* 4+ coy Ry + cg— R_ + ¢10Q.

This represent a linear system of ODEs which can be solved using standard methods like Laplace
transform, leading to Eqs.[TOT2} We now report the equations including the exact expression of their

coefficients.
M . |
M(£) = Moet+A™) 4 g (1 — e=tn(+A™)y
Where,
v - (PMEBL + (L= p)M*B) + v(por — (1= p)a)
> v+ Amm .
R+:

Ry(t) = Rie‘“’Am + Rf(l — e A"
Where,

u_> + k1+(e_tnAmi$ . e—tT](U-‘rAT"iw)).

(pB+ + T (1 = p)B-) + M} (pay — (1 — p)a— — M)

R® =
M (Moo — Mo)

fopy = —t— 0 0
v

R_:
Ri (t) _ R(le_tnAﬂm'z + Rio(l . e_tnA'm
Where,

AT ’

Lr) + kli(e_tnAnLir

(TepBy + (L= p)B-) + M* (pay — (1 — p)a_ — M)

miz
_ e—tn(v+A ))

s Amiz ;
py = ME(Moe — Mo)
v
Q:
QUt) = Que ST 4 (1 iAo
oy (e IMRATTT AT o —im AT
kg (eTtMRATTT AR o —im(u AT
+ k4(67t"(2Amm*”A2m") _ eftn(2u+2Am7‘rm)).
Where,
Qu = NA™E 4203, RP(1 —nAy) +2(1 — p)B-R®(1 —nA_)

2AMIT _ nA2miz ’
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(D.42)

(D.43)

(D.44)

(D.45)

(D.46)

(D.47)

(D.48)

(D.49)



Moo (Moo (nA™* —2) + 2pai (1 — A ) — 2(1 — pla_(1 —nA_))

~ 208+ (1 = nAL)(RY — RS — kiy) +2(1 = p)B-(1 = nA_)(R® — RY — k1)
koo = . : . (D.51)
Amiz _ nAmec
b 2pB+(1 —nA )k +2(1 — p)B_(1 — nA_)ki—
3 Amlz _ nA2mzz +o ’
4+ (Moo = Mo)(Moo(nA™ = 2) + 2pas (1 = 1A4) = 2(1 = pla—(1 = nA-))
Amiz _ nAQmiw + o ’
(D.52)

A™iT _ 9)(M,, — Mp)?

oy = 1 ) (Mo — Mo)™ (D.53)

nAZmim + 20

D.2 Spurious correlations setting

Under the setting discussed in the Sec. @(p =0.5,AL = A_ = ATy =1), we can make the
following simplifications:

1. Amiz = A,

2. A%miz = A2

3. ap = —a_ =aq,
4. By =p- =5,

5. My =M* =M,
6. R, =R_=R.

The equations then take the form:

M(t) = Moe "FA) 4 M (1 — e M0F2)),
)= ROeTIA L RO(1 — e 18) 4 ky (e 1A — eit”(qﬁm),
) = Qoe—tn(2A—nA2) + Quo(l — e—tn(QA—nA2))

+ k2(e—tn(2A—nA2) . e—tnA)

+ kg (e MRANAY) _ o—in(vFA))

+ k4(e—tn(2A—nA2) _ e—tn(2v+2A)).

Where,
M*B +va
My = =222
v+ A
B+ M (a— M)
ROO - A )
M, — M,
kl = ( v 0)7
O = nA 4+ 28R (1 —nA) N Moo (Mo (nA — 2) + 2a(1 — nA))
< 2A — nAZ? 2A — nA? ’
by — 28(1 = nA)(Roo — Ro — k1)
2 A—?’]AZ )
b - 250 uA) (Moo — Mo) (Moo (A — 2) + 20(1 — )
PTA A2 4y A —nA2+o ’
! nA2 + 2 '
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D.3 Fairness setting

The general fairness case coincides with the general case discussed above (D.IJ), therefore we limit
our discussion to the simplified case with centered clusters.

Under the zero shift v = 0, the equations take the simplified form wherein M, v, M1 are 0, the
transient term in R4 vanishes and @) only has one transient term. Specifically:

R+(t> _ Rgre_tnAnLiw + R?‘ro(l _ e_tnANLia;))
R_ (t) _ Ro_e_tnAmzz + Rio(jl - e_tnAmzm),

Q(t) _ Qoeitn@AmminA%nm) " Qoo(l _ eftn(ZA""manm"“”)) " Qtrans(eitn(QAmminAzmm) _
Where
R \/5,0«/A+ + T (1= p)y/A_
+ T Amiz ’
po [ 2TEV/ At (1-p)VA-
- T Amiz ’
AT 2/ 20V /BLRE(1— A y) +2,/2(1 - p) /A R=(1-nA_)

QIAMIT _ nAQmia; ’

o \ﬁ 20y/Br (1= AL )(RT — RY) +2(1 - p) /B (1 - nA_)(R® — RY)
rans — T AmizT _ 77A2miz :

E Deeper analysis of the learning dynamics equations

This section provides insights into the learning dynamics — particularly those relevant to bias
evolution — that arise out of the expressions for order parameter evolution. We shall provide intuitive
explanations behind the various mathematical terms that appear.

E.1 Single centered cluster

Consider first a single cluster centered at the origin—i.e. p = 1, v = 0 with variance A. In this setting,
the minimum generalisation error is achieved when the student perfectly aligns with the teacher and

optimises its norm such that Q,,; = —%, achieving the generalisation error €y, = 1 — 2.

Importantly, this is not O since the student and the teacher are mismatched —i.e. the student is linear
whereas the teacher has a sign(-) activation function. From the equations, we observe that the
asymptotic generalisation error when training using online stochastic gradient descent in this setting

1S
_1=2/ (2 nA 272
600_1—77A/2_<1 ﬂ) (1+ 5 +O(nA)>. (E.54)

Thus, as the learning rate increases, the generalisation error increases until it reaches the critical
learning rate beyond which training is unstable and the loss grows unboundedly. In the single cluster
case, Eq. this is 2/ A which matches the classical result from convex optimisation [23]. We can
similarly find the critical learning rate for two clusters to be 2A™% / A2™i® by ensuring exponential
terms decay to zero in equation

E.2 Analysis of teacher alignment (1) and student magnitude (7¢) timescales
We now consider the fairness setting with zero shift as illustrated in Fig. [Tk. As discussed in section

[M.2] the relevant timescales in this setting are

1 1
TR = nAmiz’ Q= n(?Am’L’E _ nA2mi.r)’

since M (t) is always zero. Fig.[7|shows the crossing phenomena of the loss curves along with the
order parameter evolution and other insightful terms. The alignment of the student is governed by the
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Figure 7: The Crossing Phenomenon The left shows the ‘crossing’ of the loss curves on the negative
sub-population in red (higher variance and lower representation) and positive sub-population in
blue (lower variance but greater representation) along with the overall loss in purple obtained as
a weighted average of the two. It also marks 7 as the dashed vertical line and 7¢ as the dotted
vertical line. The right side shows the evolution of the order parameters and a transient term. The
horizontal blue and red dash-dotted line mark the optimal value of Q for the positive-subpopulation
and negative sub-populations respectively. The parameters are v = 0,p = 0.8, Ay = 0.1,A_ =
1,7y =0.9,7 =0.1.

timescale 7 and the change in its magnitude is governed by the timescale 7. Initially, the classifier
has a small magnitude and its alignment roughly matches the two teachers which are themselves quite
similar (73 = 0.9). Indeed, we see that the R, and R_ have very similar trajectories. However,
smaller magnitudes advantage higher variances as discussed in Appendix (Qopt is inversely
proportional to the cluster variance).

We mark the optimal values of @ using horizontal lines in Fig[7 on the left side with blue for the
positive sub-population (lower variance) and red for the negative sub-population (higher variance). As
the magnitude of the student grows, we observe a sharp drop in the generalisation error on the higher
variance sub-population till () crosses the horizontal red line. Beyond this point, the generalisation
error on the higher variance sub-population rises since the magnitude of the student has exceeded the
optimal value (horizontal red line) and the generalisation error on the lower variance sub-population
continues to fall as the magnitude of the student approaches the horizontal blue line. Finally, an
inspection of the timescales reveals that 7 (vertical dotted line) is less than ¢ (vertical dashed
line) and hence we may expect the student magnitude to saturate before its alignment. However,
Q+trans, the transient term associated with @ (third line of equation , is always negative and hence
suppresses the growth of () initially.

In summary, we observe a two phase behaviour. First the student shifts its alignment and increases
magnitude leading to a sharper drop in the higher variance generalisation error. Second, we observe
that as the student continues increasing magnitude while keeping its alignment fixed, it advantages
the lower variance cluster.

E.3 Asymptotic preference

This section discusses the asymptotic generalisation errors of our classifier when v = 0 as a function
of representation and variances. Firstly, as discussed in section

R > R® < pAL > (1—p)/A_.

Intuitively, one might expect that the asymptotically lower generalisation error is achieved on the
population whose teacher has better asymptotic alignment with the student. Indeed, when the learning
rate tends to 0, we observe exactly this as illustrated by the two dark phases in Fig. 8| on the left
side. However, when the learning rate is greater than zero, we observe more complex behaviour.
Fig.[8|(right) shows the emergence two new phases (light red and light blue) wherein the classifier
exhibits higher generalisation error on a sub-population despite having better alignment with its
corresponding teacher. This behaviour can be traced back to equation [E.54] wherein the increase in
asymptotic generalisation error due to non-zero learning rates is amplified by the cluster variance.
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Figure 8: Initial and Asymptotic student preferences We setv = 0,A, = 1,7y =0.9,7 = 0.1
and study the values of p, A_. The figure studies only asymptotic preferences under v = 0, A =
1,74+ = 0.9. When the learning rate is small (n — 0T on left side), the cluster which has better
alignment with the teacher must also have lower generalisation error. However, for non-zero learning
rates (n = 0.1 on right side), behaviour is more complicated leading to the light colored phases where
despite better asymptotic alignment with the teacher, the generalisation error is higher. Parameters:

n — 0T (left) vs n = 0.1 (right).

Thus, our analysis shows how a large learning rate can also become a source of bias in our classifier
by advantaging the sub-population with smaller variance.

F Additional numerical simulations
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Figure 9: Numerical simulations in the CelebA dataset. Figure shows the average accuracy (solid
lines) and standard deviation (shaded area) of 4 different runs in this framework. The top row
depicts the test accuracy over the course of training for different pairs of target and group attributes.
The bottom row illustrates the difference in test accuracies between the 4+ and — subpopulations,
highlighting the crossing phenomenon observed during training. Panels (a), (b), and (c) depict this
for the pairs of target and group attributes of (Eye glass, Bags under eyes), (Bangs, Blurry), and
(Young, Blond Hair), respectively.

The goal of this experiment is to show the emergence of different timescales in realist scenarios of
relevance for the fairness literature.
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The CelebA dataset [27] contains over 200k celebrity images annotated with 40 attribute labels,
covering a wide range of facial attributes such as gender, age, and expressions. For this experiment,
we consider different pairs as the target and group attributes. The task is to predict the target attribute
while the group attribute defines the + and — subpopulations.

For the model, we select a pretrained ResNet-18 model on ImageNet and add an additional fully
connected layer, with only the latter being optimised during training. We use cross-entropy as the
loss objective and train via online SGD.

We randomly selected target-label pairs, making sure to avoid attributes that are pathologically
underrepresented in the dataset and would hinder the significance of the result. In the plots shown
in Fig. 0] we show some of the pairs that show a crossing phenomenon. Each panel in Fig. [9]
show the accuracy and accuracy gap over the course of training. Notice how the classifier favours
sub-population — in the initial phase of training before changing preference.

This result shows that bias can change over the course of training even in standard setting. This
does not imply that it will always occur and indeed several of the pairs in the dataset do not show a
crossing phenomenon. However, understanding when and why this phenomenon occurs can affect
the algorithmic choices that we make in our ML pipeline.
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F.2 Simulations on Synthetic Data and Deeper Networks
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Figure 10: Synthetic Data Simulation with alternate Training Protocols We observe the ‘double-
crossing’ phenomena in not only the loss curves, but also the error curves for the positive sub-
population (blue) and the negative sub-population (red) (left). The shaded areas quantify the standard
deviation obtained across 10 seeds. We observe similar behavior when using Adam (middle) and
weight decay (right). The data distribution parameters are d = 100,v = 4,p = 0.7,A; =
0.1,A_=1,T7y =0.9,7=0.01,a4 = 0471, = —0.188

In this section we test the validity of the prediction of our model across various networks and
training protocols. We consider a data distribution with parameters as detailed in the caption
of Fig.[I0] We train a 2-layer MLP with ReLU activation in the hidden layer(s) and sigmoidal
activation at the output with 128 neurons in the hidden layer with online SGD using BCE loss.
We refer to this as the ‘standard configuration’ for further comparisons. We sample training
and test data from the data distribution and use the test data to obtain estimates of the loss as
well as error rates (percentage of test examples misclassified). We visualize these in Fig.[T0]on the left.

We observe the three phase behaviour predicted by our model. The positive sub-population
is initially advantaged more since it exhibits stronger spurious correlation. Then, the negative
sub-population is advantaged since it has a higher variance. Finally, as per Eq.[T6] the positive-
sub-population is advantaged once more since it has sufficiently high representation. We not only
observe the ‘double-crossing’ phenomena in the losses, but also in the test errors demonstrating the
robustness of our model beyond the linearity and MSE loss assumptions.

We also observe similar behavior using Adam optimization in Fig. [T0] (center). We note
that we had to use a smaller learning rate of 0.001 to keep training stable since Adam leads to faster
optimization manifesting in a higher effective learning rate than SGD.

When we train using a weight decay penalty of 0.1 (Fig. [I0] right), we observe that asymp-
totically the higher variance cluster is now preferred. This behaviour can be explained using the
theoretical model. As discussed in Appendix [E] smaller student magnitude advantages the higher
variance group and weight decay encourages smaller student weights leading to an asymptotic
preference for the negative sub-population.
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Figure 11: Ablations with Deeper Networks We observe the ‘double-crossing’ phenomena across
deeper networks as well.

We now train deeper networks with 2 to 5 layers and visualise results in Fig.[TT] The ‘double-crossing’
phenomena persists across deeper networks. We also train wider networks with 2, 16, 128 and 1024
units in the hidden layer and visualise results in Fig.[T2] The ‘double-crossing’ phenomena persists
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Figure 12: Ablations with Wider Networks We observe the ‘double-crossing’ phenomena across
wider networks as well.
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Figure 13: Ablations across Learning Rates Larger learning rates can lead to instability (left). If
training is stable however, we observe the ‘crossing’ phenomena as usual, just at different time scales
due to different speeds of training.

across wider networks.

Finally, we vary the learning rate as well from our standard configuration and note that
when the learning rate is too high, the training is unstable for the higher variance cluster (Fig. [I3]left).
For stable training, however, we observe the ‘double-crossing’ phenomena as usual, just at longer
timescales for slower learning rates as predicted by our theory.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: the model is introduced in Sec. 2] analytical characterisation in provided in
Sec.[3] their analysis are provided in Sec.[] and implications are provided in Sec.[5] The
appendix complements these sections.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Limits of the applicability of the discussed in the assumptions of the model,
Sec.[2] and additional limitations are reported in the conclusions Sec. [f] Furthermore, we
comment on how these limitations may be conservative by performing numerical experi-
ments in settings that violate the assumptions of the model.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors

should reflect on how these assumptions might be violated in practice and what the

implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: Proofs and derivations are reported in the appendix for space constraint in

Appendix B} [Cland [D.T}

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, the derivation is provided as stated in the previous questions and all the
parameters to reproduce our results are reported in the text and/or the caption of the figures.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide code in the SM to simulate the dynamics in the TM model and
reproduce the analytical solution.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Yes, see Sec. [5|and Appendix [F}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The variance and number of seeds is reported in the text/caption of the figures.
We use shaded area around line to indicate the standard deviation (instead of error bars).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

33


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: All the simulations were performed on personal laptops. Computational
resources needed to reproduce our results are quite available.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Discussion reported in the conclusion Sec.[6] This paper focuses on theoretical
research, however we believe that the phenomena observed and characterised in our frame-
work extend to a broader class of classifiers and datasets, potentially leading to a redesign of
aspects of the ML pipeline in order to account for bias as a dynamical quantity.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: literature relevant for this work is properly cited, mostly in Sec. [T}
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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