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Abstract

Key-Value (KV) caching accelerates LLM in-
ference but incurs high memory overhead. Ex-
isting methods focus on preserving only critical
KYV pairs for inference. While clustering-based
strategies excel preserve critical KV pairs with
semantic coherence, they suffer from computa-
tional inefficiency and limited parallelization.
In this paper, we identify a dichotomy in token
representations: while most tokens exhibit se-
mantic similarity to their surrounding tokens,
a distinct subset deviating from this pattern ex-
hibits clustered semantic embeddings in the
latent space. Leveraging this, we propose Pro-
toKV, a novel KV cache compression frame-
work that combines chunk-aware local aggre-
gation and LSH-driven global consolidation to
construct hybrid semantic prototypes. These
prototypes guide head-wise attention redistri-
bution via cluster-aware pooling, efficiently re-
taining critical KV pairs. Experiments on Long-
Bench show ProtoKV achieves 2.11% higher
accuracy than state-of-the-art under identical
memory constraints; in Needle-In-A-Haystack
task, it achieves 96.8% retrieval accuracy at
1.6% cache retention. Furthermore ProtoKV
reduces inference latency by up to 3.9x com-
pared with clustering-based strategies.

1 Introduction

Large language models (LLMs), exemplified by
GPT (Brown et al., 2020), PaLM (Chowdhery et al.,
2023), and LLaMA (Touvron et al., 2023), have
emerged as revolutionary forces in modern artifi-
cial intelligence. Their architectures are built upon
the transformer framework (Vaswani et al., 2017),
which superseded conventional sequential model-
ing paradigms through parallelized self-attention
mechanisms and multi-scale feature representation.
Built upon it, LLMs have demonstrated remarkable
capabilities on tasks like dialogue generation (Li
et al., 2024a), question answering (Ho et al., 2020)
and logical reasoning (Wei et al., 2022).
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Figure 1: Clustering visualization of ProtoK'V-processed
key vectors from L1ama2-7B-chat, where color repre-
sents token ID from 0-1023. As illustrated, regular
tokens exhibit similar representations to their surround-
ing tokens, forming clusters with internally consistent
colors. In contrast, irregular tokens typically violate
such locality, resulting in clusters containing elements
of diverse colors.

However, deploying large language models un-
der fixed-memory hardware constraints entails sub-
stantial computational challenges.The primary bot-
tleneck stems from the Key-Value (KV) cache
mechanism, which maintains historical KV vectors
to prevent recomputation but exhibits memory re-
quirements scaling with respect to batch size b and
sequence length n. Specifically, the cache mem-
ory footprint grows as O(b - n) and often surpasses
static model parameter memory by an order of mag-
nitude. Empirical analysis reveals that a LLaMA-
7B model with b = 8 and n = 65,536 generates
KV cache exceeding 256 GB, which brings critical
pressure on memory budgets during long-context
processing.

To address this challenge, eviction strategies
have been proposed to optimize the KV cache
by prioritizing and retaining important tokens for
generation. The importance of tokens is typically
determined by various configurable schemes, in-
cluding prior knowledge (e.g., "attention sink"
in (Zhang et al., 2023)) and cumulative attention
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Figure 2: (a) Comparison of inference latency with vary-
ing sequence length. (b) Relationship between locality
and clustering property on SAMSum, with detailed mea-
surement and implementation in Appendix D.

scores (Zhang et al., 2023). Yet these token-wise
retention approaches struggle to globally preserve
semantic coherence. Recently, clustering-based
KV cache methods (Wang et al., 2024; Tang et al.,
2024; Wu et al., 2024; Fountas et al., 2024) group
tokens into semantic clusters (as illustrated in Fig-
ure 1) according to their key vectors and selectively
recalls them during inference, but always face com-
putational inefficiency and parallelization bottle-
necks. We take ClusterKV (Liu et al., 2024b) as
the example and demonstrate its great inference
latency in Figure 2(a). This motivates the need for
an efficient KV-cache compression algorithm that
preserves semantic integrity.

In this paper, we propose a novel KV cache com-
pression method named ProtoKV for long-context
inference via hybrid semantic prototype construc-
tion. Unlike extant clustering-based strategies that
require iterative refinement, ProtoKV eschews com-
plex clustering process by directly extracting se-
mantic prototypes as clustering anchors. Figure 1
demonstrates that our ProtoKV exhibits excellent
clustering performance, and Figure 2(a) shows our
ProtoKV ensures semantic coherence with negli-
gible additional inference latency compared with
SnapKV (Li et al., 2024b), reducing by up to 3.9x
compared to ClusterKV (Liu et al., 2024b).

In ProtoKV, we categorize tokens of input se-
quences into two distinct types: regular tokens,
which exhibit strong semantic similarity (evidenced
by high cosine similarity between key embeddings)
with their contextual neighbors; and irregular to-
kens, which lack such local semantic coherence but
demonstrate precise geometric clustering patterns
of key embeddings in the semantic space. We visu-
alize this in Figure 2(b). For regular tokens, we em-
ploy positional segmentation to partition them into
distinct chunks and construct regular semantic pro-
totypes (RSP) via intra-chunk aggregation. For ir-
regular tokens, we employ Locality-Sensitive Hash-

ing (LSH) to cluster them into buckets, and gen-
erate irregular semantic prototypes (ISP) through
bucket-wise feature consolidation. After obtaining
the hybrid prototypes, importance score of each
token is then quantified via sliding window voting
and redistributed through intra-cluster mean pool-
ing. Tokens with top scores are retained for answer
generation.

Extensive experiments demonstrate that Pro-
toKV achieves superior semantic preservation ef-
ficacy under identical memory budgets compared
to existing KV cache baselines. Specifically, Pro-
toKV delivers SOTA accuracy (2.11% gain) on
LongBench under fixed memory constraints, main-
tains 96.8% retrieval accuracy with 1.6% KV cache
retention, and shows complementary benefits when
combined with budget allocation methods.

2 Related Work

KV Cache Quantization involves converting
high-precision numerical values of KV states into
lower-precision formats, primarily through two
paradigms: uniform compression for general to-
kens (Yao et al., 2022; Sheng et al., 2023; Zandieh
et al., 2025) and dynamic bit allocation guided by
token relevance (Hooper et al., 2024b; Liu et al.,
2024e; Kang et al., 2024), with layer-adaptive pre-
cision schemes prioritizing semantically rich initial
layers (Liu et al., 2024d; Tao et al., 2025). De-
spite its simplicity, current quantization methods
always face accuracy degradation from irreversible
information loss during low-bit quantization.

KYV Cache Selection focuses on retaining criti-
cal key-value pairs while permanently discarding
unimportant ones to optimize memory and infer-
ence. Two dominant strategies emerge: (1) static
methods with prefill-phase token selection (Ge
et al., 2024; Li et al., 2024b; Zeng et al., 2024), and
(2) dynamic approaches updating cached entries
via attention-based metrics or structural patterns
during decoding (Xiao et al., 2024; Han et al., 2024;
Zhang et al., 2023; Zhao et al., 2024). Recent ad-
vancements address persistent eviction challenges
through multi-tier caching and asynchronous re-
trieval (Lee et al., 2024; Tang et al., 2024; Zhang
et al., 2024a; Hooper et al., 2024a; Liu et al.,
2024a). However, existing solutions fail to effi-
ciently preserve semantic coherence, leading to
suboptimal selection decisions.

KV Cache Budget Allocation LLMs’ hierarchi-
cal layers exhibit distinct information extraction



patterns, motivating adaptive memory allocation
across layers/heads. Layer-wise strategies (Cai.
et al., 2024; Yang et al., 2024; Huang et al., 2024;
Zhang et al., 2024b) prioritize resource distribu-
tion by analyzing attention concentration gradients,
where lower layers retain uniform contextual sig-
nals while higher layers preserve semantic focal
points. Head-wise approaches (Feng et al., 2024;
Zhang et al., 2024c; Fu et al., 2024b) further en-
able finer-grained optimization through intra-layer
importance differentiation.

3 Preliminary and Motivation

3.1 Problem Formulation

Consider an autoregressive transformer layer
with L layers and H attention heads. Let x; € R¢
denote the input token embedding at decoding step
t, and {Kg{?fl, Vg?fl}thl represent the cached
key-value pairs from previous steps for each of the
H heads. The attention output ogh) € R% atstep t
is computed by:

(h) (g (PN T
h q; (Ki/) h
ol(t ) = Softmax (t\/d%t> ngt) (1)

where qgh) = xtW((Ih), kgh) = th(h), vgh) =
xtWQ(,h) are query/key/value vectors, with projec-
tion matrices Wgh), W,(Ch), Wq(,h) € Réxdn,

Our objective is to find compressed representa-
tions {tht) , \Nfght) ML | satisfying:

o™ — 6{"||y < ¢, Vh € [H] )

where 61@ denotes the approximate output using
compressed KV pairs, and ¢ is a pre-defined error

tolerance. The compression ratio p should satisfy:
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with || - || counting non-zero elements, while main-
taining Htht) llo = vaht) |lo for computation align-
ment.

3.2 Selection Strategy

Early KV cache compression methods dynam-
ically determine and retain KV pairs for criti-
cal tokens based on their cumulative attention
score (Zhang et al., 2023). Recently, SnapKV (Li
et al., 2024b) simplifies it through an observation

window-based selection mechanism. Given an in-
put sequence of length Lyompt = Lprefix + Lobs»
where L denotes the observation window at the
sequence end, the method first computes attention
patterns in the final Ly, tokens to identify critical
positions in the prefix. For each attention head
h € [H], we calculate the attention weight summa-
tion across the observation window queries:

Lprompt
=% Wyl 4)
1=Lprefix+1

where Wéﬁz € REobsXLpeiix contains the softmax-
normalized attention weights for head h in the
observation window. The top-k indices (") =
Top,,(C"), k) are selected where k = | pLprefix]
with p being the target compression ratio, as de-
fined in Equation (3). To preserve contextual conti-
nuity, SnapKV applies 1D max-pooling with kernel
size  along the prefix dimension:

¢ = MaxPool,.(C™) (5)

The compressed KV representations Kth) and

\Nfﬁ) are constructed by concatenating: 1) The
clustered features around top-pooled positions
(k"™ v ). 2) The full KV pairs from the

Lprompt

: : (h) (h)
observation window {k;"”, v, } .7 Lo 1

3.3 Clustering-based Strategy

The window-based selection strategy in SnapKV
was proposed under the assumption that selecting
only top-scoring tokens would lead to the loss of
semantic coherence. The max-pooling operation
(Equation 5) preserves tokens that are semantically
similar to the top features, even if their own scores
are relatively low. However, it operates on the
premise that adjacent tokens typically share simi-
lar semantics (measured by key-vector similarity),
which fails to hold in many practical scenarios.

To overcome this limitation, clustering-based
strategy (Liu et al., 2024b; Hooper et al., 2024a)
employs a more robust approach by globally captur-
ing semantically similar tokens through clustering.
During inference, it compares query vectors against
clustering centroids to identify and load the most
semantically relevant keys from the prefix.

However, the clustering-based strategy intro-
duces several critical limitations. First, their itera-
tive clustering process (mostly through K-means
algorithm) requires excessive computation. As il-
lustrated in Figure 3, Squeeze Attention (Hooper
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Figure 3: Clustering-based strategy requires 20 itera-
tions before surpassing existing KV cache compression
methods on TriviaQA dataset.

et al., 2024a) takes over 20 iterations to outperform
baselines and increases compression time remark-
ably (2.8 x on Multi-Document QA tasks and 3.2 x
on Summarization tasks). Moreover, such cluster-
ing algorithms pose significant challenges to paral-
lelization efficiency. For example, ClusterKV (Liu
et al., 2024b) only achieves thread-level parallelism
across attention heads. These issues demand a re-
designed clustering-based KV retention approach
that balances algorithmic performance and compu-
tation overhead.

3.4 Observation

In LLMs, we revealed an interesting phe-
nomenon (based on Fig 1 and Fig 2(b)): tokens
that satisfy locality prior are typically scattered,
while those that violate locality prior are likely
clustered. First, we provide the formal definition
of “locality”. For token ¢ with key kl(h), we its
k-neighborhood similarity in head h as follows:

i+|k/2

st = 1 Eis () 1.0

K (Z)_; Z COS(ki akj ) (6)
j=i—|x/2]

This metric quantifies the outlier degree of the
ith token within the chunk spanning from i — | k/2]
to ¢ + [x/2]. Our analysis reveals that despite a
high expected value E[S,gh) (7)], a specific S,gh)(i)
frequently attains low values for a small subset of
tokens across different attention heads. We define
tokens with low S,gh)(i) as violating the locality
prior. Interestingly, instead of randomly distributed
in the semantic space, these outliers seem to exhibit
tight mutual proximity, and in most cases form a
single cohesive group.

To quantitatively validate it, we first measure the
outlier degree O(7) for ith token as:

(i) = (8 (i) —E[sM(@)]) /\/ VIS? (i) ()
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Figure 4: Irregular tokens form progressively compact
clustering with the increasing the threshold 3 on SAM-
Sum, with H; denoting the ith attention head.

By setting a threshold 3, we group tokens with
©(i) > [ into cluster C. We then compute its intra-
cluster and inter-cluster similarity metrics with:

1
Sinea(€) = 17 2 cos(k{" k), (8)
i,j€C
Siec.jge cos(kl” k)
Sinter(c) - cC.gc J (9)

ICI(N = c]) ’

where N denotes the total number of tokens. The
clustering degree that measures C’s compactness is
then defined as the ratio of Sinra/Sinter- As shown
in Figure 4, increasing (3 leads to a more compact
cluster of C. Notably, when 3 exceeds a critical
threshold, the clustering degree exhibits a sharp
increase. We will provide complete experimental
results in the Appendix G to validate the pervasive-
ness of this phenomenon.

Based on this observation, we categorize tokens
into two distinct groups: 1) Regular tokens adher-
ing to the spatial locality prior. Their semantics
are determined by their positions, so we cluster
them based on their positional attributes. 2) Irreg-
ular tokens violating locality principles. Despite
positional dispersion, they exhibit semantic simi-
larity, which can be clustered efficiently via a local-
sensitive hashing approach. The detailed ProtoKV
method is presented below.

4 Method

We introduce ProtoKV, which directly obtains
semantic prototypes (i.e., cluster centroids) with-
out iterative refinement. ProtoKV captures regu-
lar semantic prototypes (RSP) for regular tokens
through position-aware chunk aggregation, while
employing Locality-Sensitive Hashing (LSH) to
derive irregular semantic prototypes (ISP) for irreg-
ular tokens. To accelerate compression, we deter-
mine token importance using observation window
queries and preserve semantic integrity through
intra-cluster mean pooling. Pseudo-code for our
ProtoKYV is presented in Appendix E.



4.1 Chunk-based RSP Consolidation

Given an input sequence of n tokens with corre-
sponding key vectors {k;}?_; C R%, we initially
partition it into k consecutive chunks {C,,}% _;
of equal length |n/k]. For each chunk C,,, we
compute its mean i, and standard deviation o, to
establish local reference patterns. The irregularity
detection metric §; for each token within chunk
Cy, is computed through the standardized cosine
dissimilarity with the chunk center:

k;r Hm

1
5 :(1—). (10)
" lomll2 (k|2 2ml|2

Tokens with top-p &; values across all chunks are
identified as irregular ones O = {k;},_,. After
filtering these tokens, we distill each chunk into a
compact semantic prototype. Specifically, the m-th
regular semantic prototype derives with:

(regular) __ Zktecm\(’) kt .
" 12 keeco Kell2

1D

C

4.2 LSH-guided ISP Consolidation

These identified irregular tokens are then allo-
cated into u hash buckets. Specifically, the key vec-
tor for jth token is projected into low-dimensional
space using Random Fourier Features (RFF) map-
ping ¢ : R% — R" with Gaussian kernel approxi-
mation:

o(kj) = \/fcos (Wk; +b), (12)

where projection matrix W~ AN(0,+%I) and
phase shift b ~ Uniform(0, 27). The real-valued
projections are then binarized to {0, 1} codes:

h; =1(¢(k;) >0) € {0,1}"  (13)
with I(-) denoting the element-wise indicator func-
tion. Each binary code h; is subsequently inter-
preted as an r-bit integer for bucket allocation:

H(k;) = (Z 2Tih§.i)> mod u,  (14)
=1

where hgl) denotes the i-th bit of h;, and u repre-
sents the total number of hash buckets. To ensure
clustering effectiveness, we typically require that
u = 2". For example, a 3-bit code [1, 0, 0] converts
to decimal 4 and would be assigned to bucket By.

This binary-to-decimal conversion preserves the

Hamming distance between original codes while
enabling efficient bucket indexing.

Following the hashing-based bucketing opera-
tion, we generate u irregular semantic prototypes.
The s-th irregular semantic prototype aggregates
bucket-specific directional patterns with:

(meguar) __ 2yt Ki

4.3 Attention Contribution Redistribution

(15)

The hybrid semantic prototypes M contains n
elements, M = {c,, }!,_;, which is obtained via:

M = {Cglegular)}i:"b:1 U {Cgirregular)}r:1 (16)

with both components emerge from Equation (11)
and Equation (15) respectively. Based on these
semantic prototypes, we perform token clustering.
Specifically, the cluster assignment for token k;
is determined by the semantic prototype with the
highest cosine similarity to it:

T

c(k;) = argmax (17)

t
ceM |[kil2]lcll2

After dividing all tokens into {C;}"_;, we cal-
culate the attention weight summation across the
observation window queries with Equation (4) to
get C (M), and redistribute it through intra-cluster
mean pooling:

R 1

M (4) = T > ), (18)
| ‘]| iECj

Given budget size B, tokens with top B — Lops

importance scores C'" are retained for inference

generation in head h, along with Ly, tokens in

observation windows.

4.4 Efficiency Analysis

The efficiency of our algorithm is reflected in
three aspects. Firstly, while other clustering-based
strategies (Liu et al., 2024b; Hooper et al., 2024a)
requires computational complexity for clustering
with O(n * k), our method achieves efficient proto-
type consolidation with complexity O(n + p); Sec-
ondly, our approach employs the static token reten-
tion strategy, avoiding dynamic token retrieval that
requires frequent interaction with CPU memory.
Building on these two advantages, our ProtoKV
also achieves efficient matrix parallelism, enabling
our algorithm to process multiple attention heads
concurrently.
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Figure 5: Experimental results on LongBench dataset
under different KV cache budget conditions. The final
experimental results are the average score.

S Experiment

5.1 Implementation

Dataset We use LongBench (Bai et al., 2024)
dataset to assess the performance of ProtoKV on
tasks involving long-context inputs. The dataset
comprises 14 English tasks and 2 code-related
tasks. The majority of these tasks have an aver-

age length ranging from 5k to 15k tokens, with a
total of approximately 3,750 test samples. A de-
tailed description of LongBench dataset is provided
in the Appendix A.

Baseline We benchmark our method against
Streamingl.LLM (Xiao et al., 2024), H20 (Zhang
et al., 2024d), SnapKV (Li et al., 2024b), Pyra-
midKV (Cai. et al., 2024). We use state-of-the-
art open-sourced LL.Ms include the Llama fam-
ily (Llama-2-7B-chat, LlaM A-3-8B-instruct) and
Mistral-7B-Instruct-v0.2, which can handle up to
32k context length. Detailed description of these
three LLMs is provided in the Appendix C.

Experiment Setup We maintain identical av-
erage KV cache sizes across baseline to ensure
fair memory comparison. All experiments use two
NVIDIA 3090 GPUs (48GB total) with consistent
prompts across datasets. Our configuration bal-
ances experimental uniformity with task-specific
optimizations. We use the same prompt for each
dataset in all the experiments.
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Figure 6: Results of the Needle In A HayStack experiment, where LLMs are required to retrieve a target sentence
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5.2 Result Analysis

Table 1 and Figure 5 demonstrate the experi-
mental results on LongBench across diverse KV
cache configurations. Generally, our method main-
tains the best performance between 64-512 bud-
gets, with an average improvement of 2.11%. For
LlaMA-3-8B-Insturct and Mistral-7B (Figure 5),
ProtoKV outperforms Sota baselines by 0.35% to
4.27% across diverse budget sizes. We also com-
pare ProtoKV with the clustering-based compres-
sion method ClusterKV (Liu et al., 2024b), and
ProtoKV outperforms it under relaxed memory con-
straints (256 and 512 budget size).

Task-specific experimental results are reported
in Table 1. As presented, our method demonstrates
consistent performance advantages over diverse
long-context tasks. Notably, with a cache size of
256, ProtoKV attains 39.95 (+0.35% over SnapKV)
for LlaMA-3-8B-Instruct, 39.25 (+2.29% over
PyramidKV) for Mistral-7B-Instruct, and 29.11
(+2.86% over PyramidKV) for Llama2-7B-chat,
showing robust generalization capabilities. The
improvements are particularly pronounced in chal-
lenging multi-document QA tasks (e.g., +2.38%
over SnapKV on HotpotQA for LIaMA-3-8B-256)
and code-related tasks (e.g., +3.73% over SnapKV
on RepoBench-P for Mistral-7B-256). Moreover,
ProtoKV maintains competitive performance com-
pared to the FullKV baseline while using merely
2.6%-3.9% of the original KV cache size, demon-
strating its effectiveness in resource-constrained
scenarios. These results validate our method’s abil-

Tasks ProtoKV — + LA. + HA.

SDQA  32.87 3312, 0 5u) 33581 (1.00%)
MDQA 2531 25.72,(1 46%)  26.141(1.24%)
SUM 24.41 24.89, 4rry 25293 (1.15%)
Few shot  66.43 66.85,(1 019%) 67-341(1.65%)
SYN 37.15 37434 0,829  37914(1.73%)
Code 59.38 5977, 1057y 60-161(3.275%)

Table 2: Compatibility Analysis on Mistral-7B-Instruct
with KV budget size of 256, with 1 (-) denoting the
improvement compared with SnapKV+LA./HA..

ity to preserve critical attention patterns through
context-aware retention while minimizing informa-
tion loss.

5.3 Needle In A Haystack

We conduct the "Fact Retrieval Across Context
Lengths" (Needle In A Haystack) experiment (Liu
et al., 2024c; Fu et al., 2024a) using LlaMA-3-
8B-Instruct with 8K context length to evaluate
in-context retrieval capabilities of LLMs. This
task requires precise information retrieval from
extensive contexts, simulating real-world scenar-
ios where relevant data is buried among vast irrel-
evant information.We compare other KV Cache
techniques at a consistent cache budget size of 128
(a retention ratio of 1.6%). Results in Fig 6 indi-
cate that StreaminglLLM and H20 almost collapses
on retrieval task. In contrast, SnapKV achieves
94.2% accuracy, PyramidKV reaches 95.5%, and
our ProtoKV attains 96.8% accuracy, which closely
matches the fully cached case. These results show
that our proposed method effectively maintains re-
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trieval performance across long contexts (up to 8K
tokens) with minimal performance degradation.

5.4 Compatibility Analysis

KV cache selection and budget allocation rep-
resent orthogonal optimization directions, and we
aim to investigate the compatibility between our
method and the budget allocation methods. Specif-
ically, we study two prominent allocation strate-
gies: Layer-wise Allocation (LA.) (Nawrot et al.,
2024) and Head-wise Allocation (HA.) (Feng et al.,
2024), which dynamically distribute token budgets
across attention different layers/attention heads. As
demonstrated in Table 2, ProtoKV exhibits strong
compatibility with these techniques by achieving
additional compression effectiveness.

5.5 Ablation Study

We conduct ablation experiments to verify
whether dividing tokens into regular/irregular ones
and processing them separately are reasonable.
Specifically, we compare ProtoKV with its two
variants: chunk-clustering that only uses chunk-
based aggregation to obtain semantic prototypes,
and LSH-clustering that buckets and groups all to-
kens via LSH. Two variants adopt the same number
of semantic prototypes (i.e., cluster count) as Pro-
toKV. Figure 7 shows both variants reduce KV
cache compression performance, especially LSH-
clustering, showcasing the validity of ProtoK'V.

1.2
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Figure 9: (LEFT) Comparison of inference latency with
varying budget size. (RIGHT) ProtoKV’s inference
latency with different clustering number. Vertical axis
denotes average time consumed for LongBench dataset.

Hyperparameter Analysis. We primarily investi-
gate the impact of the irrgular semantic prototype
number v and the regular semantic prototype num-
ber k£ on model performance. Experimental results
in Figure 8 reveal that compression performance
generally improves with increasing total prototype
size, whereas the impact of w is less pronounced.
In practice, we set detected irregular tokens number
p to a small value as 3u to ensure that no position-
determined tokens are included. Though this may
exclude many tokens that violate locality assump-
tions, these selected tokens sufficiently represent
viable irregular patterns.

5.6 Inference Latency Analysis

We investigate the inference latency of our pro-
posed ProtoKV for KV cache compression. As
illustrated in Figure 9, our method maintains com-
parable inference latency to most commonly used
approaches like H20 and SnapKV. However, these
approaches cannot globally retain semantic coher-
ence, while ours can. Figure 2(a) shows our Pro-
toKV reduce inference latency by up to 3.9x com-
pared to ClusterKV (Liu et al., 2024b). Further-
more, we find that different cluster numbers have
minimal impact on ProtoKV’s inference latency.

6 Conclusion

While existing clustering-based KV cache com-
pression methods achieve impressive compression
performance by globally retaining semantic coher-
ence, they suffer from time-consuming clustering
algorithms that are difficult to parallelize. To ad-
dress this, we propose ProtoKV, a simplified algo-
rithm that significantly improves time efficiency
by identifying semantic prototypes before perform-
ing clustering. Our approach builds upon the phe-
nomenon that tokens that satisfy locality prior are
typically scattered, while those that violate locality
prior are likely clustered.



Limitation

Our current understanding of the positional-
semantic dichotomy phenomenon remains pri-
marily at the statistical observation level. Sev-
eral fundamental questions remain open, includ-
ing why this phenomenon exhibits such patterns
and whether it generalizes beyond the LongBench
datasets or LLMs with more parameters. Further-
more, when the number of clusters is small, our
clustering method still shows non-negligible perfor-
mance gaps compared to existing clustering-based
KV cache compression approaches. The underly-
ing reasons for these gaps and potential improve-
ment strategies warrant further investigation.

Ethical Considerations

The primary objective of this paper is to provide
a KV cache compression framework that designed
to accelerate inference. By eliminating the need
for iteration refinements of cluster-based method,
ProtoKV improves the memory usage and reduces
latency. This work is based on the publicly avail-
able LongBench dataset, which predominantly con-
tains English text, and the associated questions-
answer pairs are also in English. We comply with
all dataset licenses, and confirm the content con-
tains neither private nor offensive information. We
utilized Claude-3.7-Sonnet to assist us with code
generation.
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A LongBench Dataset Details

Dataset LongBench is a large-scale benchmark
dataset designed for evaluating language models’
capabilities in understanding and generating long
texts. It covers various types of tasks including, but
not limited to, Single-Document Question Answer-
ing (QA), Multi-Document QA, Summarization,
Few-shot Learning, and Synthetic tasks. The aim is
to comprehensively assess models across different
application scenarios.

Here are some specific tasks included in the
LongBench dataset along with their characteristics:

NarrativeQA: Focuses on understanding nar-
rative texts, requiring models to read and answer
questions about stories or narratives.

Qasper: Involves asking and answering ques-
tions based on academic articles, testing the
model’s ability to understand scholarly literature.

MultiFieldQA-en: Covers QA tasks across mul-
tiple fields, enhancing the model’s capability to
understand texts from diverse domains.

HotpotQA, 2WikiMultihopQA, MuSiQue:
These tasks emphasize reasoning and information
integration across multiple documents, challeng-
ing the model’s ability to find answers in a multi-
document environment.

GovReport, QMSum, MultiNews: Concen-
trate on extracting key information and generat-
ing summaries from lengthy texts, assessing the
model’s summarization capability.

TREC, TriviaQA, SAMSum: Evaluate the
model’s learning ability and domain-specific
knowledge acquisition through few-shot examples.

PassageCount, PassageRetrieval-en: Synthetic
tasks designed to test the model’s performance un-
der specific conditions, such as document counting
or retrieval accuracy.

LCC, RepoBench-P: Involve code understand-
ing and evaluation of editing similarity, catering
to the unique requirements of programming lan-
guages.

Each task comes with its own set of evaluation
metrics (e.g., F1 Score, Rouge-L, Accuracy) to
quantify model performance. Moreover, Long-
Bench includes texts from different languages and
domains, ensuring broad applicability and linguis-
tic diversity of the models. This dataset plays a
crucial role in advancing the field of natural lan-
guage processing, especially in improving models’
abilities to handle long texts. Detailed information
is demonstrated in Table 3.
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B Eval Mertic

F1 Score is the harmonic mean of Precision and
Recall. It is particularly useful when dealing with
imbalanced datasets. The formula is given by:

P-R

F1=2.
P+R

(19)

Where P is the proportion of true positive predic-
tions among all positive predictions and R is pro-
portion of true positive predictions among all actual
positive instances.

ROUGE-L measures the similarity between gen-
erated text and reference text based on the longest
common subsequence (LCS). It takes into account
both n-gram co-occurrence and word order. The
score is calculated as:

LCS(X,Y)

ROUGE-L = ——————~
max(| X[, [Y)

(20)
Where X is generated output, Y is reference text
and LCS(X,Y) is the length of the longest com-
mon subsequence between X and Y.

Edit Sim measures the similarity between two
sequences based on the minimum number of edit
operations (insertions, deletions, substitutions) re-
quired to transform one sequence into another. It is
often normalized by the length of the longer string:

LD(X,Y)

Edit Sim =1 — — =2
max(|X|, [Y])

21
X, Y are two input strings and LD is Minimum
number of single-character edits needed to convert
XtoY.

Accuracy is a basic evaluation metric that mea-
sures the proportion of correct predictions (both
true positives and true negatives) among the total
number of cases examined.

TP+ TN
TP+TN+ FP+FN

Accuracy = (22)
T P is when the model correctly predicts a positive
class, T'N is when it correctly predicts a negative
class, F'P is when it incorrectly predicts a positive
class, and F'N is when it incorrectly predicts a
negative class.

C LLM Model Details

We introduce the three LLMs used in this paper.
Detailed Statistics for them are shown in Table 4.

Meta-Llama-3-8B-Instruct is an 8B-parameter
instruction-tuned variant of LLaMA-3, optimized



Task Task Type Source Eval metric Avglen Language License

NarrativeQA Single-Doc. QA  Literature, Film F1 18,409 EN MIT License
Qasper Single-Doc. QA Science F1 3,619 EN MIT License
MultiFieldQA-en Single-Doc. QA Multi-field F1 4,559 EN MIT License
HotpotQA Multi-Doc. QA Wikipedia F1 9,151 EN MIT License
2WikiMultihopQA  Multi-Doc. QA Wikipedia F1 4,887 EN MIT License
MuSiQue Multi-Doc. QA Wikipedia F1 11,214 EN MIT License
GovReport Summarization  Government report Rouge-L 8,734 EN MIT License
QMSum Summarization ~ Meeting Rouge-L 10,614 EN MIT License
MultiNews Summarization  News Rouge-L 2,113 EN MIT License
TREC Few shot Web question Accuracy 5,177 EN MIT License
TriviaQA Few shot Wikipedia, Web F1 8,209 EN MIT License
SAMSum Few shot Dialogue Rouge-L 6,258 EN MIT License
PassageCount Synthetic Wikipedia Accuracy 11,141 EN MIT License
PassageRetrieval-en ~ Synthetic Wikipedia Accuracy 9,280 EN MIT License
LCC Code Github Edit Sim 1,235 Python/C#/Java MIT License
RepoBench-P Code Github Edit Sim 4,206 Python/Java MIT License

Table 3: An overview of the dataset statistics in LongBench.

Configuration LlaMA-3-8B-Instruct Mistral-7B-Instruct-v0.2 Llama2-7B-chat
Hidden Size 4,096 4,096 4,096
Layers 32 32 32

Q Heads 32 32 32

KV Heads 8 8 32
Attention Heads 32 32 32

Max Position Embeddings 8,192 32,768 4,096
Intermediate Size 14,336 14,336 11,008
Vocabulary Size 128,256 32,000 32,000

Table 4: Configuration of Models.

for dialogue tasks. Using transformer architecture
with SFT and RLHEF, it features a 128K vocabu-
lary and GQA for efficiency. The model supports
8K-context (extendable to 128K) and demonstrates
strong performance in text generation and reason-
ing tasks.

Mistral-7B-Instruct-v0.2 is a 7.3B-parameter
instruction-tuned model by Mistral Al, featuring
32K context length via optimized RoPE embed-
dings. With grouped-query attention for efficiency,
it excels in conversational and coding tasks while
supporting GGUF quantization. Benchmarks show
it outperforms comparable 7B models, particularly
in code generation.

Llama2-7B-chat is Meta’s 7 billion parameter
chat-optimized language model, fine-tuned for dia-
logue applications using RLHF. The model features
a 4K token context window and demonstrates im-
proved safety and helpfulness compared to its base
version. It achieves strong performance in conver-
sational tasks while maintaining efficient inference
through optimized transformer architecture.
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D Locality & Clustering Degree

In the main text, we introduced the relationship
between locality degree and clustering degree, but
did not explicitly specify their quantitative mea-
sures. We hereby provide the details:

D.1 Locality Degree

The locality of a token is quantified via -
neighborhood similarity as introduced in Equa-
tion 6. In experiments, we set kK = 5 to capture
local contextual interactions. We rank all tokens
by their 5-neighborhood similarity Séh)(i) in as-
cending order and partition them into 10 equal-
frequency bins (deciles). Let Gi denote the k-th
bin (k = 1, ..., 10), where G, contains tokens with
the lowest 10% similarity scores and G the high-
est 10%. The locality of a specific Gy, is defined
by the average 5-neighborhood similarity of the
tokens belong to it.

D.2 Clustering Degree

For each bin G, we compute its clustering de-
gree with the ratio of intra-group cohesion to inter-



group separation according to Equation 8. The
finally reported Locality Degree and Clustering De-
gree is averaged across different attention heads in
a specific layer.

E Pseudocode

We present the pseudo-code for our ProtoKV as
follows, it is worth noting that all loop statements in
this code can be executed in parallel, significantly
reducing inference latency.

Algorithm 1 Algorithm of ProtoKV

Require: Key vectors {k:}}";, chunk size k, hash
bits r, buckets u, irregular number p, observa-
tion window size Lgps

Ensure: Compressed KV cache { K (") V(")} 1

1: form =1to k do

2 Con = {E(m—1)[n/k]+15 - Fm[n/k) }
& om iy Dk = p)?
s: O <« Top-p of 41_C|(|)§,(:ﬁ;um)
6: Cgfgular) + L2-Norm (Zkt €Cm\O kt>
7. end for
8: ¢(kj) < /2/rcos(Wkj +b)
9: hj < Binarize(¢(k;))
10: for s = 1to u do
11: Bs — {kﬂ?‘[(k]) = 8}
12: e 15 Norm (Z ky B kj)
13: end for _
140 M« {cgfgular)}fn:1 U {C(Slrregular)}g:1
15: for each token k; do
Elc
16:  C(kt) < arg max.c 7”kt”’;”c”2
17: end for
18: for each head h € [H] do
9 O S W]

) A(h 1 h
200 CW(k) ¢ rema=ay oc ()=t C:( (1)
21: I Top-(B — Lobs) indices of ¢t

o h h)y Lprompt
2 KO (b} m U R L
¥ h h)y Lprompt
23 VO e e UL I
24: end for

F Clustering Visualization

We visualize some clustering examples, includ-
ing the K-means algorithm, our ProtoKV clustering
method, and the chunk-based method that relies
solely on the locality assumption. We use circles
to represent regular tokens whose key vectors are
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Figure 10: T-SNE visualization of key embeddings for
clustering results of different methods.

primarily determined by their positions, while irreg-
ular tokens are denoted by pentagrams. As shown
in Figure 10, our method achieves nearly identi-
cal results to K-means, whereas the chunk-based
method fails to effectively cluster tokens that vio-
late the locality assumption.

G Additional Experimental Results

We present two additional experimental results:
(1) a complete exposition of the results in Sec-
tion 3.4, and (2) a visualization-based demonstra-
tion of the pervasiveness of the phenomenon iden-
tified in Section 3.4.

1. As mentioned in the Section 3.4, when we
progressively tighten the selection criteria for
irregular tokens, they form increasingly com-
pact clusters. While the main text only reports
results from two layers, here we present find-
ings across all 32 layers (see Figure 11).

2. We visualize key embeddings with a color gra-
dient from dark to light, representing the se-
quential order of tokens in a sentence (earlier
tokens are darker). Since we define irregular
tokens as those that violate the locality as-
sumption yet form tight clusters, so if tokens
with significantly different colors (i.e., distant
in sequence) group into an isolated cluster,
this confirms the existence of irregular tokens.
As shown in the Figure 12 and Figure 13, we
observe irregular tokens exist across different
large language models, different datasets, and
different attention heads, demonstrating that
this is a widespread phenomenon.
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Figure 12: T-SNE visualization of key embeddings from Llama2-7B-chat on (qasper, hotpotqa, musique, 2wikimqa)
dataset. Each subplot represents different combinations of layers and heads within the model architecture. The color
gradient indicates the sequence of tokens in the input text.
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Figure 13: T-SNE visualization of key embeddings from Llama3-8B-Instruct on (gasper, hotpotqa, musique,
2wikimqa) dataset. Each subplot represents different combinations of layers and heads within the model architecture.
The color gradient indicates the sequence of tokens in the input text.
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