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Abstract

The increasing threat of disinformation calls001
for automating parts of the fact-checking002
pipeline. Identifying text segments requir-003
ing fact-checking is known as claim detec-004
tion (CD) and claim check-worthiness detection005
(CW), the latter incorporating complex domain-006
specific criteria of worthiness and often framed007
as a ranking task. Zero- and few-shot LLM008
prompting is an attractive option for both tasks,009
as it bypasses the need for labeled datasets and010
allows verbalized claim and worthiness criteria011
to be directly used for prompting. We evaluate012
the LLMs’ predictive and calibration accuracy013
on five CD/CW datasets from diverse domains,014
each utilizing a different worthiness criterion.015
We investigate two key aspects: (1) how best016
to distill factuality and worthiness criteria into017
a prompt and (2) what amount of context to018
provide for each claim. To this end, we experi-019
ment with varying the level of prompt verbosity020
and the amount of contextual information pro-021
vided to the model. Our results show that op-022
timal prompt verbosity is domain-dependent,023
adding context does not improve performance,024
and confidence scores can be directly used to025
produce reliable check-worthiness rankings.026

1 Introduction027

Automating fact-checking is becoming crucial in028

response to rising amounts of data and disinfor-029

mation. Fact-checking is typically done on claims030

– to warrant fact-checking, a claim must be both031

factual (i.e., related to purported facts) and check-032

worthy (i.e., of interest to society). The NLP tasks033

of identifying factual and check-worthy claims are034

known as claim detection (CD) and claim check-035

worthiness detection (CW), respectively. While036

both tasks are typically defined as classification037

tasks, CW can also be framed as a ranking task,038

mimicking the prioritization process employed by039

fact-checking organizations (FullFact, 2020).040

Both CD and CW are challenging for several041

reasons. Firstly, the underlying concepts of fac- 042

tual claims and worthiness resist straightforward 043

definitions. To grasp factuality, Konstantinovskiy 044

et al. (2021) presented a thorough categorization 045

of factual claims, while Ni et al. (2024) provided a 046

definition distinguishing opinions. Defining check- 047

worthiness is made more challenging by its subjec- 048

tive, context-dependent nature and temporal vari- 049

ability. Assessing it usually requires choosing more 050

specific criteria, such as relevance to the general 051

public (Hassan et al., 2017a) or policymakers, po- 052

tential harm (Nakov et al., 2022), or alignment 053

with a particular topic (Stammbach et al., 2023; 054

Gangi Reddy et al., 2022)). Another challenge is 055

identifying the situational context (including previ- 056

ous discourse and speaker information) required to 057

determine claim factuality and check-worthiness. 058

CD and CW have been addressed using tradi- 059

tional supervised ML and fine-tuning pre-trained 060

language models. However, acquiring labeled 061

datasets can be challenging – they must align with 062

a specific language, domain, and genre and match 063

the desired factuality and worthiness criteria. More- 064

over, dataset annotation is costly and requires re- 065

doing if criteria change. LLMs present a viable 066

alternative to supervised methods owing to their 067

strong zero- and few-shot performance (Kojima 068

et al., 2022; Brown et al., 2020). Over time, fact- 069

checking organizations have refined principles for 070

claim prioritization, and few-shot prompting of- 071

fers a seamless way to transfer this knowledge 072

to the model. Thus, an effective strategy might 073

entail zero- and few-shot prompting with check- 074

worthiness criteria from annotation guidelines. 075

In this paper, we study the predictive and calibra- 076

tion accuracy of zero- and few-shot LLM prompt- 077

ing for CD and CW. We experiment with five 078

datasets, each with a different factuality or worthi- 079

ness criterion outlined in the accompanying annota- 080

tion guidelines. We investigate two key aspects: (1) 081

how to best distill factuality and worthiness crite- 082
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ria from the annotation guidelines into the prompt083

and (2) what amount of context to provide for each084

claim. For (1), we experiment with varying the085

level of prompt verbosity, starting from brief zero-086

shot prompts to more detailed few-shot prompts087

that include examples. For (2), we experiment with088

expanding the prompt with co-text and other com-089

ponents of the claim’s situational context. Finally,090

we consider CW as a ranking task using LLM’s con-091

fidence scores as a proxy for priority. We show that092

gpt-4-turbo with worthiness criteria adopted from093

annotation guidelines can yield accuracy and rank-094

ing scores comparable to or outperforming existing095

CD/CW methods. Our results demonstrate the po-096

tential of using LLMs for claim check-worthiness097

detection with minimal prompt engineering.098

2 Related Work099

The CD and CW tasks constitute the first part of100

the fact-checking pipeline. Typically framed as101

classification tasks, they are handled using tradi-102

tional supervised machine learning (Hassan et al.,103

2017b; Wright and Augenstein, 2020; Hassan et al.,104

2017a; Gencheva et al., 2017), or fine-tuning PLMs105

(Stammbach et al., 2023; Sheikhi et al., 2023).106

Recently, the use of LLMs for CD and CW is107

starting to take on. Sawinski et al. (2023) and108

Hyben et al. (2023) compare the performance of109

fine-tuned PLMs with LLMs using zero- and few-110

shot learning as well as fine-tuning. Although zero-111

and few-shot approaches for LLMs underperform,112

the authors note their reliance on internal defini-113

tions of worthiness and limited prompt testing. As114

part of the fully automated fact-checking system115

relying only on LLMs, Li et al. (2023) implement116

a CD module using a verbose few-shot prompt, yet117

they do not report performance metrics. Finally, Ni118

et al. (2024) tackle CD by proposing a three-step119

prompting approach to examine model consistency.120

However, neither Li et al. (2023) nor Ni et al. (2024)121

address the CW task. To our knowledge, there is122

no work on CW focused on describing specific123

worthiness criteria using verbose prompts.124

3 Datasets125

Our experiments use five datasets in English cover-126

ing diverse topics and genres:127

ClaimBuster (CB) (Hassan et al., 2017a) is a128

widely used dataset of claims from USA presiden-129

tial debates. It uses ternary labels (non-factual,130

unimportant factual, check-worthy factual) and131

thus allows for the distinction between check- 132

worthy and unimportant factual claims, therefore 133

covering both the CD and CW tasks; 134

CLEF CheckThat!Lab 2022 (CLEF) (Alam 135

et al., 2021) is a dataset of tweets relating to 136

COVID-19. It comprises two sets: a set of tweets 137

containing claims and a subset of those contain- 138

ing check-worthy claims, thus covering both the 139

CD and CW tasks. Check-worthiness is defined as 140

the need for professional fact-checking, excluding 141

claims that are “too trivial to check”; 142

EnvironmentalClaims (ENV) (Stammbach 143

et al., 2023) focuses on environmental articles 144

and reports. It defines specific criteria for an 145

environmental claim that extend beyond the topic 146

itself (e.g., the claim should be explicit, focus on 147

environmental impact); 148

NewsClaims (NEWS) (Gangi Reddy et al., 149

2022) is a dataset of sentences from news articles 150

on COVID-19, with metadata available for posi- 151

tives (speaker, object, claim span). The annotators 152

were asked to judge whether a claim falls into one 153

of the four topic-specific categories – essentially 154

forming the worthiness criteria; 155

PoliClaim (POLI) (Ni et al., 2024) covers the 156

same topic as ClaimBuster (politics, speeches of 157

governors) but labels only factual claims, leaving 158

out check-worthiness. The binary labels are ob- 159

tained by aggregating responses to two questions. 160

We selected these datasets because they disclose 161

annotation guidelines to some degree of detail and 162

cover different topics, genres, and worthiness cri- 163

teria. Table 1 summarizes the datasets’ charac- 164

teristics (cf. Appendix A for more details). The 165

CB and CLEF datasets cover both tasks, where 166

CB uses ternary labels annotated at once, while 167

CLEF uses binary labels and separate annotation 168

questions for CD and CW. The datasets were ei- 169

ther originally annotated using a binary scheme 170

(ENV), Likert scale (CLEF-CW), multi-class based 171

on topic (NEWS), or a follow-up prompt for un- 172

certain instances (POLI). All the datasets provided 173

aggregated binary labels, except CB, where aggre- 174

gation from ternary into binary CD and CW labels 175

is straightforward. The reported inter-annotator 176

agreement for POLI and CLEF is substantial (Lan- 177

dis and Koch, 1977), while the agreement for ENV 178

and NEWS datasets is moderate, confirming the 179

complexity of the domain-dependant CW task. 180
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CB CLEF ENV NEWS POLI

Task CD+CWD CD+CWD CWD CWD CD
Labels ternary binary* binary binary binary*
# instances 23,533 3,040 2,647 7,848 52 speeches
# instances used 1,032 251 570 6,129 816
Genre debates tweets news articles reports speech transcripts
Topic politics healthcare environment healthcare political
Co-text 4 previous, on request - not available inconclusive 1 previous, 1 following
Agreement -* 0.75/0.7 0.47 0.405 0.69
Agreement metric - Fleiss-κ Krippendorff-α Krippendorff-κ Cohen-κ

Table 1: Characteristics of the CD and CW datasets used in our experiments. *CB reported no agreement evaluation,
but the test set used is agreed upon by experts.

4 Experiments and Results181

In our experiments, we use OpenAI models gpt-182

turbo-3.5 and gpt-4-turbo (cf. Appendix C for a183

description of parameters). We also experimented184

with smaller, open-source models, but their re-185

sponses often did not match the target labels.186

4.1 Prompt verbosity187

We first investigate how prompt verbosity affects188

LLMs’ predictive accuracy. We hypothesize that189

the optimal verbosity level depends on the dataset,190

reflecting the factuality and worthiness criteria191

differences between the domains. While a brief192

prompt might lack essential details, a comprehen-193

sive prompt featuring extensive definitions and ex-194

amples may make the task more ambiguous for the195

model. Based on the content and style of annota-196

tion guidelines, we define the following four levels197

of verbosity (cf. Appendix E for full prompts):198

Level V0 serves as the baseline. We use a naive199

zero-shot prompt relying on the models’ internal200

definitions of factual and check-worthy for the CD201

and CW tasks, respectively. As this prompt does202

not include the specific worthiness criteria from the203

guidelines, it serves as a domain-agnostic baseline;204

Level V1 uses prompts that include the task def-205

inition and the set of possible labels but omit de-206

tailed explanations of the labels or principles;207

Level V2 expands on V1 by adding a more de-208

tailed explanation of the labels or general annota-209

tion principles (or both, in the case of PoliClaim);210

Level V3 builds on V2 with examples provided211

to annotators. This level is closest to annotation212

guidelines, encompassing all or most information213

that the datasets’ authors provided in the papers214

accompanying the datasets.215

CB CLEF ENV NEWS POLI

CD CW CD CW CD CW CW

V0 .833 .805 .797 .467 .416 .583 .844

V1 .883 .885 .799 .552 .773 .572 .679
V2 .908 .889 .806 .583 .69 .48 .541
V3 .919 .927 .781 .556 .596 .523 .563

Table 2: F1 scores of gpt-4-turbo for CD and CW tasks
across datasets and prompt verbosity levels (V1–V3).
Level V0 corresponds to the naive-prompting baseline.

Table 2 shows the F1 scores by verbosity level 216

for gpt-4-turbo (gpt-3.5-turbo generally performed 217

worse; cf. Appendix A.2). Predictive accuracy for 218

CD is generally higher than for CW, proving that 219

capturing worthiness is more difficult than identi- 220

fying factual claims. The optimal verbosity level 221

is not consistent across datasets: the performance 222

increases with verbosity levels for CB, but the trend 223

is reversed for ENV. We observe no consistent 224

trend for CLEF, POLI, and NEWS datasets. The 225

naive baseline prompt outperforms our prompts 226

on POLI and NEWS datasets. On the other hand, 227

our prompts outperform some of the previously 228

reported results (cf. Appendix A.2), proving the 229

potential of prompting with annotation guidelines. 230

4.2 Incorporating context 231

Claims are never made in isolation; their context 232

matters not only for verifying their veracity but also 233

for gauging their factuality and worthiness even 234

before fact-checking. We investigate how LLMs’ 235

predictive accuracy depends on the amount of situ- 236

ational context provided to the model. To this end, 237

we leverage the context information available in the 238

CB and POLI datasets and expand the prompts by 239

adding the co-text of the claim (Level C1), speaker 240

information (Level C2), or both (Level C3) (NEWS 241

includes additional information, cf. Appendix A.3). 242
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CB POLI

CD CW CD

C0 .919 .927 .844

C1 .877 .874 .790
C2 .906 .913 .707
C3 .846 .843 .692

Table 3: F1 scores of gpt-4-turbo by level context infor-
mation added to the prompt (C1–C3). Level C0 corre-
sponds to the prompt of optimal verbosity level with no
context information (V3 for CB and V1 for POLI).

The amount of co-text included in the prompt is243

the same as what was originally shown to the anno-244

tators (cf. Table 1). Speaker information pertains245

to the speaker’s identity and political party. The246

context information was appended to the prompts247

(cf. Appendix A for a detailed description).248

We only extend the prompts with optimal ver-249

bosity level (V3 for CB and V1 for POLI). Table 3250

shows the F1 scores by context levels for gpt-4-251

turbo. Surprisingly, expanding the prompt with252

co-text and speaker information did not improve253

the model’s accuracy on either dataset. This could254

be because context information is not required for255

these datasets, or because our specific prompt struc-256

ture might be suboptimal and confuse the model.257

We leave further investigation for future work.258

4.3 Rank-based evaluation259

In light of resource constraints, fact-checking or-260

ganizations have devised principles to prioritize261

claims based on their check-worthiness. This in-262

vites the question of whether zero- and few-shot263

LLM prompting could be used for that purpose.264

To investigate this, we frame CW as a ranking task265

and rank the claims based on the LLM’s confidence266

for the positive class. We used token likelihood of267

the positive class as a measure of confidence. The268

quality of the so-obtained ranking will depend on269

how well the LLM is calibrated. Thus, we first270

evaluate the LLMs’ calibration accuracy using the271

expected calibration error (ECE). Figure 1 shows272

the predictive accuracy (F1 score) against calibra-273

tion accuracy (1−ECE) across datasets and prompt274

verbosity levels (we only use prompts at context275

level C0, i.e., we add no context information). For276

each dataset, we select the prompt that scores high277

on both predictive and calibration accuracy. The278

prompts with the highest F1 scores are usually also279

the best-calibrated ones, except for NEWS, where280

we select level V1 as Pareto-optimal.281

0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95
1-ECE

0.4

0.5

0.6

0.7

0.8

0.9

f1

variant
CB-CW
ENV
NEWS
CLEF-CW
level_s
V0
V1
V2
V3

Figure 1: F1 scores and calibration accuracy for the CW
task, across datasets and levels of prompt verbosity

CB CLEF ENV NEWS

AP .951 .469 .767 .67
P@10 1 .5 .9 1
P@R .924 .487 .761 .533

Table 4: Rank-based performance scores for the CW
task: average precision (AP), precision-at-10 (P@10),
and precision-at-R (P@R)

Table 4 shows the rank-based performance 282

scores for the selected prompts on gpt-4-turbo: 283

average precision (AP), precision-at-10 (P@10), 284

and precision-at-R, where R equals the total num- 285

ber of positives in the dataset. The rank-based 286

performance scores mirror the classification accu- 287

racy scores: they are high for datasets with high 288

predictive accuracy (CB and ENV) and lower for 289

datasets with lower predictive accuracy (NEWS 290

and CLEF). Our results suggest that LLM models 291

with high predictive accuracy also produce well- 292

calibrated scores using ECE and may be readily 293

used as check-worthiness rankers. 294

5 Conclusion 295

We addressed the claim detection and check- 296

worthiness tasks using zero- and few-shot LLM 297

prompting based on existing annotation guidelines. 298

The optimal level of prompt verbosity, ranging 299

from minimal prompts to detailed prompts that 300

include criteria and examples, depends on the do- 301

main and style of guidelines. Adding claim context 302

(co-text and speaker information) does not improve 303

the performance. For models with high predictive 304

accuracy, confidence scores can be directly used to 305

produce reliable check-worthiness rankings. 306
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Limitations307

Datasets. In our experiments, we do not use308

datasets created by fact-checking organizations.309

While the datasets were created specifically for310

the tasks of CD and CW, and most were annotated311

by experts, the datasets were constructed for re-312

search purposes. To most accurately evaluate the313

potential of using our approach in fact-checking314

organizations, a dataset annotated according to of-315

ficial factuality or check-worthiness criteria with316

appropriate annotation guidelines should be used.317

Models. Due to hardware constraints, no open-318

source LLMs of a larger size were used in our319

experiments. We acknowledge the importance of320

relying on open-source models in the research com-321

munity, and the lack of insight that results from322

disregarding larger open-source models. Using323

closed-source models has the additional caveat of324

possible leakage of the dataset, which is a growing325

concern in the community (Balloccu et al., 2024).326

We also note that the outstanding results on the327

ClaimBuster dataset (CB) could be due to data328

leakage, considering the dataset was published sev-329

eral years ago and has a wide reach in the research330

of automatic fact-checking.331

Languages. In this work, we only do experi-332

ments on datasets in English. This is for two rea-333

sons: (1) the necessity to understand the annota-334

tion guidelines to draft prompts using them and (2)335

the lack of datasets in other languages. However,336

we acknowledge that disinformation is a global337

problem and that tackling it requires working with338

multiple languages.339

CLEF&NEWS. The results of weak perfor-340

mance on the CLEF and NEWS datasets could341

lie in the worthiness criteria used and the way the342

criteria are articulated. In CLEF, a Likert scale343

was used for the annotation. However, the levels344

in the scale do not completely correspond to gra-345

dation, as is usually the case. The negative labels346

include both tweets that do not need fact-checking347

(the label “No, no need to check”) and those worth348

fact-checking but not requiring experts’ attention349

(the label “No, too trivial to check”). This distinc-350

tion probably creates ambiguity for the model, as351

demonstrated by poor predictive accuracy and cali-352

bration. On the NEWS dataset, the CW task essen-353

tially amounts to topic classification. It is unclear354

how the model should handle sentences unrelated355

to the provided topics. The authors in the corre- 356

sponding research paper report performance scores 357

with F1 not exceeding .7, even for annotators. 358

Risks 359

Although we intend to combat the spread of disin- 360

formation with this work, there is still a potential 361

for misuse. The prompts and insights reported in 362

this work could potentially be used to create disin- 363

formative claims adapted to make their detection 364

more difficult. A big challenge of disinformation 365

detection is the growing use of generative models 366

for creating disinformative claims. The prompts 367

provided in this work could be reverted for genera- 368

tive purposes, achieving the exact opposite effect 369

than what our work aims to achieve. 370
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A Dataset Information 498

In this section, we provide details on the datasets 499

used in our experiments. In 500

A.1 Test set selection 501

Here, we provide details on the test set selection for 502

each dataset. Furthermore, we state which set the 503

authors used for evaluation and whether the results 504

can be comparable. 505

ClaimBuster. The dataset does not have an ex- 506

plicit test set. The authors instead used 4-fold 507

cross-validation on different-sized subsets during 508

their experiments (4,000, 8,000 ... 20,000). How- 509

ever, a high-quality groundtruth set is available in 510

the dataset. It contains 1,032 samples that experts 511

agreed on and was used for screening during an- 512

notation. Also, all the test sets the authors used 513

contain the screening sentences. For the quality of 514

labels and to have somewhat comparable results 515

to the authors, we selected the groundtruth set for 516

experiments. 517
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CLEF. The dataset consists of both a dev and518

a test set. Since the test set was used to evaluate519

teams participating in the CLEF CheckThat! the520

challenge, we opted to do our experiments on this521

set to compare to the metrics of the best-submitted522

solution.523

EnvironmentalClaims. The dataset contains524

both a dev and test set of equal size, whereas the525

original work publishes metrics on both sets sepa-526

rately. We selected the test set for our experiments.527

NewsClaims. The dataset provides both a dev528

and a test set; however, the disclosed sets contain529

only positive instances. The complete dataset con-530

sists of around 10% of positive instances, with a531

high number of low-quality negative instances cre-532

ated by errors in sentencizing and filtering – in-533

stances containing only names, dates, links. The534

dataset also contains duplicate instances, also in535

the set of positives. To create a viable subset and536

avoid high costs during inference, we sampled the537

negative instances from a normal distribution with538

the parameters fitted to the length of the instances.539

We chose to sample the same number of instances540

as there are positives without duplicates, creating a541

higher baseline.542

PoliClaim. The dataset provides an explicit test543

set consisting of both gold labels and labels result-544

ing from inference on 4 political speeches. To be545

able to compare results, we opted to use the com-546

plete test set.547

A.2 Original metrics548

ClaimBuster. As previously mentioned, the au-549

thors used 4-fold cross-validation on different-sized550

subsets during their experiments (4,000, 8,000 ...551

20,000). They evaluate using fwavg with the high-552

est score of .818. Our highest scores on fwavg553

are .933 on gpt-4-turbo and .906 on gpt-3.5-turbo,554

which is a significant improvement. The authors555

also evaluate ranking, where our results improve556

on P@k.557

CLEF. The best results of the Task 1 on CLEF558

CheckThat!2022 were accuracy of .761 for claim559

detection, and the F1 of .698 on check-worthiness560

detection. While our approach underperforms for561

check-worthiness detection (F1 of .583), it achieves562

higher accuracy for claim detection (.776 on Level563

V2).564

EnvironmentalClaims. The authors report F1 565

on the test set, the highest achieved is .849. Our 566

approach achieves .773 for Level V1. 567

NewsClaims. The authors report F1 on the whole 568

dataset. However, it is inconclusive whether it is 569

evaluated on the binary or multiclass labels. They 570

report the highest F1 of .309, which our approach 571

surpasses on the subset we selected, with F1 of 572

.583. 573

PoliClaim. The authors evaluate on accuracy. On 574

the test set, they achieve an accuracy of .764 on gpt- 575

3.5 and .862 on gpt-4. Our approach achieves the 576

same maximum accuracy using gpt-3.5-turbo with 577

prompt Level V3, but lower accuracy for gpt-4. 578

A.3 Context information 579

ClaimBuster. During the annotation of the 580

ClaimBuster dataset, 4 preceding statements could 581

be viewed with an extra button, which was used in 582

14% of all cases. Since the dataset covers presiden- 583

tial debates with multiple speakers, including the 584

moderator and audience questioners, it is not com- 585

pletely clear how the speakers were differentiated 586

in the provided preceding sentences. Therefore, we 587

selected the method of differentiating the speakers 588

arbitrarily – ’A’ was used for the speaker of the 589

statement that is meant to be annotated, and ’B’ for 590

the opposing speaker. 591

EnvironmentalClaims. No additional contex- 592

tual or co-textual information was provided in the 593

dataset. The annotators were not shown any co- 594

text during annotation due to budget. The authors 595

considered annotating whole paragraphs instead of 596

sentence-level annotation but decided against it due 597

to time and budget constraints. 598

PoliClaim. The annotators were provided with 599

the preceding and following sentences of the one 600

they are annotating. Since there is only one speaker 601

(as opposed to ClaimBuster, which covers debates), 602

there is no need for denoting the speaker, minimiz- 603

ing confusion in prompts. In annotation guidelines, 604

context was explicitly mentioned, as well as clari- 605

fied in examples. In our experiments, we used two 606

versions of the prompts – one mentioning context 607

for experiments with co-text expansion and one 608

without the mention of context used when only one 609

sentence from the speech is provided. The two 610

alternatives are shown in E. 611
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CB CLEF ENV NEWS POLI

CD CW CD CW CD CW CW

V0 .853 .718 .656 .496 .484 .531 .707

V1 .57 .739 .745 .438 .71 .371 .751
V2 .774 .800 .719 .468 .701 .348 .657
V3 .872 .862 .757 .445 .65 .206 .803

Table 5: F1 scores of gpt-3.5-turbo for CD and CW tasks
across datasets broken down by prompt verbosity level
(V1–V3). Level V0 corresponds to the naive-prompting
baseline.

CLEF. The dataset consists of tweets covering612

COVID-19 topics. For the check-worthiness task,613

annotators were shown metadata such as time, ac-614

count, number of likes and reposts. However, this615

information is not readily available in the dataset616

and requires crawling the tweets to obtain it. It was617

also not available in the dataset of the CLEF2022618

CheckThat! Challenge, which was derived from619

the original dataset. Since we wanted to make our620

effort comparable to alternative methods used in621

the competition, we did not opt for crawling the622

tweets to acquire metadata.623

NewsClaims. The research paper introducing the624

dataset has inconsistencies regarding the co-text625

provided to annotators. While it is stated in the626

paper that whole articles are provided for co-text,627

in the screenshot of the annotation platform, only628

three preceding and following sentences were pro-629

vided. Regarding context, the work emphasizes630

the importance of metadata such as claim object,631

speaker and span, and provides that data for posi-632

tive instances (sentences containing claims related633

to 4 specified COVID-19 subtopics). The effort634

of annotating the claims with metadata is worth-635

while, however we decided against using it in in-636

ference since no such data is available for negative637

instances.638

B Alternative Results639

In Table 5 we present the results of prompt ex-640

pansion for gpt-3.5-turbo-0125. In general, gpt-641

4-turbo outperforms this model, except for POLI,642

where Level V3 on gpt-3.5-turbo achieves the high-643

est F1 score of .803.644

C Model Information645

For OpenAI models, we use gpt-3.5-turbo-0125646

and gpt-4-0125-preview. We use a temperature of647

0 for all experiments. To get confidence, we use648

CB CLEF POLI ENV NEWS

CD CW CD CW CD CW CW

V0 .094 .068 .259 .601 .231 .322 .142

V1 .050 .047 .196 .391 .119 .210 .271
V2 .043 .039 .194 .352 .127 .277 .373
V3 .039 .032 .222 .367 .150 .194 .348

Table 6: ECE score by prompt level per dataset for
gpt-4-turbo. ’CD’ and ’CW’ mark claim detection and
claim check-worthiness detection, respectively, while
’V0’ marks the score for the naive baseline

CB CLEF ENV NEWS POLI

CD CW CD CW CD CW CW

V0 .033 .068 .212 .359 .189 .246 .257

V1 .323 .085 .386 .609 .088 .260 .229
V2 .103 .071 .279 .560 .097 .280 .327
V3 .061 .050 .285 .646 .100 .379 .196

Table 7: ECE score by prompt level per dataset for gpt-
3.5-turbo. ’CD’ and ’CW’ mark claim detection and
claim check-worthiness detection, respectively, while
’V0’ marks the score for the naive baseline

logprobs and n_probs=5, to account for the target 649

labels ending up as less probable tokens. We use 650

a random seed of 42 in all experiments, to avoid 651

stochastic answers as much as possible. The run 652

was executed once per model and prompt variant. 653

Inference was done through the OpenAI API. GPU 654

hours are hard to estimate. 655

The initial experiments on open-source mod- 656

els were done on neural-chat:7b-v3.3-q5_K_M 657

and mistral:7b-instruct-v0.2-q5_K_M. A total of 5 658

GPU hours was used. 659

D Calibration 660

In this section, the ECE per prompt verbosity level 661

is shown for gpt-3.5-turbo (Table 7), and gpt-4- 662

turbo (Table 6). The ECE is calculated with the 663

parameters nbins = 10 and norm = l1. 664

E Complete prompts 665

This section provides the complete prompts used 666

in our experiments. The instructions were given in 667

system prompts, while the instances were in user 668

prompts. The added context information is also 669

appended to user prompts. 670

For each dataset, the three prompt levels are 671

shown, with the content expanded in relation to 672

the previous level highlighted. To visually separate 673

the levels, Level V2 is highlighted in yellow, while 674
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Level V3 is highlighted in pink.675

For CLEF, two alternative prompts are given,676

since for CD and CW different annotation guide-677

lines were used. For POLI, parts of the Level V2678

and Level V3 prompts regarding surrounding sen-679

tences are either provided or not, based on whether680

context expansion is used (surrounding sentences681

are given in prompts C1 and C3). Those parts are682

highlighted in blue.683

Baseline prompts. Two naive zero-shot prompts684

serve as a baseline. For the claim detection task,685

the baseline is:686

Does the following <sentence> contain a factual687

claim? Answer only with Yes or No.688

For the claim check-worthiness detection task,689

the baseline is:690

Does the following <sentence> contain a check-691

worthy claim? Answer only with Yes or No.692

User prompts. The user prompts were based on693

how the instance was reffered to in the correspond-694

ing annotation gudelines. The instances are sur-695

rounded with HTML tags. The same is done for696

context expansion on CB and POLI.697
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Level Prompt

V1

Categorize the <sentence> spoken in the presidential debates into one of three
categories: Non-Factual Sentence (NFS), Unimportant Factual Sentence (UFS) or
Check-worthy Factual Sentence (CFS). Use only one of the three labels (NFS, UFS or
CFS), do not provide any additional explanation.

V2

Categorize the <sentence> spoken in the presidential debates into three categories:
Non-Factual Sentence (NFS): Subjective sentences (opinions, beliefs, declarations)
and many questions fall under this category. These sentences do not contain any fac
tual claim.
Unimportant Factual Sentence (UFS): These are factual claims but not check-worthy.
The general public will not be interested in knowing whether these sentences are
true or false. Fact-checkers do not find these sentences as important for checking.
Check-worthy Factual Sentence (CFS): They contain factual claims and the general pub
lic will be interested in knowing whether the claims are true. Journalists look for
these type of claims for fact-checking.
Use only one of the three labels (NFS, UFS and CFS), do not provide any additional
explanation.

V3

Categorize the <sentence> spoken in the presidential debates into three categories:
Non-Factual Sentence (NFS): Subjective sentences (opinions, beliefs, declarations)
and many questions fall under this category. These sentences do not contain any
factual claim. Here are two such examples. ”But I think it’s time to talk about the
future.“ “You remember the last time you said that?” Unimportant Factual Sentence
(UFS): These are factual claims but not check-worthy. The general public will not
be interested in knowing whether these sentences are true or false. Fact-checkers
do not find these sentences as important for checking. Some examples are as fol
lows. “Next Tuesday is Election day.” “Two days ago we ate lunch at a restaurant.”
Check-worthy Factual Sentence (CFS): They contain factual claims and the general
public will be interested in knowing whether the claims are true. Journalists look
for these type of claims for fact-checking. Some examples are: “He voted against
the first Gulf War.” “Over a million and a quarter Americans are HIV-positive.”
Use only one of the three labels (NFS, UFS and CFS), do not provide any additional
explanation.

Table 8: System prompts used for inference on the ClaimBuster dataset.

10



Level Prompt

V1

Your task is to label the <sentence>. The information I need is whether it is an
environmental claim. A broad definition for such a claim is given by the European
Commission: Environmental claims refer to the practice of suggesting or otherwise
creating the impression that a product or a service is environmentally friendly
(i.e., it has a positive impact on the environment) or is less damaging to the
environment than competing goods or services. Answer only with Yes or No.

V2

Your task is to label the <sentence>. The information I need is whether it is an
environmental claim. A broad definition for such a claim is given by the European
Commission: Environmental claims refer to the practice of suggesting or otherwise
creating the impression that a product or a service is environmentally friendly
(i.e., it has a positive impact on the environment) or is less damaging to the
environment than competing goods or services. General principles: You will be pre
sented with a <sentence> and have to decide whether the <sentence> contains an ex
plicit environmental claim. Do not rely on implicit assumptions when you decide
on the label. Base your decision on the information that is available within the
sentence. However, if a sentence contains an abbreviation, you could consider the
meaning of the abbreviation before assigning the label. In case a sentence is too
technical/complicated and thus not easily understandable, it usually does not sug
gest to the average consumer that a product or a service is environmentally friendly
and thus can be rejected. Likewise, if a sentence is not specific about having an
environmental impact for a product or service, it can be rejected. Answer only with
Yes or No.

V3

Your task is to label the <sentence>. The information I need is whether it is an
environmental claim. A broad definition for such a claim is given by the European
Commission: Environmental claims refer to the practice of suggesting or otherwise
creating the impression that a product or a service is environmentally friendly
(i.e., it has a positive impact on the environment) or is less damaging to the
environment than competing goods or services. General principles: You will be
presented with a sentence and have to decide whether the sentence contains an
explicit environmental claim. Do not rely on implicit assumptions when you decide
on the label. Base your decision on the information that is available within the
sentence. However, if a sentence contains an abbreviation, you could consider
the meaning of the abbreviation before assigning the label. In case a sentence
is too technical/complicated and thus not easily understandable, it usually does
not suggest to the average consumer that a product or a service is environmentally
friendly and thus can be rejected. Likewise, if a sentence is not specific about
having an environmental impact for a product or service, it can be rejected.
Examples: <sentence>: Farmers who operate under this scheme are required to dedicate
10% of their land to wildlife preservation. Label: Yes Explanation: Environmental
scheme with details on implementation.
<sentence>: UPM Biofuels is developing a new feedstock concept by growing Brassica
Carinata as a sequential crop in South America. Label: No Explanation: Sentence con
text would be required to understand whether it is a claim.
Answer only with Yes or No, don’t provide any additional explanation.

Table 9: System prompts used for inference on the EnvironmentalClaims dataset.
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Level Prompt

V1

A verifiable factual claim is a sentence claiming that something is true, and this
can be verified using factual, verifiable information such as statistics, specific
examples, or personal testimony. Does the <tweet> contain a verifiable factual
claim? Answer only with Yes or No, don’t provide any additional explanation.

V2

A verifiable factual claim is a sentence claiming that something is true, and this
can be verified using factual, verifiable information such as statistics, specific
examples, or personal testimony.
Factual claims include the following: Stating a definition; Mentioning quantity in
the present or the past; Making a verifiable prediction about the future; Reference
to laws, procedures, and rules of operation; References to images or videos (e.g.,
"This is a video showing a hospital in Spain.”); Statements about correlations or
causations. Such correlation and causation needs to be explicit, i.e., sentences
like "This is why the beaches haven’t closed in Florida.” is not a claim because it
does not say why explicitly, thus it is not verifiable.
Tweets containing personal opinions and preferences are not factual claims.
Note: if a tweet is composed of multiple sentences or clauses, at least one full
sentence or clause needs to be a claim in order for the tweet to contain a factual
claim. If a claim exist in a sub-sentence or sub-clause then tweet is not considered
to have a factual claim. For example, "My new favorite thing is Italian mayors and
regional presidents LOSING IT at people violating quarantine” is not a claim, how
ever, it is an opinion. Moreover, if we consider "Italian mayors and regional pres
idents LOSING IT at people violating quarantine” it would be a claim. In addition,
when answering this question, annotator should not open the tweet URL.
Does the <tweet> contain a verifiable factual claim? Answer only with Yes or No.

V3

A verifiable factual claim is a sentence claiming that something is true, and this
can be verified using factual, verifiable information such as statistics, specific
examples, or personal testimony.
Factual claims include the following: Stating a definition; Mentioning quantity in
the present or the past; Making a verifiable prediction about the future; Reference
to laws, procedures, and rules of operation; References to images or videos (e.g.,
"This is a video showing a hospital in Spain.”); Statements about correlations or
causations. Such correlation and causation needs to be explicit, i.e., sentences
like "This is why the beaches haven’t closed in Florida.” is not a claim because it
does not say why explicitly, thus it is not verifiable.
Tweets containing personal opinions and preferences are not factual claims.
Note: if a tweet is composed of multiple sentences or clauses, at least one
full sentence or clause needs to be a claim in order for the tweet to contain a
factual claim. If a claim exist in a sub-sentence or sub-clause then tweet is not
considered to have a factual claim. For example, "My new favorite thing is Italian
mayors and regional presidents LOSING IT at people violating quarantine” is not a
claim, however, it is an opinion. Moreover, if we consider "Italian mayors and
regional presidents LOSING IT at people violating quarantine” it would be a claim.
In addition, when answering this question, annotator should not open the tweet URL.
Does the <tweet> contain a verifiable factual claim? Answer only with Yes or No.
Examples: Tweet: Please don’t take hydroxychloroquine (Plaquenil) plus Azithromycin
for COVID19 UNLESS your doctor prescribes it. Both drugs affect the QT interval of
your heart and can lead to arrhythmias and sudden death, especially if you are tak
ing other meds or have a heart condition. Label: Yes Explanation: There is a claim
in the text. Tweet: Saw this on Facebook today and it’s a must read for all those
idiots clearing the shelves coronavirus toiletpapercrisis auspol Label: No Explana
tion: There is no claim in the text.
Answer only with Yes or No, don’t provide any additional explanation.

Table 10: System prompts used for inference on the CLEF dataset for claim detection.
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Level Prompt

V1

It is important that a verifiable factual check-worthy claim be verified by a
professional fact-checker, as the claim may cause harm to society, specific
person(s), company(s), product(s), or some government entities. However, not all
factual claims are important or worth fact-checking by a professional fact-checker,
as this very time-consuming. Do you think that a professional fact-checker should
verify the claim in the <tweet>? Labels: No, no need to check; No, too trivial to
check; Yes, not urgent; Yes, very urgent.
Decide on one label. Then, answer only with Yes or No.

V2

It is important that a verifiable factual check-worthy claim be verified by a
professional fact-checker, as the claim may cause harm to society, specific
person(s), company(s), product(s), or some government entities. However, not all
factual claims are important or worth fact-checking by a professional fact-checker,
as this very time-consuming. Do you think that a professional fact-checker should
verify the claim in the <tweet>? Labels: No, no need to check: the tweet does not
need to be fact-checked, e.g., be- cause it is not interesting, a joke, or does not
contain any claim. No, too trivial to check: the tweet is worth fact-checking, how
ever, this does not require a professional fact-checker, i.e., a non-expert might be
able to fact-check the claim. For example, one can verify the information using reli
able sources such as the official website of the WHO, etc. An example of a claim is
as follows: “The GDP of the USA grew by 50% last year.” Yes, not urgent: the tweet
should be fact-checked by a professional fact-checker, however, this is not urgent
or critical; Yes, very urgent: the tweet can cause immediate harm to a large number
of people; therefore, it should be verified as soon as possible by a professional
fact-checker;
Decide on one label. Then, answer only with Yes or No.

V3

It is important to verify a factual claim by a professional fact-checker, which can
cause harm to the society, specific person(s), company(s), product(s) or government
entities. However, not all factual claims are important or worthwhile to be
fact-checked by a professional fact-checker as it is a time-consuming procedure. Do
you think that a professional fact-checker should verify the claim in the <tweet>?
Labels: No, no need to check: the tweet does not need to be fact-checked, e.g.,
be- cause it is not interesting, a joke, or does not contain any claim. No, too
trivial to check: the tweet is worth fact-checking, however, this does not require
a professional fact-checker, i.e., a non-expert might be able to fact-check the
claim. For example, one can verify the information using reliable sources such as
the official website of the WHO, etc. An example of a claim is as follows: “The
GDP of the USA grew by 50Yes, not urgent: the tweet should be fact-checked by
a professional fact-checker, however, this is not urgent or critical; Yes, very
urgent: the tweet can cause immediate harm to a large number of people; therefore,
it should be verified as soon as possible by a professional fact-checker;

Examples: Tweet: Wash your hands like you’ve been chopping jalapeños and need to
change a contact lens” says BC Public Health Officer Dr. Bonnie Henry re. ways to

protect against #coronavirus

Table 11: System prompts used for inference on the CLEF dataset for claim check-worthiness detection.
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Level Prompt

V1

The task is to select verifiable statements from political speeches for
fact-checking. Given a <statement> from a political speech, answer the question.
Does the <statement> explicitly present any verifiable factual information? Answer
with A, B or C only. A - Yes, B - Maybe, C - No.

V2

The task is to select verifiable statements from political speeches for
fact-checking. Given a <statement> from a political speech, answer the question
following the guidelines. Definitions and guidelines: Fact: A fact is a statement
or assertion that can be objectively verified as true or false based on empirical
evidence or reality. Opinion: An opinion is a judgment based on facts, an attempt to
draw a reasonable conclusion from factual evidence. While the underlying facts can
be verified, the derived opinion remains subjective and is not universally verifi
able. Context: Make sure to consider a small context of the target statement (the
previous and next sentence) when annotating. Some statements require context to un
derstand the meaning. Factual claim: A factual claim is a statement that explicitly
presents some verifiable facts. Statements with subjective components like opinions
can also be factual claims if they explicitly present objectively verifiable facts.
Opinion with Facts: Opinions can also be based on factual information. When does
an opinion explicitly present a fact: Many opinions are more or less based on some
factual information. However, some facts are explicitly presented by the speakers,
while others are not. What is verifiable: The verifiability of the factual informa
tion depends on how specific it is. If there is enough specific information to guide
a general fact-checker in checking it, the factual information is verifiable. Other
wise, it is not verifiable.
The question: Does the <statement> explicitly present any verifiable factual
information? Answer with A, B or C only. A - Yes, the statement contains factual
information with enough specific details that a fact-checker knows how to verify it.
E.g., Birmingham is small in population compared to London. B - Maybe, the statement
seems to contain some factual information. However, there are certain ambiguities
(e.g., lack of specificity) making it hard to determine the verifiability. E.g.,
Birmingham is small compared to London. (lack of details about what standard Birming
ham is small) C - No, the statement contains no verifiable factual information. Even
if there is some, it is clearly unverifiable. E.g., Birmingham is small.

Table 12: System prompts of Level V1 and Level V2 used for inference on the PoliClaim dataset for claim check-
worthiness detection. The blue highlight shows instructions for regarding context.
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Level Prompt

V3

The task is to select verifiable statements from political speeches for
fact-checking. Given a statement from a political speech and its context, answer
the question following the guidelines. Definitions and guidelines: Fact: A fact is
a statement or assertion that can be objectively verified as true or false based on
empirical evidence or reality. Opinion: An opinion is a judgment based on facts, an
attempt to draw a reasonable conclusion from factual evidence. While the underlying
facts can be verified, the derived opinion remains subjective and is not universally
verifiable. Factual claim: A factual claim is a statement that explicitly presents
some verifiable facts. Statements with subjective components like opinions can also
be factual claims if they explicitly present objectively verifiable facts. Context:
Make sure to consider a small context of the target statement (the previous and
next sentence) when annotating. Some statements require context to understand the
meaning. For example: E1. “... Just consider what we did last year for the middle
class in California, sending 12 billion dollars back - the largest state tax rebate
in American history. <statement> But we didn’t stop there. <> We raised the mini
mum wage. We increased paid sick leave. Provided more paid family leave. Expanded
child care to help working parents...” Without the context, the sentence marked with
<statement> seems an incomplete sentence. With the context, we know the speaker is
claiming a bunch of verifiable achievements of their administration. E2. “... When
I first stood before this chamber three years ago, I declared war on criminals and
asked for the Legislature to repeal and replace the catch-and-release policies in SB
91. <statement> With the help of many of you, we got it done. <> Policies do matter.
We’ve seen our overall crime rate decline by 10 percent in 2019 and another 18.5 per
cent in 2020! ...” The part marked with <statement> claims that the policies against
crimes have been “done”, which is verifiable. It needs context to understand it.
Opinion with Facts: Opinions can also be based on factual information. For example:

E1. “I am proud to report that on top of the local improvements, the state has ad
ministered projects in almost all 67 counties already, and like I said, we’ve only
just begun.” The speaker’s “proud of” is a subjective opinion. However, the content
of pride (administered projects) is factual information. E2. “I first want to thank
my wife of 34 years, First Lady Rose Dunleavy.” The speaker expresses their thank
fulness to their wife. However, there is factual information about the first lady’s
name and the length of their marriage.
When does an opinion explicitly present a fact: Many opinions are more or less based
on some factual information. However, some facts are explicitly presented by the
speakers, while others are not. Explicit presentation means the fact is directly
entailed by the opinion without extrapolation: E1. “The pizza is delicious.” This
opinion seems to be based on the fact that “pizza is a kind of food”. However, this
fact is not explicitly presented. E2. “I first want to thank my wife of 34 years,
First Lady Rose Dunleavy.” The name of the speaker’s wife and their year of marriage
are explicitly presented.
What is verifiable: The verifiability of the factual information depends on how spe
cific it is. If there is enough specific information to guide a general fact-checker
in checking it, the factual information is verifiable. Otherwise, it is not veri
fiable. E1. “Birmingham is small.” is not verifiable because it lacks any specific
information for determining veracity. It leans more toward subjective opinion. E2.
“Birmingham is small, compared to London” is more verifiable than E1. A fact-checker
can retrieve the city size, population size ...etc., of London and Birmingham to com
pare them. However, what to compare to prove Birmingham’s “small” is not specific
enough. E3. “Birmingham is small in population size, compared to London” is more ver
ifiable than E1 and E2. A fact-checker now knows it is exactly the population size
to be compared.
The question: Does the <statement> explicitly present any verifiable factual
information? Answer with A, B or C only. A - Yes, the statement contains factual
information with enough specific details that a fact-checker knows how to verify
it. E.g., Birmingham is small in population compared to London. B - Maybe,
Maybe, the statement seems to contain some factual information. However, there
are certain ambiguities (e.g., lack of specificity) making it hard to determine
the verifiability. E.g., Birmingham is small compared to London. (lack of
details about what standard Birmingham is small) C - No, the statement contains no
verifiable factual information. Even if there is some, it is clearly unverifiable.
E.g., Birmingham is small.

Table 13: System prompts of Level V3 used for inference on the PoliClaim dataset for claim check-worthiness
detection. The blue highlight shows instructions for regarding context.
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