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ABSTRACT

Large language models (LLMs) have demonstrated remarkable capabilities across
a variety of domains. However, their applications in cryptography, which serves
as a foundational pillar of cybersecurity, remain largely unexplored. To address
this gap, we propose AICrypto, the first comprehensive benchmark designed to
evaluate the cryptography capabilities of LLMs. The benchmark comprises 135
multiple-choice questions, 150 capture-the-flag (CTF) challenges, and 30 proof
problems, covering a broad range of skills from factual memorization to vulner-
ability exploitation and formal reasoning. All tasks are carefully reviewed or
constructed by cryptography experts to ensure correctness and rigor. To sup-
port automated evaluation of CTF challenges, we design an agent-based frame-
work. We introduce strong human expert performance baselines for comparison
across all task types. Our evaluation of 17 leading LLMs reveals that state-of-
the-art models match or even surpass human experts in memorizing cryptographic
concepts, exploiting common vulnerabilities, and routine proofs. However, our
case studies reveal that they still lack a deep understanding of abstract mathe-
matical concepts and struggle with tasks that require multi-step reasoning and
dynamic analysis. We hope this work could provide insights for future research
on LLMs in cryptographic applications. Our code and dataset are available at
https://anonymous.4open.science/r/aicrypto-iclr-BDE4/.

1 INTRODUCTION

Modern cryptography is a complex, interdisciplinary field that forms the foundation of cybersecu-
rity. It plays a vital role in everything from everyday communication to military operations (Rivest
et al., 1978; Shamir, 1979; NIST, 2017). With large language models (LLMs), especially reasoning
models, gaining significant mathematical and coding prowess (Guo et al., 2025; OpenAI, 2025e),
their potential in cryptography is emerging as an exciting research direction. This development
raises an important question: what is the current state of LLMs’ cryptographic competence?

Several studies evaluate the performance of LLMs on cybersecurity tasks (Shao et al., 2024; Zhang
et al., 2025b; Zhu et al., 2025; Zhang et al., 2025a), with some also touching on cryptographic
scenarios. Li et al. (2025) assess reasoning ability by examining how LLMs perform on decryption
tasks. However, no comprehensive, cryptography-specific evaluations of LLMs exist. This gap
stems from the inherent complexity and interdisciplinary nature of the field. First, cryptography
spans both theoretical foundations and practical implementations. Second, modern cryptographic
tasks often involve heavy large-number computation which LLMs are not good at.

We present AICrypto, a comprehensive benchmark developed in extensive collaboration with cryp-
tography experts. AICrypto includes three task types: multiple-choice questions (MCQs), capture-
the-flag (CTF) challenges, and proof problems. These tasks span a wide spectrum of cryptographic
skills, from conceptual knowledge to vulnerability exploitation and formal reasoning.

Specifically, MCQs test the model’s factual memorization of fundamental cryptographic concepts.
Proof problems go further by evaluating the model’s ability to construct rigorous formal arguments,
simulating academic-level reasoning. CTF challenges emphasize practical skills, requiring models
to exploit vulnerabilities through source code analysis and numerical reasoning, mimicking real-
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Classic 9
Math 21
Symmetric 41
Asymmetric 38
Miscellaneous 26
Total 135

Foundation 8
Pseudorandomness 11
Encryptions 11
Total 30

Classic          9
Block/PRNG/Hash 31
RSA              33
DLP              10
Lattice        24
ECC              13
Homemade     12
Others           18
Total 150

Agentic Evaluation Framework

Figure 1: Overview of the AICrypto benchmark.

world cryptographic attacks. Together, these components provide a multi-faceted and in-depth eval-
uation of LLMs’ cryptographic proficiency. An overview of AICrypto is shown in Figure 1.

Key Contributions. The main contributions of this work are as follows:

• We introduce AICrypto, the first comprehensive benchmark designed to evaluate the cryp-
tography capabilities of LLMs. Covering three task types, AICrypto assesses skills ranging
from factual memorization to vulnerability exploitation and formal reasoning, across mul-
tiple levels of granularity. To ensure data integrity and avoid contamination, all tasks are
carefully curated and verified by cryptography experts.

• We evaluate the performance of 17 state of the art LLMs on AICrypto, as shown in Figure 2,
and conduct a comprehensive analysis of their cryptographic capabilities, offering insights
into the potential future research of LLMs in cryptography. While their performance on
MCQs and proof problems already matches or even exceeds that of human experts, there is
still considerable room for improvement in the more application-oriented CTF challenges.

• Our in-depth case studies reveal interesting insights. For example, while current LLMs
demonstrate strong memorization of basic cryptographic concepts, they still struggle with
mathematical comprehension. In particular, they lack the ability to perform dynamic rea-
soning and accurate numerical analysis, which limits their effectiveness on more complex
cryptographic tasks.

2 BENCHMARK CREATION

To ensure a comprehensive evaluation, AICrypto includes three distinct task types: multi-choice
questions (MCQs), capture-the-flag (CTF) challenges, and proof problems. This section provides a
detailed overview of each task.

2.1 MULTIPLE-CHOICE QUESTIONS

The MCQ task is designed to assess the target model’s understanding of fundamental crypto-
graphic concepts. It consists of 135 questions, including 118 single-answer and 17 multiple-
answer items. The questions are carefully curated from reputable educational sources, including
cryptography exam papers from leading universities (e.g., Stanford, UCSD, UC Berkeley, MIT,
and National Taiwan University), as well as public practice sets from online platforms such as
https://www.sanfoundry.com/ and https://www.studocu.com/. To ensure high
assessment quality and prevent data contamination, we manually verify each question and rewrite
all questions and options. For instance, in calculation-based questions, we modify numerical values,
rephrase the text, and randomize answer choices. For flawed or ambiguous questions, we consult
human experts to refine the content and ensure clarity and accuracy.
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Figure 2: Comparison of LLMs’ performance on AICrypto. For each model (ordered left-to-right by
descending composite score), MCQ accuracy (teal), CTF success rate pass@3 (orange), and average
proof scoring rate (purple) are stacked to yield the composite score.

Example Multiple-Choice Question
Given an RSA public key (N, e) and the factorization N = pq, how can the secret key d be computed?
Options:

A. d = e−1 mod φ(N), where φ(N) = (p− 1)(q − 1) [Correct]
B. d = e−1 mod (N − 1) [Option C D and E are omitted to save space.]

Figure 3: An example multiple-choice question from AICrypto.

Figure 1 details the scope and distribution of questions across these domains. An example question
is shown in Figure 3.

2.2 CAPTURE-THE-FLAG CHALLENGES

Capture-the-flag (CTF) competitions are professional contests designed for cybersecurity practi-
tioners. A typical cryptographic CTF challenge provides participants with the source code of an
encryption algorithm and its corresponding output. The objective is to identify and exploit cryp-
tographic vulnerabilities in order to recover the original plaintext, typically the flag. Unlike proof
problems and MCQs, CTF challenges closely mirror real-world attack scenarios and demand prac-
tical exploitation skills. While CTF-style tasks have been adopted to evaluate LLMs’ cybersecurity
capabilities (Shao et al., 2024; Zhang et al., 2025b), prior efforts are limited by a narrow selection
of crypto-focused challenges and inconsistent quality standards.

As shown in Figure 1, AICrypto contains 150 CTF challenges across 9 categories. To ensure high
quality, we collect challenges from well-established professional competitions, including Plaid CTF
(organized by the CMU team), UIUCTF (organized by the UIUC team), DiceCTF , and CryptoCTF
. To reduce the risk of data contamination, over 90% of the challenges (137 out of 150) are sourced
from 2023 or later. All challenges are carefully reviewed by human experts to guarantee both quality
and correctness.

Figure 4 illustrates a CTF challenge from AICrypto, originally featured in BlueHens CTF 2023.
In a standard setup, human participants receive two files: main.py and output.txt. The file
main.py implements an RSA-based encryption scheme that contains a known vulnerability (com-
mon modulus attack), while output.txt provides the corresponding ciphertext. The goal is to
recover the original plaintext variable msg. For the evaluated LLM, we also provide a helper.py

3
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from Crypto.Util.number import *
p = getPrime(512)
q = getPrime(512)
n = p*q
e1 = 71
e2 = 101
msg = bytes_to_long(b'UDCTF{FAKE_FLAG}')
c1 = pow(msg, e1, n)
c2 = pow(msg, e2, n)
print(n)
print(e1)
print(e2)
print(c1)
print(c2)

main.py (encryption  script)
875…(303 digits)…7109
71
101
142…(301 digits)…011
260…(303 digits)…362

output.txt (generated by main.py)

helper.py (LLM-only, not in the original challenge)

n = 875…(303 digits)..7109
e1 = 71
e2 = 101
c1 = 142…(301 digits)…011
c2 = 260…(303 digits)…362

Figure 4: An example of CTF challenge from AICrypto. Due to space constraints, only a portion of
output.txt is shown. The marker “(303 digits)” indicates that 303 digits have been omitted.

or helper.sage script to assist with loading the data when needed. Further details are provided
in Appendix B.

2.2.1 AGENT-BASED FRAMEWORK FOR CTF CHALLENGES

Solving CTF challenges typically requires writing programs that exploit vulnerabilities in crypto-
graphic algorithm implementations or their underlying principles to recover the flags. Relying solely
on natural language to solve these challenges is insufficient, as the tasks often involve complex large-
number computations, an area where current LLMs struggle (Yang et al., 2025). To address this, we
adopt an agent-based evaluation framework inspired by prior work (Shao et al., 2024; Zhang et al.,
2025b).

Framework overview. We adopt a standard agent framework in which the LLM functions as an
autonomous agent that interacts with its environment. The system and initial prompts provide the
task description, development environment specifications, and expected response format. These
prompts define the agent’s goals and the set of permissible actions. During each interaction round,
the model generates a response, from which we extract a single action, such as executing a command
or creating a file. The environment then returns feedback, such as the output of the executed com-
mand or confirmation of a file being written. Through this iterative loop, the agent incrementally
works toward recovering the flag. Figure 5 shows how our agent works. For more details, please
refer to the Appendix C.

2.3 PROOF PROBLEMS

Proof problems are widely used in educational assessments, as they provide a deep evaluation of a
student’s understanding than multiple-choice questions. Solving these problems requires a strong
grasp of cryptographic concepts and solid logical reasoning skills. We select 30 cryptographic proof
problems from assignments and exams used in a leading university’s cryptography courses from
2023 to 2025. These problems have never been publicly released online and are entirely authored
by human experts, which helps to effectively prevent data contamination.

As shown in Figure 1, the 30 problems span core topics in cryptography: the foundation of cryp-
tography (including one-way functions and hardcore functions, FUN), pseudorandomness (PR), and
encryptions (ENC). To ensure a rigorous evaluation and enable automated scoring, each problem is
worth up to 5 points, and our human experts design scoring criteria and a reference answer for every
problem. We describe the automatic evaluation procedure in detail in Section 3.4. Figure 6 shows
an example proof problem and its corresponding scoring criteria.

3 EXPERIMENTAL SETUP

In this section, we describe the experimental setup for each task. Details on how we obtain human
expert performance are provided in Appendix D.1.

4
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Reasoning: First step is 
reconnaissance: list the contents 
of the working directory and the 
`./public/` folder to understand 
what files, helper scripts, and 
data are provided…
Action: ls -R

.:
helper.py
public

from Crypto.Util.number
import *
p=getPrime(512)
q=getPrime(512)
n=p*q
…

875…(303 digits)…7109
71
101
142…(301 digits)…011
260…(303 digits)…362

Successfully created file: 
solve.py

Recovered flag: 
UDCTF{3uc1id_th4_60at}

./public:
main.py
output.txt

Reasoning: We need to review 
the … Reading `public/main.py` 
will reveal how the ciphertext 
was…
Action: cat public/main.py

Reasoning: We need the actual 
numeric values for n, c1, c2 
(and possibly e1, e2) that were 
printed by `main.py`…
Action: cat public/output.txt

Reasoning: Run the solver to 
recover the plaintext flag and 
store it in flag.txt.
Action: python3 solve.py

Reasoning: We have a textbook 
“common-modulus” RSA 
scenario:…
Action: create file solve.py
from helper import *
from Crypto.Util.number
import inverse, long_to_bytes
def egcd(a, b):

…

Reasoning: We need to check 
helper.py to see which variable 
names to use (probably n, e1, 
e2, c1, c2)…
Action: cat helper.py

n = 875…(303 digits)..7109
e1 = 71
e2 = 101
c1 = 142…(301 digits)…011
c2 = 260…(303 digits)…362

Figure 5: A successful challenge-solving process by o3-high. The challenge corresponds to the one
shown in Figure 4. For clarity, some model outputs and formatting details are omitted. The green
box indicates the model’s output, while the blue box represents feedback from the environment.
The model correctly identifies the RSA vulnerability of common-modulus and successfully writes a
script to recover the flag.

3.1 MODELS

We evaluate the performance of 17 models on AICrypto, including the following from the OpenAI
series: o3-high, o3 (OpenAI, 2025e), o4-mini-high, o4-mini (OpenAI, 2025e), o3-mini-high, o3-
mini (OpenAI, 2025d), o1 (OpenAI, 2024), and gpt-4.1 (OpenAI, 2025b). From the Anthropic
series, we include: claude-sonnet-4-thinking, claude-sonnet-4 (Anthropic, 2025), claude-sonnet-
3.7-thinking, and claude-sonnet-3.7 (Anthropic, 2024). We also evaluate gemini-2.5-pro (Google,
2025a) from Google, the Deepseek models deepseek-v3 (Liu et al., 2024) and deepseek-r1 (Guo
et al., 2025), and the Doubao models doubao-seed-1.6 (ByteDance, 2025) (unable thinking mode)
and doubao-seed-1.6-thinking. All models are evaluated using their default settings. For detailed
information on model versions and maximum tokens, please refer to the Appendix D.3.

3.2 MULTIPLE-CHOICE QUESTIONS

For each multiple-choice question, we conduct a single-turn conversation to obtain the model’s
response. The model is instructed to follow a specific output format: it first provides an analysis of
the question, then presents its final answer based on that analysis. We extract the answer by parsing
the model’s output. For the complete prompt, please refer to the Appendix I.0.1.

Metric. We use the accuracy rate as the evaluation metric for MCQs, calculated by dividing the
number of correct answers by the total number of questions, with values ranging from 0 to 1.

3.3 CTF CHALLENGES

As detailed in Section 2.2.1, the LLM agent solves each CTF challenge through a multi-round
interaction with the environment. We cap the conversation at 100 turns (i.e., 100 actions). The
attempt is deemed a success only if the agent retrieves the correct flag within those 100 turns; if it
exhausts the limit or opts to give up earlier, the attempt is recorded as a failure. For the complete
prompts, please refer to the Appendix I.0.2.

5
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Example Proof Problem and the Corresponding Scoring Criteria

Exam 1, Problem 2 (5 points). Show that there is no universal hardcore bit. In more detail, show
that for every n ∈ N, there is no deterministic function h : {0, 1}n → {0, 1} such that for any polynomial
p, any one-way function f : {0, 1}n → {0, 1}p(n), h is a hardcore bit for f .

Scoring Criteria.
2 points For a universal hardcore bit h(x), give a correct construction of a one-way function (such as

(g(x), h(x))) such that h(x) is not a hardcore bit of this one-way function.

ˆ2 points Prove that the new function is actually one-way, including:

1 point Assume that it is not one-way, and correctly construct an algorithm that can be used to
invert the original one-way function.

1 point Analyze the success probability of inverting the original one-way function.

ˆ1 point Show that h(x) is not a hardcore bit of the new one-way function.

Figure 6: Example proof problem and scoring rubric from AICrypto. ˆ indicates a parallel rule.

Metric. Following the pass@k metric commonly used in code generation tasks (Kulal et al., 2019),
we allow each LLM three independent attempts per challenge. If any attempt succeeds, we consider
the task solved successfully; otherwise, it is marked as a failure. We use the success rate pass@3 as
the metric for evaluating LLM performance.

3.4 PROOF PROBLEMS

Because proof problems come from both exams and homework, we adopt slightly different evalua-
tion protocols. For exam problems, the model tackles each exam through a multi-round dialog: in
each round, it answers exactly one problem and continues until it completes the entire exam. The
full dialog history remains visible throughout, so the model can reuse earlier results when needed.
In contrast, for homework problems, we evaluate each problem independently. For every problem,
the model produces two sections, Analysis and Proof, and we grade only the Proof section. The
complete prompts are provided in Appendix I.0.3.

Automatic evaluation. We use two of the most powerful models, gpt-5.1 (OpenAI, 2025c) and
gemini-3-pro-preview (Google, 2025b), as grader models for automated evaluation. Each grader
model receives the proof problem, scoring criteria, reference answer, and the answer being evaluated
as input, and outputs its reasoning and a final score. For each answer, each grader model scores
it independently three times, producing six scores in total, and we use their average as the final
score. We also measure the correlation between human scores and LLM scores on 307 samples (18
problems × 17 models), the Pearson correlation between human and LLM scores is 0.9025 (p <
10−10), and the Spearman correlation is 0.8973 (p < 10−10). These high correlations demonstrate
the effectiveness of our automatic grading strategy. We also evaluate other strategies, which we
describe in detail in the Appendix E, and we provide the grading prompts in the Appendix I.1.
Metric. Similarly, drawing inspiration from pass@k in code generation, we evaluate each model
three times and report the best total score across these three runs. Each run answers 30 problems,
each worth 5 points, for a maximum of 150 points. We divide the best total score by 150 to obtain
the final best-of-three score, which ranges from 0 to 1.

Finally, we calculate the composite score based on the results of the three tasks. The total composite
score is 300 points, with each task contributing up to 100 points. A score of 1 point corresponds to
a 1 percent accuracy, success rate, or scoring rate in the respective task.

3.5 EXPERT PANEL AND EVALUATION RESPONSIBILITIES

To ensure the quality and reliability of our benchmark, we assemble and work extensively with
a panel of domain experts with strong backgrounds in cryptography and cybersecurity. The team
includes: (1) A tenure-track assistant professor specializing in cryptography, who holds a Ph.D.
in cryptography and teaches graduate-level cryptography courses at a top-tier university. (2) Four
Ph.D. students specializing in cryptography from top-ranked universities participate in this work. (3)
Two undergraduate students majoring in cybersecurity. We defer the detailed roles or contributions
of each expert to Appendix D.2.
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Classic (9)
Block/PRNG/Hash (31)

Stream-PRNG-Hash (21)
RSA (33)
DLP (10)

Lattice (24)
ECC (13)

Homemade (12)
Others (18)

Total

100.0 66.7 55.6 55.6 66.7 55.6 44.4 44.4 33.3 33.3 44.4 44.4 44.4 55.6 33.3 22.2 22.2 33.3
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Figure 7: Heatmap of model and human expert success rate across different categories of CTF chal-
lenges. The y-axis labels indicate the challenge categories along with their corresponding counts.
To save space, we abbreviate some model names. For example, gemini refers to gemini-2.5-pro.

4 RESULT AND ANALYSIS

4.1 RESULT OVERVIEW

Figure 2 presents the overall performance of LLMs compared to human experts on AICrypto. The
results reveal three distinct performance tiers among the models and highlight substantial variation
in their proficiency across different cryptographic tasks. The composite scores of the three top-
performing models, gemini-2.5-pro, o3-high, and o3, are around 230 which are close to the human
expert score of 267.0. These top models demonstrate strong performance on MCQs and proof
problems that require cryptographic knowledge and formal reasoning. However, their performance
drops sharply on CTF challenges, indicating that even the most advanced models have yet to master
the full spectrum of cryptographic problem-solving. Overall, reasoning models consistently perform
outperform general models.

The most advanced LLMs surpass human experts on multiple-choice questions, approach human
performance on proof questions, and fall far behind on CTF challenges. This suggests that while top
models have mastered fundamental concepts and reasoning skills in cryptography, they still struggle
with real-world problem-solving. In the following sections, we provide a more detailed task-specific
analysis. For additional results, please refer to the Appendix F.

4.2 DETAILED RESULTS ON DIFFERENT TASKS

Multi-choice questions. Figure 14 presents the accuracy of 17 LLMs and 3 human experts across
5 subcategories of MCQs. The o3 model makes only 3 errors out of 135 questions, reaching an
overall accuracy of 97.8% and achieving perfect scores in classic, symmetric, and misc. o4-mini-
high and o3-high follow closely, clustering just below 96%. Even the lowest-performing model,
doubao seed-1.6, achieves a solid 84.4%. The best human expert attains an accuracy of 94.1%
(127/135), which is strong but still below the state-of-the-art models.

CTF challenges. Figure 7 shows a category-level successful rate heatmap for 17 LLMs and a
panel of human experts on CTF challenges (human performance calculated from a subset of 100
challenges). Human experts lead with an average success rate of 81.2%, while the best-performing
models, gemini-2.5-pro and o3-high, reach only 56.0% and 54.0% respectively. The second tier,
including o3 and o4-mini-high, achieves 49.3% and 46.0% respectively. Performance drops steeply
among the remaining models, all of which have a success rate below 35%. These results highlight a
persistent 25–30 percentage point gap between top LLMs and human experts.

Across all model families, larger models or those configured with greater reasoning effort consis-
tently outperform their smaller or less intensive counterparts. For example, o3-high outperforms
o3, which in turn surpasses o3-mini. This performance hierarchy mirrors trends observed in other
domains (Balunović et al., 2025; Qiu et al., 2025).
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Overall, LLMs perform well on challenges based on well-known cryptographic vulnerabilities, such
as the common-modulus attack in RSA, but they continue to struggle with tasks like lattice-based
problems that demand advanced mathematical reasoning and creativity.

Proof problems. Figure 8 shows category-level scoring rates for 17 LLMs compared with human
experts on proof problems. Human experts hold a slight advantage with an average score of 94.0%.
The best models also perform strongly, with gemini-2.5-pro at 85.4% and o3-high at 82.9%, both
close to human level. Half of the models, 9 out of 17, score below 60%. The proofs provided by the
models are available in the Appendix H.
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Figure 8: Heatmap of model and human expert scoring rates across different categories of proof
problems. The y-axis labels indicate the problem categories along with their corresponding counts.
To save space, we abbreviate some model names. For example, gemini refers to gemini-2.5-pro.

4.3 FAILURE CASE ANALYSIS

In this section, we analyze and discuss the reasons why LLMs fail to solve certain tasks in AICrypto.
All conclusions are based on manual inspection conducted by human experts. Detailed cases are
provided in Appendix F.2.

Inaccuracy of mathematical computation. LLMs exhibit certain deficiencies in performing pre-
cise numerical calculations (Yang et al., 2025). These computational errors persist across various
models, indicating a systematic difficulty in handling even relatively simple arithmetic operations.
As shown in Figure 9, gpt-4.1 and claude-3.7-sonnet incorrectly compute the basic modular expo-
nentiation

(
442

)
mod 187.

Excessive reliance on pattern matching over analysis. In CTF challenges, LLMs tend to per-
form well on straightforward mathematical tasks, such as solving equations or inverse problems, as
well as brute-force searches. However, they struggle with tasks that require dynamic or recursive
reasoning, particularly those involving logical or numerical analysis. As a result, models often de-
fault to applying familiar attack patterns in a mechanical fashion, rather than engaging in the deeper
analytical thinking necessary for tackling novel or complex cryptographic problems.

Limitations in mathematical comprehension. Current LLMs exhibit significant limitations in
their ability to understand and reason about complex mathematical concepts. Their proof writing
suggests that LLMs may primarily mimic the syntactic structure of proof languages provided by
humans, without truly underlying mathematical principles, such as the precise meaning of “one-way
function”, “pseudorandom”, “computational indistinguishable”, or something else.

Deficiencies in rigorous mathematical proof-writing. LLMs often struggle to produce math-
ematically rigorous and complete proofs. Their constructions frequently contain logical gaps or
omit essential technical details, and in some cases, they generate proofs that appear correct at first
glance but reveal critical flaws under closer examination. Such issues make it particularly difficult
for human graders to detect errors, reducing the reliability of using these tasks to assess LLMs’
proof-generation capabilities.

5 RELATED WORK

Benchmarking cybersecurity capabilities of LLMs. Cybersecurity is a critical research area,
and as LLMs’ capabilities advance, several efforts have emerged to evaluate their proficiency in this
domain. Earlier work primarily focuses on CTF-style tasks, exemplified by benchmarks like Cy-
bench (Zhang et al., 2025b) and NYU CTF Bench (Shao et al., 2024). More recently, evaluations
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For RSA with 𝑝	 = 	11, 𝑞	 = 	17, and 
public exponent 𝑒	 = 	7, decrypt the 
ciphertext 44 to recover the plaintext.
A. 88
B. 22  [Correct]
C. 13
D. 41
E. None of the above.

MCQ#39 gpt-4.1 response

Let's proceed step by step to solve the 
RSA decryption problem
#### Step 1: …

44!	mod	187	 = 	65	(Error)
….
The option "None of the above" is the 
only answer that matches.

claude-3.7-sonnet response

To decrypt an RSA ciphertext, I need to 
follow these steps: …

44! =	44"×	44" = 	44	×	44	 =
	1936 ≡ 		1	mod	187 (Error)

…
Therefore, the answer is "None of the 
above."

Figure 9: An example of a calculation error made by LLMs.

have shifted towards practical applications with benchmarks such as CVE-Bench (Zhu et al., 2025),
PentestGPT (Deng et al., 2024), BountyBench (Zhang et al., 2025a), and CyberGym (Wang et al.,
2025). However, these benchmarks include cryptography only as a minor component, and the qual-
ity of cryptographic problems is often limited. For example, Cybench contains 40 CTF challenges
in total, while NYU CTF Bench includes 52 crypto CTF challenges, some of which focus on miscel-
laneous encryption techniques rather than core cryptographic algorithms. Similarly, Li et al. (2025)
use decryption tasks to study LLM reasoning, but their tasks are restricted to classical cryptography.
Benchmarking programming capabilities of LLMs. Another closely related field is the eval-
uation of LLMs in programming. A substantial body of work investigates how to evaluate
programming-related capabilities of LLMs. HumanEval (Chen et al., 2021) is an early bench-
mark that systematically evaluates code generation performance using 164 hand-written program-
ming problems. Building on this, LiveCodeBench (Jain et al., 2025) offers a comprehensive,
contamination-free evaluation by continuously aggregating problems from various programming
contests. Other efforts focus on evaluating coding abilities in real-world development scenar-
ios, such as SWE-Bench (Jimenez et al., 2023), BigCodeBench (Zhuo et al., 2025), and NoFu-
nEval (Singhal et al., 2024). Additionally, TCGBench (Cao et al., 2025) explores LLMs’ capabili-
ties in generating robust test case generators, providing a dual evaluation of their capabilities in both
programming problems understanding and code understanding.

Cryptography in AI. Cryptography and its underlying principles have long played a vital role in
artificial intelligence. For example, differential privacy (Abadi et al., 2016), homomorphic encryp-
tion (Aono et al., 2017), and secure multi-party computation (Knott et al., 2021) are widely applied
to protect privacy in machine learning and deep learning. Additionally, deep learning itself has been
explored as a method to build desired cryptographic functionalities (Gerault et al., 2025). Beyond
protective applications, cryptanalysis is employed to extract neural network models (Carlini et al.,
2020; 2025), while machine learning has emerged as a powerful tool for cryptanalysis (Yu & Ducas,
2018; Li et al., 2023). The recent rise of LLMs has further sparked interest in cryptographic applica-
tions in AI. For instance, some researchers explore the use of LLMs in cryptanalysis (Maskey et al.,
2025), while others draw on cryptographic inspiration to jailbreak LLMs (Halawi et al., 2024; Wang
et al., 2024). As LLMs continue to improve, especially in mathematical reasoning and program-
ming abilities, we anticipate a wave of innovative and surprising applications in the intersection of
cryptography and AI.

6 LIMITATIONS

Limited exploration of agent frameworks. Our evaluation focuses on the intrinsic capabilities
of LLMs rather than agent system performance. We use a simple agent framework only for CTF
challenges (see Section 2.2.1) and rely on pure LLM outputs for the other tasks. We do not explore
advanced agent frameworks such as CodeX (OpenAI, 2025a) or multi-agent collaboration (Hong
et al., 2023), which could improve performance. Investigating these systems is left for future work.

7 CONCLUSION

We introduce AICrypto, the first comprehensive benchmark that evaluates LLMs’ cryptography
capabilities through 135 multiple-choice questions, 150 CTF challenges, and 30 proof problems.
Our manual curation and expert verification ensure the benchmark’s accuracy, while the agent-based
framework enables systematic assessment of CTF tasks. Evaluating 17 state-of-the-art LLMs, we
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find that leading models excel at factual memorization, basic vulnerability exploitation, and formal
proof generation while often matching or surpassing human experts in these areas. However, they
continue to struggle with precise numerical analysis, deep mathematical reasoning, and multi-step
planning required for complex tasks. These findings highlight both promising aspects and current
limits of LLMs in cryptography and we hope our work can provide insights for future research.

8 ETHICS STATEMENT

This work evaluates the capabilities of LLMs in cryptography tasks. All experiments strictly follow
ethical research principles. The tasks in this study are either publicly available or manually created
by human experts. No sensitive or private data is used. Human expert evaluations are voluntary,
conducted with informed consent, and participants face no risk beyond typical academic activities.

The results aim to improve understanding of LLM capabilities in cryptography and cybersecurity,
highlighting both strengths and limitations. We do not intend this study to promote the development
or use of LLMs for malicious purposes, and all experiments take place in safe, controlled academic
settings. The LLM usage statement is provided in Appendix A.

9 REPRODUCIBILITY STATEMENT

To ensure the reproducibility of this research, we open-source all data, code, and LLM prompts.
They are accessible at https://anonymous.4open.science/r/aicrypto-iclr-BDE4/. All experiments fol-
low the configurations described in the paper.
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Cathy Yuanchen Li, Jana Sotáková, Emily Wenger, Mohamed Malhou, Evrard Garcelon, François
Charton, and Kristin Lauter. SalsaPicante: A Machine Learning Attack on LWE with Binary
Secrets. In Proceedings of the 2023 ACM SIGSAC Conference on Computer and Communi-
cations Security, CCS ’23, pp. 2606–2620, New York, NY, USA, 2023. Association for Com-
puting Machinery. ISBN 9798400700507. doi: 10.1145/3576915.3623076. URL https:
//doi.org/10.1145/3576915.3623076.

Yu Li, Qizhi Pei, Mengyuan Sun, Honglin Lin, Chenlin Ming, Xin Gao, Jiang Wu, Conghui He, and
Lijun Wu. Cipherbank: Exploring the boundary of llm reasoning capabilities through cryptogra-
phy challenges. arXiv preprint arXiv:2504.19093, 2025.

Aixin Liu, Bei Feng, Bing Xue, Bingxuan Wang, Bochao Wu, Chengda Lu, Chenggang Zhao,
Chengqi Deng, Chenyu Zhang, Chong Ruan, et al. Deepseek-v3 technical report. arXiv preprint
arXiv:2412.19437, 2024.

11

https://www.usenix.org/conference/usenixsecurity24/presentation/deng
https://www.usenix.org/conference/usenixsecurity24/presentation/deng
https://deepmind.google/models/gemini/pro/
https://deepmind.google/models/gemini/pro/
https://deepmind.google/models/gemini/pro/
https://openreview.net/forum?id=chfJJYC3iL
https://openreview.net/forum?id=chfJJYC3iL
https://proceedings.neurips.cc/paper_files/paper/2019/file/7298332f04ac004a0ca44cc69ecf6f6b-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2019/file/7298332f04ac004a0ca44cc69ecf6f6b-Paper.pdf
https://doi.org/10.1145/3576915.3623076
https://doi.org/10.1145/3576915.3623076


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Utsav Maskey, Chencheng Zhu, and Usman Naseem. Benchmarking large language models for
cryptanalysis and mismatched-generalization. arXiv preprint arXiv:2505.24621, 2025.

NIST. NIST Post-Quantum Cryptography Standardization, 2017. URL https://csrc.nist.
gov/projects/post-quantum-cryptography.

OpenAI. Openai o1 system card, 2024. URL https://arxiv.org/abs/2412.16720.

OpenAI. Openai codex cli: Lightweight coding agent that runs in your terminal, 2025a. URL
https://github.com/openai/codex.

OpenAI. Introducing gpt-4.1 in the api, 2025b. URL https://openai.com/index/
gpt-4-1/.

OpenAI. Gpt-5.1: A smarter, more conversational chatgpt, 2025c. URL https://openai.
com/index/gpt-5-1/.

OpenAI. Openai o3-mini, 2025d. URL https://openai.com/index/
openai-o3-mini/.

OpenAI. Introducing openai o3 and o4-mini, 2025e. URL https://openai.com/index/
introducing-o3-and-o4-mini/.

Shi Qiu, Shaoyang Guo, Zhuo-Yang Song, Yunbo Sun, Zeyu Cai, Jiashen Wei, Tianyu Luo, Yixuan
Yin, Haoxu Zhang, Yi Hu, Chenyang Wang, Chencheng Tang, Haoling Chang, Qi Liu, Ziheng
Zhou, Tianyu Zhang, Jingtian Zhang, Zhangyi Liu, Minghao Li, Yuku Zhang, Boxuan Jing, Xi-
anqi Yin, Yutong Ren, Zizhuo Fu, Weike Wang, Xudong Tian, Anqi Lv, Laifu Man, Jianxiang Li,
Feiyu Tao, Qihua Sun, Zhou Liang, Yushu Mu, Zhongxuan Li, Jing-Jun Zhang, Shutao Zhang,
Xiaotian Li, Xingqi Xia, Jiawei Lin, Zheyu Shen, Jiahang Chen, Qiuhao Xiong, Binran Wang,
Fengyuan Wang, Ziyang Ni, Bohan Zhang, Fan Cui, Changkun Shao, Qing-Hong Cao, Ming xing
Luo, Muhan Zhang, and Hua Xing Zhu. Phybench: Holistic evaluation of physical perception and
reasoning in large language models, 2025. URL https://arxiv.org/abs/2504.16074.

Ronald L Rivest, Adi Shamir, and Leonard Adleman. A method for obtaining digital signatures and
public-key cryptosystems. Communications of the ACM, 21(2):120–126, 1978.

Adi Shamir. How to share a secret. Communications of the ACM, 22(11):612–613, 1979.

Minghao Shao, Sofija Jancheska, Meet Udeshi, Brendan Dolan-Gavitt, haoran xi, Kim-
berly Milner, Boyuan Chen, Max Yin, Siddharth Garg, Prashanth Krishnamurthy, Far-
shad Khorrami, Ramesh Karri, and Muhammad Shafique. Nyu ctf bench: A scalable
open-source benchmark dataset for evaluating llms in offensive security. In Advances
in Neural Information Processing Systems, volume 37, pp. 57472–57498, 2024. URL
https://proceedings.neurips.cc/paper_files/paper/2024/file/
69d97a6493fbf016fff0a751f253ad18-Paper-Datasets_and_Benchmarks_
Track.pdf.

Manav Singhal, Tushar Aggarwal, Abhijeet Awasthi, Nagarajan Natarajan, and Aditya Kanade.
Nofuneval: Funny how code LMs falter on requirements beyond functional correctness. In First
Conference on Language Modeling, 2024. URL https://openreview.net/forum?id=
h5umhm6mzj.

William Stallings. Cryptography and Network Security: Principles and Practice. Prentice Hall, 5th
edition, 2010.

Yu Wang, Xiaofei Zhou, Yichen Wang, Geyuan Zhang, and Tianxing He. Jailbreak large visual
language models through multi-modal linkage. arXiv preprint arXiv:2412.00473, 2024.

Zhun Wang, Tianneng Shi, Jingxuan He, Matthew Cai, Jialin Zhang, and Dawn Song. Cybergym:
Evaluating ai agents’ cybersecurity capabilities with real-world vulnerabilities at scale, 2025.
URL https://arxiv.org/abs/2506.02548.

12

https://csrc.nist.gov/projects/post-quantum-cryptography
https://csrc.nist.gov/projects/post-quantum-cryptography
https://arxiv.org/abs/2412.16720
https://github.com/openai/codex
https://openai.com/index/gpt-4-1/
https://openai.com/index/gpt-4-1/
https://openai.com/index/gpt-5-1/
https://openai.com/index/gpt-5-1/
https://openai.com/index/openai-o3-mini/
https://openai.com/index/openai-o3-mini/
https://openai.com/index/introducing-o3-and-o4-mini/
https://openai.com/index/introducing-o3-and-o4-mini/
https://arxiv.org/abs/2504.16074
https://proceedings.neurips.cc/paper_files/paper/2024/file/69d97a6493fbf016fff0a751f253ad18-Paper-Datasets_and_Benchmarks_Track.pdf
https://proceedings.neurips.cc/paper_files/paper/2024/file/69d97a6493fbf016fff0a751f253ad18-Paper-Datasets_and_Benchmarks_Track.pdf
https://proceedings.neurips.cc/paper_files/paper/2024/file/69d97a6493fbf016fff0a751f253ad18-Paper-Datasets_and_Benchmarks_Track.pdf
https://openreview.net/forum?id=h5umhm6mzj
https://openreview.net/forum?id=h5umhm6mzj
https://arxiv.org/abs/2506.02548


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

Yuli Yang, Hiroaki Yamada, and Takenobu Tokunaga. Evaluating robustness of LLMs to nu-
merical variations in mathematical reasoning. In Aleksandr Drozd, João Sedoc, Shabnam
Tafreshi, Arjun Akula, and Raphael Shu (eds.), The Sixth Workshop on Insights from Negative
Results in NLP, pp. 171–180, Albuquerque, New Mexico, May 2025. Association for Com-
putational Linguistics. ISBN 979-8-89176-240-4. doi: 10.18653/v1/2025.insights-1.16. URL
https://aclanthology.org/2025.insights-1.16/.
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A LLM USAGE STATEMENT

We use LLMs to help refine the language of this manuscript, including suggesting alternative word-
ing and phrasing, checking grammar, and enhancing overall fluency and readability. All scientific
content, ideas, analyses, and conclusions remain our own, the LLMs serve solely as tools to improve
the presentation of the text.

B CTF CHALLENGE DETAILS

B.1 CHALLENGE TYPE AND FILE STRUCTURE

Cryptographic CTF challenges in AICrypto fall into two types: static and dynamic. Static challenges
provide participants with all necessary files to recover the flag locally, while dynamic challenges
involve interacting with a running server (e.g., localhost:1337) based on incomplete server-
side code that withholds key information such as the flag. There are 73 static challenges and 77
dynamic challenges.

static_challenge/
├── public/
│   ├── enc.py or enc.sage
│   ├── output.txt
│   └── helper.py or helper.sage (optional)
└── config.yaml

dynamic_challenge/
├── public/
│   ├── main.py (without key information)
│   └── helper.py (optional)
├── server/
│    ├── main.py
│    └── auxiliary_files (e.g., flag)
└── config.yaml

Figure 10: CTF challenge file structure.

To support large-scale evaluation, we standard-
ize each challenge into a unified file structure.
Figure 10 illustrates the typical file layout for
two types of challenges. Every challenge in-
cludes a public folder and a config.yaml
file, while dynamic challenges add a server
folder containing the server’s launch script
(main.py). Some files within the public
folder may vary slightly across different chal-
lenges.

Static challenges. In static challenges, the
public folder typically contains the encryp-
tion algorithm’s source code and its corre-
sponding output. These scripts are written in
Python or SageMath, with the latter being an
open-source mathematical software system built on Python.

Dynamic challenges. For dynamic challenges, the public folder contains a partial version of the
server code, deliberately omitting key elements such as the flag. Before the LLM start the challenge,
we will launch the main.py script from the server directory, expose it on a designated port, and
provide the connection details to the LLM. To retrieve the actual flag, the LLM must analyze the
available code and craft interactive scripts capable of communicating effectively with the running
server.

Helper scripts. Because some code and output files involve very large numbers or complex data,
we provide a helper.py or helper.sage script1 to assist LLMs in loading and processing the
data. For instance, models can simply use from helper import * to access relevant variables.
In addition, since some output files are very long and may exceed the model’s context window, we
truncate any output beyond 4096 characters and indicate the omission as shown in Figure 4. The
presence of helper scripts ensures that this abbreviation does not hinder models from solving the
problem.

Configuration. We provide a configuration file named config.yaml for each challenge. As
shown in Figure 11, this file records essential information including the category, correct flag,
source, name, solution execution time and type of the challenge. Unlike prior CTF benchmarks,
we omit original challenge descriptions and instead reformat all tasks into a unified structure, using

1We provide helper scripts for 68 challenges, one per challenge. Among them, 48 are implemented as
helper.py scripts and 20 as helper.sage scripts. Of these, 3 scripts are designed for dynamic challenges,
while the remaining 65 support static challenges.
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standardized prompts to guide model behavior. For all challenges, models have access only to the
public folder during evaluation, all other components remain hidden.

B.2 CTF CHALLENGE YEAR DISTRIBUTION

Table 1 summarizes the number of CTF challenges by year. Most challenges originate from 2023 and
beyond, with 102 problems from 2024 or later, accounting for 65% of the dataset. This distribution
highlights that our benchmark is primarily composed of recent and up-to-date challenges, ensuring
relevance to the current cryptographic landscape.

B.3 SOLUTION

We provide solutions for each challenge in its corresponding folder to ensure that every challenge
has a valid solution. These solutions are also made publicly available with the hope of offering
useful insights and support for future research.

An Example of CTF Configuration File

category: RSA
flag: UDCTF{3uc1id th4 60at}
from: blue-hens-2023
name: RSA School 3rd Grade
type: static
time: 300

Figure 11: An example configure file for a CTF challenge.

Year Number of CTF Problems
2019 2
2020 5
2021 2
2022 4
2023 35
2024 80
2025 22
Total 150

Table 1: Distribution of CTF challenges by year.

C CTF AGENTIC FRAMEWORK

LLM agent output. We format the agent output to support seamless interaction with the envi-
ronment. The response is divided into three tagged sections: ### Reasoning, ### Action,
and ### Action Content. The Reasoning section details the model’s thought process; the
Action specifies one of four options: command, create file <path>, verification,
or give up; and the Action Content provides the corresponding command or file contents.
We require the model to save the recovered flag in ./flag.txt. When the model requests veri-
fication, we compare the contents of flag.txt with the correct flag. If the model concludes the
task is unsolvable, it may choose to give up, which marks the attempt as failed. Figure 12 shows an
example of the agent’s output.

Execution environment. Drawing inspiration from typical CTF player setups, we configure the
agent to operate within a controlled Ubuntu-based environment. Before each task begins, we copy
the relevant public folder to a designated writable path. This is the only folder accessible at
runtime, and the agent must create and execute all exploit scripts within it. To ensure controlled and
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An Example of Agent Output
### Reasoning
Run the solver script to recover the plaintext and automatically write the flag to flag.txt.

### Action
command

### Action Content
python solve.py

Figure 12: An example of an agent’s response template.

secure execution, we prohibit directory changes (e.g., via cd) and enforce a blacklist of potentially
unsafe commands, which return a “permission denied” message if attempted. In addition to Python
and SageMath, the environment includes auxiliary tools such as yafu. More experimental details
are provided in the Appendix D.4.

D EXPERIMENT SETUP

D.1 HUMAN EXPERT PERFORMANCE EVALUATION

We include the performance of strong human experts as a comparison during evaluation. The fol-
lowing describes how we obtain their performance on different tasks:

Multiple-choice questions. To establish a human expert performance baseline, we recruit three
doctoral students specializing in cryptography from a top university. They complete the multiple-
choice section as an open-book exam, using only a designated reference textbook (Stallings, 2010).
The allotted time for answering is limited to 12 hours with breaks. Participants may consult only
the reference book and use a non-programmable calculator. We do not permit the use of calculators
for LLMs, as the calculations required for the MCQs are minimal. We report the average accuracy
achieved by the three experts.

Capture-the-flag challenges. We estimate human expert performance using recorded scoreboards
from CTF competitions. Specifically, we treat the top 10 participants in each competition as human
experts and use their success rates to establish the human baseline. Since not all competitions
provide detailed rankings, we collect the available data for 100 challenges and use this subset to
as a proxy for average expert-level human performance.

Proof problems. Because our proof problems come directly from real assignments and exams, we
select the top five scores from each source as the expert scores.

D.2 DETAILS ON EXPERT PANEL

Our human expert team consists of the following members, all of whom are listed as authors of this
work:

• A tenure-track assistant professor specializing in cryptography, who holds a Ph.D. in cryp-
tography and teaches graduate-level cryptography courses at a top-tier university. He over-
sees the overall evaluation process and plays a leading role in three key areas: reviewing
MCQs, contributing proof problems used in our benchmark, and setting grading criteria for
LLM-generated proofs.

• Four Ph.D. students specializing in cryptography from top-ranked universities participate
in this work. All four review the multiple-choice questions. Among them, three contribute
to the human expert baseline evaluation for MCQ tasks and are also responsible for grading
LLM responses in the proof problems, while the fourth student with practical experience
as a long-standing member of several elite CTF teams reviews the CTF challenges. In
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Prohibited Commands
rm, rmdir, mv, cp ,cd, pushd, popd, kill, killall, pkill, ps, sudo, su, mount, umount, fdisk, mkfs,
dd, sftp, netcat, systemctl, service, crontab, history, export, unset, source, eval, exec

Figure 13: List of commands that the agent is not permitted to execute.

addition, the fourth student has achieved high rankings and hosted multiple international
CTF competitions over several years.

• Two undergraduate students majoring in cybersecurity. One assists in collecting and revise
MCQ items from educational resources, while the other contributes to the collection and
initial review of CTF challenges. One student has relevant experience gained from two
years in a top CTF team and has participated in several competitions.

D.3 MODEL DETAILS

Model versions. We evaluate the following model versions in our experiments: o3-2025-04-16,
o4-mini-2025-04-16, o3-mini-2025-01-31, o1-2024-12-17, gpt-4.1-2025-04-14, claude-3-7-sonnet-
20250219, claude-sonnet-4-20250514, gemini-2.5-pro, deepseek-r1-250528, deepseek-v3-250324,
doubao-seed-1-6-250615, and doubao-seed-1-6-thinking-250615.

Max token settings. For all OpenAI reasoning models, we set max completion tokens
= 65535. For deepseek-v3, deepseek-r1, and gpt-4.1, we use max tokens = 12400. For
gemini-2.5-pro-preview, we set max output token = 65535. For Doubao models, we set
max token = 16000. For Claude models, we use max token = 15000when external think-
ing is disabled. When external thinking is enabled, we allocate budget tokens = 4000 and
max tokens = 10000. All token limits are intentionally set higher than the requirements of the
benchmark tasks to avoid truncation issues.

D.4 CTF EXPERIMENTAL ENVIRONMENT

Hardware specifications. All experiments are conducted on a server equipped with dual AMD
EPYC 7542 32-core processors (128 threads in total) and 528 GB of RAM. The operating system is
Ubuntu 20.04 with kernel version 5.4.0-144-generic.

The detailed hardware configuration is as follows:

• CPU: 2 × AMD EPYC 7542 32-Core Processor (64 physical cores, 128 threads, 1.5–2.9
GHz).

• Memory: 528 GB.

• Architecture: x86 64.

• Operating System: Ubuntu 20.04, kernel 5.4.0-144-generic.

Tool Version. The following software tools and versions are used in our experiments:

• SageMath: version 10.5 (released on 2024-12-04).

• Python: version 3.10.15.

• Yafu: version 1.34.5.

Prohibited commands. For security reasons and to ensure the stable operation of the system, we
restrict the commands that the agent is allowed to execute. Figure 13 lists all commands that are not
permitted.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

o3

o4
-m

ini-
hig

h

o3
-hi

gh

o4
-m

ini o1

o3
-m

ini-
hig

h

hu
man

1

ge
mini-

2.5
-pr

o

de
ep

see
k-r

1

o3
-m

ini

cla
ud

e-3
.7-

son
ne

t-th
ink

ing

do
ub

ao
-se

ed
-1.

6-t
hin

kin
g

hu
man

2

cla
ud

e-4
.0-

son
ne

t-th
ink

ing

cla
ud

e-4
.0-

son
ne

t

gp
t-4

.1

hu
man

3

cla
ud

e-3
.7-

son
ne

t

de
ep

see
k-v

3

do
ub

ao
-se

ed
-1.

6

Math (21)

Classic (9)

Symmetric (41)

Asymmetric (38)

Misc (26)

Total

95.2 95.2 95.2 95.2 90.5 95.2 100.0 95.2 95.2 95.2 95.2 95.2 100.0 90.5 90.5 95.2 95.2 90.5 95.2 85.7

100.0 100.0 88.9 100.0 88.9 100.0 100.0 88.9 88.9 88.9 77.8 88.9 88.9 88.9 100.0 88.9 88.9 88.9 66.7 66.7

100.0 95.1 95.1 95.1 95.1 97.6 87.8 95.1 92.7 92.7 90.2 92.7 90.2 95.1 92.7 85.4 87.8 82.9 92.7 80.5

94.7 94.7 94.7 92.1 94.7 86.8 100.0 97.4 89.5 89.5 94.7 86.8 92.1 89.5 89.5 86.8 94.7 89.5 81.6 89.5

100.0 96.2 100.0 96.2 96.2 96.2 88.5 84.6 96.2 96.2 92.3 96.2 88.5 88.5 84.6 96.2 80.8 92.3 88.5 88.5

97.8 95.6 95.6 94.8 94.1 94.1 94.1 93.3 92.6 92.6 91.9 91.9 91.9 91.1 90.4 89.6 89.6 88.1 87.4 84.4

MCQ Categorized Accuracy Heatmap

75

80

85

90

95

100

Ac
cu

ra
cy

 (%
)

Figure 14: Heatmap of model and human expert accuracy across different categories of multiple-
choice questions. The y-axis labels indicate the categories along with their corresponding counts.

E AUTOMATED SCORING OF PROOF PROBLEMS

We explore several strategies for aggregating the six LLM scores for each answer and compare their
correlations with human scores, as discussed in Section 3.4. The strategies are:

1. avg: average of all six scores.
2. trimmed1: remove the highest and lowest score, then average the remaining four.
3. trimmed2: remove the two highest and two lowest scores, then average the remaining two.
4. vote: use the score that appears most frequently as the final score.
5. avg gpt-5.1: average of the three scores from gpt-5.1 only.
6. avg gemini-3-pro-preview: average of the three scores from gemini-3-pro-preview only.

Their correlations with human expert scores are summarized in Table 2. All p-values are below
10−10 and are therefore omitted.

Strategy Pearson Spearman
avg 0.9025 0.8973
trimmed1 0.9001 0.8965
trimmed2 0.8947 0.8930
avg gpt-5.1 0.8815 0.8857
avg gemini-3-pro-preview 0.8696 0.8742
vote 0.8692 0.8689

Table 2: Correlation between human scores and different aggregation strategies.

Based on these results, we select the simple average of all six scores (avg) as our final aggregation
method, since it achieves the highest Pearson and Spearman correlations w

F ADDITIONAL RESULTS AND ANALYSIS

F.1 ITERATION COUNTS AND SUCCESS RATES IN CTF

Figure 15 presents the average number of iterations for different models on both successful and
failed tasks. We set the maximum number of iterations to 100, meaning a task is considered failed if
not completed within 100 rounds of interaction. The model may also choose to give up early, which
is likewise treated as a failure. As shown in the figure, claude-3.7-sonnet and claude-3.7-sonnet-
thinking exhibit a higher number of iterations on failed tasks compared to other models, indicating
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Figure 15: Success rate and average number of iterations for LLMs on CTF tasks.

a strong reluctance to give up. Most of the remaining models fall within the range of 20 to 35
iterations.

F.2 DETAILED FAILURE CASES

Inaccuracy of mathematical computation. The following case illustrates this shortcoming:

• In MCQ 33, both claude-3.7-sonnet and doubao-seed-1.6 fail to correctly compute the mod-
ular multiplication

(
14 · 44−1

)
mod 67, indicating difficulties with basic modular arith-

metic.

Excessive reliance on pattern matching over analysis. This shortcoming is demonstrated in the
following examples:

• In CTF challenge 03-RSA/33-reiwa-rot13, the model o1 repeatedly attempts vari-
ous standard factorization methods without analyzing the specific relationship between the
ciphertexts introduced by the rot13 encoding. The model gpt-4.1 exhibits even more
concerning behavior by resorting to brute-force approaches, suggesting a complete failure
to grasp the core of the problem.

• In CTF challenge 04-DLP/05-xordlp, the model o4-mini-high attempts to apply a
low-Hamming-weight attack to recover the parameter k without first verifying whether the
necessary conditions for the attack are met. This behavior suggests that the model applies
common techniques blindly, without the prerequisite analysis to assess their suitability for
the given context.

Limitations in mathematical comprehension. This shortcoming is demonstrated in the follow-
ing examples:

• In Proof Exam 1, Problem 3, several models (e.g., gpt-4.1, o3-mini-high, o4-mini, claude-
4.0-sonnet) attempt to construct pseudorandom generators (PRGs) using formulations such
as G(x) = x∥x or G(x) = x∥G′(x), incorrectly stating “{G(Un)} is computational indis-
tinguishable with {U2n}” and claiming that these constructions satisfy the definition of a
PRG.

• In Proof Exam 3, Problem 1, several models construct one-way functions (OWFs) in the
form F (x) = G−1(x), where G(x) is an OWF. This construction is definitely wrong, but
LLMs still claim that this construction satisfies the properties of OWFs.

• In CTF challenge 04-DLP/01-prove-it, the model o3-high confuses modular arith-
metic over Zp with that over Zp−1, leading to a fundamentally flawed solution strategy.
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Deficiencies in rigorous mathematical proof-writing. This shortcoming is demonstrated in the
following examples:

• In Proof Exam 1 Problem 5, several LLMs (e.g. deepseek-v3, o1) tend to present proofs in
an intuitive, heuristic manner (e.g. writing “allows to perform linearity testing”, “can check
the statistical dependence between output bit pairs”, but without implementation details),
without critical mathematical details necessary for formal verification. This introduces
significant risks: such “intuitive” claims lacking rigorous mathematical derivation may not
necessarily be a logically valid result.

• In Proof Exam 1 Problem 1, several LLMs (e.g. o3-mini, o4-mini, o4-mini-high) never
verified the critical condition me1e2

0 ̸= me1e2
1 mod N (although it holds in all cases). This

condition is essential for a CPA adversary to successfully distinguish between plaintexts.
The omission of this verification step introduces logical inconsistencies in their proofs.

• In Proof Exam 2, Problem 5, most LLMs (15 out of 17) construct a correct PKE scheme.
However, none of them successfully establishes a complete security proof. The highest
scores are achieved by o3-high and deepseek-r1. While o3-high correctly constructs the
adversaries for the reductions, its analysis of adversary behavior is not sufficiently rigorous.
deepseek-r1 offers an alternative construction, but it omits the necessary hybrid argument
for proving the security of the multi-bit encryption.

• In Proof Exam 2 Problem 2, many LLMs (e.g. o3-high, o3, etc.) provide a viable proof
intuition: first prove that Ln(x) is indistinguishable from a hybrid that does not depend on
hn(x), then leverage the pseudorandomness of Gn(x) to prove that this hybrid is indistin-
guishable from a uniform random distribution. They even construct plausible adversaries
during proof by contradiction. However, when analyzing the behavior of these adversaries,
they failed to provide sound reasoning. This raises doubts about whether their constructions
were developed with genuine understanding.

G ILLUSTRATIVE EXAMPLES OF CTF CHALLENGE SOLVING

Figure 16 illustrates the full process of gemini-2.5-pro-preview successfully solving a dynamic CTF
challenge. The model receives the server source code, analyzes it, and writes code to interact with
the running server in order to decrypt the flag. Figure 17 shows gemini-2.5-pro-preview solving a
static CTF challenge. By analyzing the source code, the model quickly identifies the vulnerability
and retrieves the flag through writing an exploit script.

Figure 18 presents an example where gemini-2.5-pro-preview fails to solve a challenge. Due to the
lengthy interaction, only the final few rounds are displayed. After multiple attempts, gemini-2.5-
pro-preview acknowledges its inability to exploit the cryptographic vulnerability and stop further
efforts.

A Successful Attempt by gemini-2.5-pro-preview to Solve a Dynamic CTF Challenge

Starting iteration 1/100
Environment feedback:
{System prompt in Figure 22}
{Initial prompt in Figure 24}
Model response:
### Reasoning
The first step is to understand the challenge by inspecting the provided files. I will list the
contents of the ‘./public‘ directory to see the server’s source code or any other relevant
information.
### Action
command
### Action Content
ls −R ./public/

Starting iteration 2/100
Environment feedback:
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Command output:
./public/:
main.py
Continue with the next step based on the command output.
Model response:
### Reasoning
The ‘ls -R ./public/‘ command revealed a single file: ‘main.py‘. This is most likely the source
code for the server running on ‘127.0.0.1:52348‘. To understand the cryptographic protocol
and find a vulnerability, I must analyze this source code. I will now read the contents of ‘
main.py‘.
### Action
command
### Action Content
cat ./public/main.py

Starting iteration 3/100
Environment feedback:
Command output:

from Crypto.Util.number import getPrime, isPrime
e = 65537
N = 1
while (N - 1) % e == 0:

N = getPrime(2048)

def xor(a, b):
return bytes(xˆy for x,y in zip(a,b))

class MySeededHash():
def __init__(self, N, e):

self.N = N
self.e = e
self._state = b"\x00" * 256
self.seen = set()

def _hash_block(self, block):
assert len(block) == 256

if block in self.seen:
raise ValueError("This looks too familiar... :o")

self.seen.add(block)

data = int.from_bytes(block, "big")
if data < 2 or data >= N-1:

raise ValueError("Please ensure data is supported by hash
function :|")

data = pow(data, self.e, self.N)
if data in self.seen:

raise ValueError("Collisions are cheating!!! >:(")
self.seen.add(data)

return data.to_bytes(256, "big")

def update(self, data):
assert len(data) % 256 == 0

for block in range(0, len(data), 256):
block = data[block:block+256]
self._state = xor(self._state, self._hash_block(block))

return self
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def hexdigest(self):
return self._state.hex()

def __repr__(self):
return f"MySeededHash({self.N}, {self.e})"

def main():
hash = MySeededHash(N, e)
print(hash)

print("Give me your string that hashes to 0...")
preimage = bytes.fromhex(input("> "))
if len(preimage) < 256 or len(preimage) % 256 != 0:

raise ValueError("Invalid input!")

zero = hash.update(preimage).hexdigest()
print("hash(input) ==", zero)
if zero == "00" * 256:

with open("flag.txt") as f:
print(f.read())

else:
print("...")

main()

Continue with the next step based on the command output.
Model response:
### Reasoning
1.**Analyze the Server Code (‘main.py‘)**: The server implements a custom hash function, ‘
MySeededHash‘. The goal is to provide an input whose hash is a 256-byte string of all zeros.
2.**Understand the Hashing Mechanism**:

* The hash state starts at all zeros: ‘self. state = b”{\}x00” * 256‘.
* The input is processed in 256-byte blocks.
* For each block, a function ‘ hash block‘ is called, and its result is XORed with the
current state: ‘self. state = xor(self. state, self. hash block(block))‘.
* The ‘ hash block‘ function converts the block to an integer ‘m‘ and computes ‘c =
pow(m, e, N)‘. ‘c‘ is then converted back to bytes and returned. ‘N‘ is a 2048-bit prime,
and ‘e‘ is 65537.

3.**Identify the Vulnerability**:
* To get a final hash of zero, the XOR sum of all ‘ hash block‘ outputs must be zero.
* For a two-block input (‘B1‘, ‘B2‘), we would need ‘ hash block(B1) ==
hash block(B2)‘. This would mean ‘pow(B1 int, e, N) == pow(B2 int, e, N)‘. Since ‘N‘

is prime and ‘gcd(e, N-1) == 1‘(ensured at startup), the function ‘m -> mˆe mod N‘ is a
permutation. This implies ‘B1 int == B2 int‘, which is forbidden by the ‘if block in
self.seen:‘ check. A collision is also prevented by the check ‘if data in self.seen‘, which
would trigger on the second block’s output.
* However, the server reveals ‘N‘ and ‘e‘ upon connection. Since ‘N‘ is a prime number,
we can easily calculate Euler’s totient function: ‘phi(N) = N -1‘.
* With ‘phi(N)‘, we can compute the RSA private exponent ‘d = pow(e, -1,phi(N))‘.
* Having ‘d‘ allows us to invert the ‘ hash block‘ function: given a hash output ‘c‘, we
can find the original message ‘m‘ by computing ‘m = pow(c, d, N)‘.

4.**Formulate the Exploit Strategy**:
* We can construct a three-block input (‘B1‘, ‘B2‘, ‘B3‘) such that their hash outputs
XOR to zero.
* Let ‘H(B)‘ be the output of ‘ hash block(B)‘. We want ‘H(B1) ˆ H(B2) ˆ H(B3) = 0‘.
* This is equivalent to ‘H(B3) = H(B1) ˆ H(B2)‘.
* The exploit proceeds as follows:

1.Connect to the server and parse ‘N‘ and ‘e‘.
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2.Choose two arbitrary distinct blocks, ‘B1‘ and ‘B2‘ (e.g., corresponding to integers
2and 3,to satisfy the server’s checks).
3.Compute their hash outputs: ‘C1 = H(B1)‘ and ‘C2 = H(B2)‘.
4.Calculate the target hash for the third block: ‘C3 = C1 ˆ C2‘.
5.Compute the private key ‘d = pow(e, -1,N -1)‘.
6.Invert the hash function to find the required third block’s integer value: ‘B3 int =
pow(C3 int, d, N)‘.
7.Convert ‘B3 int‘ to bytes ‘B3‘.
8.Send the concatenated payload ‘B1 + B2 + B3‘ to the server. The server will
compute the hash, find it is zero, and return the flag. The ‘seen‘ checks will pass
because we chose ‘B1‘ and ‘B2‘ to be distinct, and ‘B3‘ and the intermediate hash
values will be different from previously seen values with very high probability.

This plan allows us to deterministically forge an input that hashes to zero, exploiting the
information leak of ‘N‘ and the ability to reverse the core cryptographic operation.
### Action
create file ./solve.py
### Action Content

from pwn import *
import re

def xor(a, b):
return bytes(xˆy for x,y in zip(a,b))

# Connect to the server
try:

conn = remote('127.0.0.1', 52348, timeout=5)
except PwnlibException as e:

log.error(f"Failed to connect: {e}")
exit(1)

# Step 1: Receive the server's greeting and parse N and e
try:

line = conn.recvline().decode()
log.info(f"Received: {line.strip()}")
match = re.search(r"MySeededHash\((\d+), (\d+)\)", line)
if not match:

log.error("Could not parse N and e from server.")
conn.close()
exit(1)

N = int(match.group(1))
e = int(match.group(2))
log.success(f"N = {N}")
log.success(f"e = {e}")

conn.recvuntil(b"> ")
except (EOFError, ConnectionResetError) as e:

log.error(f"Connection closed unexpectedly: {e}")
conn.close()
exit(1)

# Step 2: Choose two distinct messages m1, m2
m1 = 2
m2 = 3
b1 = m1.to_bytes(256, 'big')
b2 = m2.to_bytes(256, 'big')
log.info("Chosen m1=2, m2=3")

# Step 3: Compute their corresponding hashes (c1, c2)
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c1 = pow(m1, e, N)
c2 = pow(m2, e, N)

# Step 4: Compute the target hash for the third block
bc1 = c1.to_bytes(256, 'big')
bc2 = c2.to_bytes(256, 'big')
bc3 = xor(bc1, bc2)
c3 = int.from_bytes(bc3, 'big')
log.info("Calculated target hash c3 for the third block.")

# Step 5: Compute the RSA private exponent d
phi_N = N - 1
d = pow(e, -1, phi_N)
log.info("Calculated private key d.")

# Step 6: Invert the hash for c3 to find m3
m3 = pow(c3, d, N)
b3 = m3.to_bytes(256, 'big')
log.info(f"Calculated required m3 = {m3}")

# Step 7: Construct and send the payload
payload = b1 + b2 + b3
conn.sendline(payload.hex().encode())
log.info("Payload sent.")

# Step 8: Receive and print the flag
try:

conn.recvline() # This will be the "hash(input) == 00..." line
flag = conn.recvline().decode().strip()

if "irisctf" in flag:
log.success(f"Flag received: {flag}")
with open('./flag.txt', 'w') as f:

f.write(flag)
log.info("Flag saved to ./flag.txt")

else:
log.error(f"Did not receive flag. Server output: {flag}")

except (EOFError, ConnectionResetError) as e:
log.error(f"Connection lost while waiting for flag: {e}")

conn.close()

Starting iteration 4/100
Environment feedback:
File creation result: Successfully created file: ./solve.py
Continue with the next step.
Model response:
### Reasoning
I have created the exploit script ‘solve.py‘. The script is designed to connect to the server,
parse the public modulus ‘N‘, construct a three-block preimage that hashes to zero, send it to
the server, and save the returned flag to ‘./flag.txt‘. The next step is to execute this script to
perform the attack and retrieve the flag.
### Action
command
### Action Content
python3 ./solve.py

Starting iteration 5/100
Environment feedback:
Command output:
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[x] Opening connection to 127.0.0.1 on port 52348
[x] Opening connection to 127.0.0.1 on port 52348: Trying 127.0.0.1
[+] Opening connection to 127.0.0.1 on port 52348: Done
[*] Received: MySeededHash(288...3, 65537)
[+] N = 28...13
[+] e = 65537
[*] Chosen m1=2, m2=3
[*] Calculated target hash c3 for the third block.
[*] Calculated private key d.
[*] Calculated required m3 = 251...20
[*] Payload sent.
[+] Flag received: irisctf{no order factorization no problem}
[*] Flag saved to ./flag.txt
[*] Closed connection to 127.0.0.1 port 52348
Continue with the next step based on the command output.
Model response:
### Reasoning
The ‘solve.py‘ script successfully executed the attack. It connected to the server, parsed ‘N‘
and ‘e‘, calculated the necessary preimage ‘b1 + b2 + b3‘, sent it, and received the flag: ‘
irisctf{no order factorization no problem}‘. The flag was then saved to ‘./flag.txt‘. The next
and final step is to verify the flag to complete the challenge.
### Action
verification
### Action Content

Flag verification successful! Task completed.

Figure 16: A successful dynamic CTF solution by gemini-2.5-pro-preview within the agent
framework. Environment feedback refers to information returned from executed commands by
the agent or initial prompts, while the model response, shown in three parts with different colors,
represents the output generated by the LLM.

A Successful Attempt by Gemini-2.5-Pro-Preview to Solve a Static CTF Challenge

Starting iteration 1/100
Environment feedback:
{System prompt in Figrue 22}
{Initial prompt in Figure 23}
Model response:
### Reasoning
My first step is to understand the challenge by inspecting the provided files. I will list the
contents of the ‘./public/‘ directory to see what I’m working with. This will inform my
strategy for cryptanalysis.
### Action
command
### Action Content
ls −R ./public/

Starting iteration 2/100
Environment feedback:
Command output:
./public/:
main.py
output.txt
Continue with the next step based on the command output.
Model response:
### Reasoning

25



1350
1351
1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403

Under review as a conference paper at ICLR 2026

I’ve identified two files: ‘main.py‘ and ‘output.txt‘. The ‘main.py‘ file contains the source
code for the cryptographic system, and ‘output.txt‘ contains its output. To find a vulnerability,
I must first analyze the source code. I will now examine the contents of ‘main.py‘.
### Action
command
### Action Content
cat ./public/main.py

Starting iteration 3/100
Environment feedback:
Command output:

from Crypto.Util.number import bytes_to_long, getPrime

flag = REDACTED

pt = bytes_to_long(flag)

p = getPrime(1024)
q = getPrime(1024)
n = p*q

e_1 = getPrime(16)
e_2 = getPrime(16)

ct_1 = pow(pt, e_1, n)
ct_2 = pow(pt, e_2, n)
print("ct_1 = ", ct_1)
print("ct_2 = ", ct_2)

print("e_1 = ", e_1)
print("e_2 = ", e_2)

print("n = ", n)

Continue with the next step based on the command output.
Model response:
### Reasoning
The provided Python script ‘main.py‘ implements a textbook RSA encryption scheme, but
with a critical flaw. It encrypts the same plaintext message (‘pt‘) twice using the same public
modulus (‘n‘) but with two different public exponents (‘e 1‘ and ‘e 2‘). This is a well-known
vulnerability known as the ”Common Modulus Attack”.

Given:
-‘c1 = ptˆe1 mod n‘
-‘c2 = ptˆe2 mod n‘
-‘n‘, ‘e1‘, ‘e2‘, ‘c1‘, ‘c2‘

Since ‘e1‘ and ‘e2‘ are small primes (16-bit), they are almost certainly coprime, meaning ‘
gcd(e1, e2) = 1‘.The Extended Euclidean Algorithm allows us to find integers ‘a‘ and ‘b‘ such
that:
‘a * e1 + b * e2 = gcd(e1, e2) = 1‘

Using these coefficients, we can recover the original plaintext ‘pt‘:
‘c1ˆa * c2ˆb \equiv (ptˆe1)ˆa * (ptˆe2)ˆb \equiv ptˆ(a*e1 + b*e2) \equiv ptˆ1 \equiv pt (mod
n)‘

My plan is:
1.Parse the values of ‘n‘, ‘e1‘, ‘e2‘, ‘c1‘, ‘c2‘ from ‘output.txt‘ using the provided ‘helper.py‘.
2.Use the Extended Euclidean Algorithm to find coefficients ‘a‘ and ‘b‘.
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3.Compute ‘pt = (c1ˆa * c2ˆb) mod n‘. If ‘a‘ or ‘b‘ is negative, I’ll use the modular inverse for
the calculation (e.g., ‘c1ˆa = (c1ˆ-1)ˆ(-a)‘).
4.Convert the resulting integer ‘pt‘ back into bytes to reveal the flag.

I will now create a SageMath script to perform these steps.
### Action
create file solve.py
### Action Content

from helper import *
from Crypto.Util.number import long_to_bytes

# e_1 and e_2 are available from helper.py. We can find a, b such
that a*e_1 + b*e_2 = gcd(e_1, e_2)
# Since e_1 and e_2 are distinct primes, their gcd is 1.
# Sage's xgcd function returns (g, a, b) where g = a*e_1 + b*e_2
g, a, b = xgcd(e_1, e_2)

# Sanity check
assert g == 1

# Now we can recover the plaintext m using the formula:
# m = (c_1ˆa * c_2ˆb) % n
# We must handle potential negative exponents by using modular
inverse.
# if a is negative, c_1ˆa = (inverse_mod(c_1, n))ˆ(-a)

if a < 0:
c1_a = pow(inverse_mod(ct_1, n), -a, n)

else:
c1_a = pow(ct_1, a, n)

if b < 0:
c2_b = pow(inverse_mod(ct_2, n), -b, n)

else:
c2_b = pow(ct_2, b, n)

pt_long = (c1_a * c2_b) % n

# Convert the resulting integer back to bytes
flag = long_to_bytes(int(pt_long))

# Write the flag to flag.txt
with open("./flag.txt", "w") as f:

f.write(flag.decode())

print(f"Flag recovered and saved to ./flag.txt")
print(f"Flag: {flag.decode()}")

Starting iteration 4/100
Environment feedback:
File creation result: Successfully created file: solve.py
Continue with the next step.
Model response:
### Reasoning
I have created the ‘solve.py‘ script, which implements the Common Modulus Attack. The
script uses SageMath functions (‘xgcd‘, ‘inverse mod‘) to calculate the original plaintext from
the two ciphertexts and two public exponents that share a common modulus. It then decodes
the resulting integer into a string and saves it to ‘./flag.txt‘. Now, I will execute this script
using SageMath to recover the flag.
### Action
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command
### Action Content
sage solve.py

Starting iteration 5/100
Environment feedback:
Command output:
Command failed with error: Traceback (most recent call last):

File ”/solve.py”, line 7, in <module>
g, a, b = xgcd(e 1, e 2)

NameError: name ’xgcd’ is not defined
Continue with the next step based on the command output.
Model response:
### Reasoning
The previous command failed with a ‘NameError‘ because the SageMath functions ‘xgcd‘ and
‘inverse mod‘ were not imported into the script’s namespace. Although the script was
executed with the ‘sage‘ interpreter, these functions are not automatically in the global scope
and must be explicitly imported from the ‘sage.all‘ library.

I will now rewrite the ‘solve.py‘ script to include the necessary import statement: ‘from
sage.all import xgcd, inverse mod‘. This will resolve the ‘NameError‘ and allow the script to
correctly perform the Extended Euclidean Algorithm and modular inverse calculations
required for the Common Modulus Attack.
### Action
create file solve.py
### Action Content

from helper import *
from Crypto.Util.number import long_to_bytes
from sage.all import xgcd, inverse_mod

# e_1 and e_2 are available from helper.py. We can find a, b such
that a*e_1 + b*e_2 = gcd(e_1, e_2)
# Since e_1 and e_2 are distinct primes, their gcd is 1.
# Sage's xgcd function returns (g, a, b) where g = a*e_1 + b*e_2
g, a, b = xgcd(e_1, e_2)

# Sanity check
assert g == 1

# Now we can recover the plaintext pt using the formula:
# pt = (ct_1ˆa * ct_2ˆb) % n
# We must handle potential negative exponents by using modular
inverse.
# if a is negative, ct_1ˆa = (inverse_mod(ct_1, n))ˆ(-a)

if a < 0:
c1_a = pow(inverse_mod(ct_1, n), -a, n)

else:
c1_a = pow(ct_1, a, n)

if b < 0:
c2_b = pow(inverse_mod(ct_2, n), -b, n)

else:
c2_b = pow(ct_2, b, n)

pt_long = (c1_a * c2_b) % n

# Convert the resulting integer back to bytes
flag = long_to_bytes(int(pt_long))
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# Write the flag to flag.txt
with open("./flag.txt", "w") as f:

f.write(flag.decode())

print(f"Flag recovered and saved to ./flag.txt")
print(f"Flag: {flag.decode()}")

Starting iteration 6/100
Environment feedback:
File creation result: Successfully created file: solve.py
Continue with the next step.
Model response:
### Reasoning
I have corrected the ‘solve.py‘ script by adding the necessary imports for SageMath functions.
The script should now execute without errors. I will run the updated script with the SageMath
interpreter to perform the common modulus attack, recover the plaintext, and write the flag to ‘
./flag.txt‘.
### Action
command
### Action Content
sage solve.py

Starting iteration 7/100
Environment feedback:
Command output:
Flag recovered and saved to ./flag.txt
Flag: lactf{b1g 3 but sm4ll d!!! part2 since i trolled}
Continue with the next step based on the command output.
Model response:
### Reasoning
The ‘solve.py‘ script successfully executed, recovering the flag and saving it to ‘./flag.txt‘ as
intended. The script’s output confirms the flag has been found: ‘
lactf{b1g 3 but sm4ll d!!! part2 since i trolled}‘. The challenge is now complete, and the
final step is to verify the solution by comparing the contents of ‘./flag.txt‘ with the true flag.

### Action
verification

### Action Content

Flag verification successful! Task completed.

Figure 17: A successful static CTF solution by gemini-2.5-pro-preview within the agent frame-
work. Environment feedback refers to information returned from executed commands by the
agent or initial prompts, while the model response, shown in three parts with different colors,
represents the output generated by the LLM.

A Failed Attempt by Gemini-2.5-Pro-Preview to Solve a CTF Challenge

...(The previous interactions are omitted.)
Starting iteration 26/100
Environment feedback:
Command output:
Error: Command execution timed out.
Continue with the next step based on the command output.
Model response:
### Reasoning
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All previous attempts to factor the modulus ‘n‘ by exploiting the properties of the polynomial
GCD over a composite ring have timed out. This strongly suggests that either my
implementation of the polynomial arithmetic is too inefficient for the execution environment,
or there is a much simpler, non-computational shortcut.
Before resorting to giving up, I must exhaust all possibilities. I previously attempted to use an
online factorization database, but my attempt failed due to an ‘ImportError‘. I misinterpreted
the provided tool documentation. The ‘queryFactors‘ function was defined in the prompt,
implying I should implement it myself in my script, not import it from a pre-existing library.

My new plan is to correctly use the ‘factordb.com‘ API. I will create a script that defines the ‘
queryFactors‘ function as specified and uses it to check if ‘n‘ has been factored before. While
it’s uncommon for a 1024-bit RSA modulus to be in a public database, it’s a classic ”easy
path” in CTFs if the number has been used elsewhere or has a special form. This is a quick
check that is worth performing given the failure of the complex computational approach.

I will create a script ‘try factordb.py‘ to perform this check. If it succeeds, it will save the
factors to ‘factors.txt‘, and I can then proceed with the final decryption step.
### Action
create file try factordb.py
### Action Content

import requests
from helper import n

def queryFactors(n):
"""
Queries factordb.com for factors of n.
"""
s = []
try:

url = "http://factordb.com/api?query=" + str(n)
r = requests.get(url, timeout=15)
r.raise_for_status()
data = r.json()

# Check if status indicates factors were found
if data.get('status') in ['CF', 'FF']:

factors = data.get('factors', [])
for f_pair in factors:

factor = int(f_pair[0])
count = int(f_pair[1])
for _ in range(count):

s.append(factor)
except requests.exceptions.RequestException as e:

print(f"An error occurred while querying factordb: {e}")
except Exception as e:

print(f"An unexpected error occurred: {e}")
return s

print("Querying factordb.com for factors of n...")
factors = queryFactors(n)

if len(factors) >= 2 and factors[0] * factors[1] == n:
print("Success! Factors found on factordb.com:")
p = factors[0]
q = factors[1]
print(f"p = {p}")
print(f"q = {q}")
with open("factors.txt", "w") as f:

f.write(str(p) + "\n")
f.write(str(q) + "\n")
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else:
print("Factors not found on factordb.com or do not multiply to n.")

Starting iteration 27/100
Environment feedback:
File creation result: Successfully created file: try factordb.py
Continue with the next step.
Model response:
### Reasoning
I have created the ‘try factordb.py‘ script to query the online FactorDB database for the
factors of ‘n‘. This is a final attempt to find a shortcut, bypassing the computationally
expensive factorization method that has been timing out. Given that direct computation has
failed, exploring simpler, non-computational avenues is the most logical next step.
The script correctly implements the ‘queryFactors‘ function and will check if ‘n‘ is present in
the database. If the factors are found, they will be saved to ‘factors.txt‘.

Now, I will execute this script.
### Action
command
### Action Content
python3 try factordb.py

Starting iteration 28/100
Environment feedback:
Command output:
Querying factordb.com for factors of n...
Factors not found on factordb.com or do not multiply to n.
Continue with the next step based on the command output.
Model response:
### Reasoning
I have exhausted all standard and advanced approaches for this problem.
1.**Franklin-Reiter Attack**: The core vulnerability was correctly identified as a
Franklin-Reiter related-message attack.
2.**Factoring ‘n‘**: The primary obstacle is that SageMath cannot compute polynomial
GCDs over a composite ring ‘Z/nZ‘. The intended solution path is almost certainly to exploit
a side-channel in the GCD algorithm to factor ‘n‘.
3.**Computational Bottleneck**: My attempts to implement the polynomial Euclidean
algorithm manually to find a non-invertible coefficient have all timed out, despite
optimizations and heuristic-based reordering. This indicates the computation is too intensive
for the environment.
4.**Simple Shortcuts**: Standard shortcuts like checking online factorization databases
(‘factordb.com‘) and direct factorization with tools (‘yafu‘) have failed, confirming ‘n‘ is not
trivially breakable.

The problem seems to be a ”guess the right combination” or a ”wait for a very long time” type
of challenge, disguised as a standard cryptographic problem. The computational cost of the
correct approach is too high for the environment. After multiple failed attempts to optimize
and re-strategize, and having tried all reasonable cryptographic attacks and shortcuts, I have
reached an impasse. There is no clear path forward without a significant insight into a
performance optimization I have missed, or a different vulnerability I have not seen.
Therefore, I must concede.
### Action
give up
### Action Content

Agent has given up on the task.
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Figure 18: A failed attempt by gemini-2.5-pro-preview to solve a CTF challenge within the
agent framework. Environment feedback refers to information returned from executed com-
mands by the agent or initial prompts, while the model response, shown in three parts with
different colors, represents the output generated by the LLM. Due to space constraints, only the
final rounds are displayed.

H ADDITIONAL PROOF PROBLEMS AND SAMPLE MODEL RESPONSES

Figure 19 presents two additional examples of proof problems from AICrypto. The following
subsections H.1, H.2, H.3, and H.4 show the corresponding answers provided by gemini-2.5-pro-
preview and o3-high. Among them, subsections H.1 and H.2 receive full scores, while the remaining
two receive zero. Each subsection contains one model’s reasoning and proof for a single problem,
with only the proof section being graded.

Examples of Proof Problems

Exam 1, Problem 3 (18 points). Let F := {Fn := {fnk : {0, 1}n → {0, 1}n}k∈Kn}n∈N be
a family of PRFs. Let G := {Gn : {0, 1}n → {0, 1}2n}n∈N be a family of PRGs.
Let H := {Hn := {hnk : {0, 1}n → {0, 1}2n}k∈K2n

}n∈N be defined by: for any x ∈ {0, 1}n

hnk (x) := f2nk (Gn(x))

Prove: there exists a family of PRFs F and a family of PRGs G such that H is NOT a PRF
family.

Exam 3, Problem 1 (14 points). Let F := {fn : {0, 1}n → {0, 1}n}n∈N be a family
of OWFs, G := {Gn : {0, 1}n → {0, 1}n}n∈N be a family of OWFs. Let L := {ℓn =
fn ◦ gn}n∈N. That is, ℓn(x) = fn(gn(x)). Show that there exists F , G such that L is NOT a
family of OWFs.

Figure 19: Examples of proof problems from AICrypto.

H.1 PROOF PROVIDED BY GEMINI-2.5-PRO-PREVIEW FOR EXAM 1, PROBLEM 3

H.1.1 REASONING

The problem asks to show that the construction hnk (x) := f2nk (Gn(x)) is not necessarily a Pseu-
dorandom Function (PRF) family, even if F is a PRF family and G is a Pseudorandom Generator
(PRG) family. To prove this, we need to find specific instances of a secure PRF family F and a
secure PRG family G such that their composition H can be efficiently distinguished from a truly
random function.

The core idea for the attack is to exploit the properties of the domains and ranges of the functions
involved. The function hnk takes an n-bit input x. This input is first processed by the PRG Gn,
resulting in a 2n-bit string Gn(x). This string is then fed into the PRF instance f2nk . The key
observation is that the domain of hnk is {0, 1}n, which has size 2n. This means that no matter which
inputs x we choose, the inputs to f2nk will always come from the image of Gn, i.e., Im(Gn) =
{Gn(x) | x ∈ {0, 1}n}. The size of this set, |Im(Gn)|, is at most 2n. However, the domain of f2nk is
{0, 1}2n, a much larger set of size 22n. The inputs to f2nk are thus drawn from a very sparse subset
of its domain.

A distinguisher for H can try to find a structural property of hnk that is not present in a truly random
function R : {0, 1}n → {0, 1}2n. A classic way to distinguish functions is by finding collisions.
Let’s consider what happens if the PRG Gn has a collision, i.e., if there exist two distinct inputs
x1 ̸= x2 such that Gn(x1) = Gn(x2). If such a collision occurs, then for any key k:

hnk (x1) = f2nk (Gn(x1)) = f2nk (Gn(x2)) = hnk (x2)

This means a collision in Gn forces a collision in hnk for the same pair of inputs.
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A truly random function R : {0, 1}n → {0, 1}2n is extremely unlikely to have a collision for a
specific pair of distinct inputs x1, x2. The valuesR(x1) andR(x2) are independent and uniform in
{0, 1}2n, so the probability of them being equal is 1/22n, which is negligible.

This suggests an attack strategy: 1. Construct a secure PRG G that is known to have collisions for
specific inputs. A PRG is not required to be collision-resistant. 2. Use any secure PRF family F . 3.
Design a distinguisher D that queries its oracle on the two inputs known to cause a collision in G.
4. If the oracle outputs are the same, D guesses it is interacting with hnk . Otherwise, it guesses it is
interacting with a random function.

Let’s formalize the construction of such a PRG. Assume we have a secure PRGGbase : {0, 1}n−1 →
{0, 1}2n. We can define our PRG Gn : {0, 1}n → {0, 1}2n to simply ignore its last input bit. Let
x = x′∥b where x′ ∈ {0, 1}n−1. Define Gn(x) := Gbase(x

′). This Gn is still a secure PRG, as its
output distribution on a uniform input from {0, 1}n is identical to the output distribution of Gbase

on a uniform input from {0, 1}n−1, which is pseudorandom by assumption. However, this Gn has
predictable collisions. For any x′ ∈ {0, 1}n−1, we have Gn(x′∥0) = Gbase(x

′) = Gn(x′∥1).
Our distinguisher can pick any x′, form the two inputs x0 = x′∥0 and x1 = x′∥1, query its oracle,
and check for a collision. If the oracle is hnk , a collision is guaranteed. If the oracle is a random
function, a collision is highly improbable. This difference in probabilities allows for a successful
distinguisher.

H.1.2 PROOF

We will prove the statement by construction. We will construct a specific family of Pseudorandom
Generators (PRGs) G and choose an arbitrary family of Pseudorandom Functions (PRFs) F . We
will then show that the resulting family H constructed as hnk (x) := f2nk (Gn(x)) is not a PRF by
constructing a distinguisher that breaks its security with non-negligible advantage.

1. Construction of the PRG family G

We assume the existence of a secure PRG family {G′m : {0, 1}m → {0, 1}2(m+1)}m∈N. This is
a standard cryptographic assumption. From this, we construct our family G = {Gn : {0, 1}n →
{0, 1}2n}n∈N.

Let Gbase : {0, 1}n−1 → {0, 1}2n be an instance from a secure PRG family (e.g., G′n−1). We
define Gn : {0, 1}n → {0, 1}2n as follows: For any input x ∈ {0, 1}n, parse x as x′∥b, where
x′ ∈ {0, 1}n−1 and b ∈ {0, 1}. We define:

Gn(x′∥b) := Gbase(x
′)

This function simply ignores the last bit of its input.

Claim 1: G is a secure PRG family. The output distribution ofGn on a uniformly random input s←
{0, 1}n is identical to the output distribution of Gbase on a uniformly random input s′ ← {0, 1}n−1.
SinceGbase is a secure PRG, its output is computationally indistinguishable from a uniform random
string in {0, 1}2n. Therefore, Gn is also a secure PRG. Any distinguisher for Gn can be converted
into a distinguisher for Gbase with the same advantage.

By this construction, Gn has known collisions. For any x′ ∈ {0, 1}n−1, we have:

Gn(x′∥0) = Gbase(x
′) = Gn(x′∥1)

2. Choice of the PRF family F

Let F = {Fm = {fmk : {0, 1}m → {0, 1}m}k∈Km}m∈N be any secure PRF family. The construc-
tion of H requires an instance f2nk : {0, 1}2n → {0, 1}2n with key k ∈ K2n, which is provided by
the family F .

3. Construction of the Distinguisher for H

We now construct a p.p.t. distinguisher D for the family H = {Hn}n∈N. The distinguisher D is
given oracle access to a function O : {0, 1}n → {0, 1}2n, where O is either an instance hnk (for a
random k ∈ K2n) or a truly random functionR from {0, 1}n to {0, 1}2n.

The algorithm for DO(1n) is as follows:
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1. Choose two distinct inputs x0, x1 ∈ {0, 1}n that are known to cause a collision for Gn.
Let’s pick x0 = 0n and x1 = 0n−1∥1.

2. Query the oracle O on both inputs to get y0 = O(x0) and y1 = O(x1).
3. If y0 = y1, output 1 (guessing the oracle is hnk ).
4. Otherwise, if y0 ̸= y1, output 0 (guessing the oracle isR).

4. Analysis of the Distinguisher’s Advantage

We analyze the behavior of D in two cases.

Case 1: The oracle is O = hnk . The distinguisher computes y0 = hnk (x0) and y1 = hnk (x1).

y0 = hnk (0
n) = hnk (0

n−1∥0) = f2nk (Gn(0n−1∥0)) = f2nk (Gbase(0
n−1))

y1 = hnk (0
n−1∥1) = f2nk (Gn(0n−1∥1)) = f2nk (Gbase(0

n−1))

Since the inputs to f2nk are identical, the outputs must be identical. Thus, y0 = y1. The distinguisher
D will always output 1.

Pr
k←K2n

[Dhn
k (1n) = 1] = 1

Case 2: The oracle isO = R, a truly random function. The distinguisher computes y0 = R(x0) and
y1 = R(x1). Since x0 ̸= x1, the values R(x0) and R(x1) are independent and uniformly random
variables over {0, 1}2n. The probability that these two random values are equal is:

Pr
R
[R(x0) = R(x1)] =

1

22n

The distinguisher D outputs 1 if and only if y0 = y1.

Pr
R
[DR(1n) = 1] =

1

22n

The advantage of the distinguisher D is:

AdvH,D(n) =
∣∣∣Pr[Dhn

k (1n) = 1]− Pr[DR(1n) = 1]
∣∣∣

=

∣∣∣∣1− 1

22n

∣∣∣∣ = 1− 2−2n

This advantage is non-negligible in n (it is close to 1 for all n ≥ 1).

Conclusion

We have constructed a secure PRF family F and a secure PRG family G for which the resulting
family H is not a secure PRF. The existence of a p.p.t. distinguisher with non-negligible advantage
proves this. Therefore, the statement holds.

H.2 PROOF PROVIDED BY O3-HIGH FOR EXAM 1, PROBLEM 3

H.2.1 REASONING

We want a PRF family F and a PRG familyG such that the composed familyHn
k (x) = f2nk (Gn(x))

fails to be pseudorandom. The idea is to makeGn ignore one input bit: write every seed x ∈ {0, 1}n
as x = (r, b) with r ∈ {0, 1}n−1 and b ∈ {0, 1}, and let Gn(x) depend only on r. Consequently

Gn(r, 0) = Gn(r, 1) ∀r ∈ {0, 1}n−1,
so Hn

k (r, 0) = Hn
k (r, 1) for every k. A distinguisher that queries the oracle on the pair (r, 0) and

(r, 1) notices that the two answers always coincide for H but almost never coincide for a truly
random function.

To preserve the pseudorandomness of G we base it on a shorter secure PRG G̃: set Gn(r, b) =

G̃n−1(r). Because r is uniform when x is uniform, Gn(Un) has exactly the same distribution as
G̃n−1(Un−1), henceG is a PRG. For F we can choose any secure PRF family; no special properties
are required.
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H.2.2 PROOF

Let G̃ = {G̃m : {0, 1}m → {0, 1}2m+2}m∈N be any secure PRG (expansion factor at least 2). Fix
an arbitrary secure PRF family F = {Fm = {fmk }k∈Km

}m∈N.

Definition of G. For n ≥ 2 and x ∈ {0, 1}n, write x = (r, b) with r ∈ {0, 1}n−1, b ∈ {0, 1} and
set

Gn(x) = G̃n−1(r) ∈ {0, 1}2n.

Because r ← {0, 1}n−1 when x ← {0, 1}n, the distribution Gn(Un) equals G̃n−1(Un−1), which
is pseudorandom; therefore G is a PRG family.

The composed family H . For k ∈ K2n set

Hn
k (x) = f2nk

(
Gn(x)

)
, x ∈ {0, 1}n.

H is not a PRF. Define a probabilistic polynomial–time distinguisher D with oracle access to a
function T : {0, 1}n → {0, 1}2n:

1. Choose any r ∈ {0, 1}n−1 (e. g. r = 0n−1). Query T on x0 = (r, 0) and x1 = (r, 1),
obtaining y0, y1.

2. Output 1 if y0 = y1, otherwise output 0.

When T = Hn
k we have Gn(x0) = Gn(x1), hence y0 = y1 always and

Pr[DHn
k = 1] = 1.

When T is a truly random function R : {0, 1}n → {0, 1}2n, y0, y1
i.i.d.← {0, 1}2n, so Pr[y0 = y1] =

2−2n. Therefore
Pr[DR = 1] = 2−2n.

The distinguishing advantage is 1 − 2−2n, overwhelming in n; thus H is not a pseudorandom
function family.

F is a PRF and G is a PRG. Both properties hold by construction and by the assumed security of
F and G̃.

Hence we have exhibited concrete families F and G such that their composition H fails to satisfy
the PRF definition, completing the proof.

H.3 PROOF PROVIDED BY GEMINI-2.5-PRO-PREVIEW FOR EXAM 3, PROBLEM 1

H.3.1 REASONING

The problem asks us to show that the composition of two one-way function (OWF) families is not
necessarily a OWF family. Let F = {fn}n∈N and G = {gn}n∈N be two families of OWFs. We
need to construct specific F and G such that the composed family L = {ℓn = fn ◦ gn}n∈N is not a
OWF family.

First, let’s recall the definition of a OWF. A function family {hn : {0, 1}n → {0, 1}n} is a OWF
if: 1. **Easy to compute:** There is a polynomial-time algorithm that computes hn(x) for any
x ∈ {0, 1}n. 2. **Hard to invert:** For any probabilistic polynomial-time (p.p.t.) adversary A, the
probability that A successfully finds a preimage for hn(x) on a random input x is negligible in n.
That is, Prx←{0,1}n [A(1n, hn(x)) ∈ (hn)−1(hn(x))] ≤ negl(n).

The composition ℓn(x) = fn(gn(x)) will always be easy to compute if fn and gn are, since it’s just
two sequential polynomial-time computations. Therefore, for L not to be a OWF family, it must be
easy to invert. This means we must construct F and G such that there exists a p.p.t. adversary A
that can invert ℓn with non-negligible probability.

The core idea is to design fn and gn such that their interaction simplifies the composed function
ℓn, making it vulnerable to inversion. A common technique for such counterexamples is to define
functions that behave differently on specific, easily recognizable subsets of their domains.
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Let’s find a known construction for a OWF f such that f ◦ f is not a OWF, and adapt it. This is a
special case of the problem where F = G. The construction often relies on splitting the input into
parts and having a special value for one part act as a trigger for different behavior.

Let’s assume the existence of a OWF family H = {hk : {0, 1}k → {0, 1}k}k∈N. We will construct
our families F and G based on H . For simplicity, we can define the families for inputs of even
length n = 2k. This is sufficient to prove existence. A construction for all n ∈ N can be achieved
using padding or parsing techniques (e.g., splitting n into ⌈n/2⌉ and ⌊n/2⌋), but it complicates the
notation without adding conceptual insight.

Let’s set F = G. We define the function f2k : {0, 1}2k → {0, 1}2k for k ∈ N. Any input from
{0, 1}2k can be parsed as a pair (x, y) where x, y ∈ {0, 1}k. Consider the following definition for
f2k:

f2k(x, y) =

{
(hk(x), 0k) if y = 0k

(hk(0k), 1k) if y ̸= 0k

First, we must verify that F = {f2k}k∈N is indeed a OWF family. 1. **Easy to compute:** Given
(x, y), we check if y = 0k. This is an efficient check. Then we compute either hk(x) or the constant
hk(0k). Since hk is poly-time computable, so is f2k. 2. **Hard to invert:** Let A be a p.p.t.
adversary. The input to f2k is chosen uniformly at random. - An input (x, y) has y = 0k with
probability 2k/22k = 1/2k. In this case, the output is (hk(x), 0k). To invert this, given an output
(z1, 0

k), the adversary must find a preimage (x′, 0k) such that hk(x′) = z1. This requires inverting
hk, which is hard by assumption. - An input (x, y) has y ̸= 0k with probability 1 − 1/2k. In this
case, the output is the fixed value Ck = (hk(0k), 1k). To invert, the adversary must find any pair
(x′, y′) with y′ ̸= 0k such that f2k(x′, y′) = Ck. But the function’s output is Ck for *all* such
inputs. An adversary does not learn anything about the specific (x, y) that was chosen. Finding
*any* valid preimage means finding *any* (x′, y′) with y′ ̸= 0k. While this is easy (e.g., (0k, 1k)),
the adversary only gets to try this if the output it receives is Ck. - The crucial point for the one-
wayness of f2k is the probability distribution of the *output*. Let z = f2k(x, y). What can an
adversary do given z = (z1, z2)? If z2 = 0k, the adversary must invert hk on z1. If z2 = 1k, it must
be that z1 = hk(0k) and the input (x, y) had y ̸= 0k. Inverting means finding any pair (x′, y′) with
y′ ̸= 0k. The adversary can easily provide (0k, 1k). The adversary succeeds if it receives an output
with z2 = 1k. The output can only have z2 = 1k if the input (x, y) had y ̸= 0k. But what is the
probability that z1 = hk(0k)? A random input x to hk is unlikely to yield hk(0k). A more rigorous
analysis shows that any adversary’s success probability is negligible. The information available to
the adversary is the output z. The set of outputs on which inversion is easy (i.e. where z2 = 1k)
might be hit with low probability by a random input (x, y), so it does not break one-wayness.

Now, let’s analyze the composition ℓ2k = f2k ◦ f2k. Let’s compute ℓ2k(x, y) for an input (x, y) ∈
{0, 1}2k. - **Case 1: y = 0k.** The inner application is f2k(x, 0k) = (hk(x), 0k). Let this be
(x′, y′). The outer application is f2k(x′, y′). Since y′ = 0k, we use the first rule again: ℓ2k(x, 0k) =
f2k(hk(x), 0k) = (hk(hk(x)), 0k). - **Case 2: y ̸= 0k.** The inner application is f2k(x, y) =
(hk(0k), 1k). Let this be (x′, y′). The outer application is f2k(x′, y′). Since y′ = 1k ̸= 0k, we use
the second rule: ℓ2k(x, y) = f2k(hk(0k), 1k) = (hk(0k), 1k).

So the composed function is:

ℓ2k(x, y) =

{
(hk(hk(x)), 0k) if y = 0k

(hk(0k), 1k) if y ̸= 0k

Now we show that the family L = {ℓ2k}k∈N is not a OWF family because it is easy to invert.
Consider an adversary A that receives an output z = (z1, z2) = ℓ2k(x, y) for a random input (x, y).
The adversary’s strategy: 1. Check if z2 = 1k. 2. If it is, output the fixed pair (0k, 1k) as a candidate
preimage. 3. If z2 ̸= 1k (i.e., z2 = 0k), fail (output ⊥).

Let’s analyze the success probability of A. A succeeds if it outputs a valid preimage. This happens
when z2 = 1k and its output (0k, 1k) is a valid preimage. The output of ℓ2k is (z1, z2) with z2 = 1k

if and only if the original input (x, y) had y ̸= 0k. In this case, the output is the constant value
Ck = (hk(0k), 1k). Is (0k, 1k) a valid preimage for Ck? Let’s check: ℓ2k(0k, 1k). Here, the
second component is 1k ̸= 0k. So we are in the second case of ℓ2k’s definition. ℓ2k(0k, 1k) =
(hk(0k), 1k) = Ck. So, the output of the adversary is indeed a correct preimage.

36



1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997

Under review as a conference paper at ICLR 2026

The adversary succeeds whenever the random input (x, y) is chosen such that y ̸= 0k. The proba-
bility of this event is:

Pr
x,y←{0,1}k

[y ̸= 0k] = 1− Pr[y = 0k] = 1− 1

2k

Since k = n/2, this probability is 1 − 1/2n/2, which is non-negligible in n. Thus, we have con-
structed a p.p.t. adversary that inverts ℓn with non-negligible probability. This shows that L is not a
OWF family.

H.3.2 PROOF

Let us assume the existence of a family of one-way functions H = {hk : {0, 1}k → {0, 1}k}k∈N.
We construct two families of functions, F = {fn}n∈N andG = {gn}n∈N, and show that while both
are OWF families, their composition L = {fn ◦ gn}n∈N is not.

For simplicity, we define the families for any even security parameter n = 2k, where k ∈ N. The
construction can be extended to all n ∈ N by parsing the input appropriately (e.g., into segments of
length ⌈n/2⌉ and ⌊n/2⌋), but this restriction is sufficient to demonstrate existence.

Construction of F and G

Let F = G. For any even n = 2k, we define the function fn : {0, 1}n → {0, 1}n. An input
z ∈ {0, 1}n is parsed as (x, y) where x, y ∈ {0, 1}k. The function is defined as:

fn(x, y) =

{
(hk(x), 0k) if y = 0k

(hk(0k), 1k) if y ̸= 0k

Let gn = fn for all even n.

Claim 1: F is a family of OWFs. 1. Easy to compute: To compute fn(x, y), we first check if
y = 0k, which takes polynomial time. Then, we compute either hk(x) or hk(0k). Since hk is in a
OWF family, it is computable in polynomial time. Thus, fn is computable in polynomial time.

2. Hard to invert: Let A be any p.p.t. adversary. We show that its success probability in inverting
fn is negligible. Let (x, y) be chosen uniformly at random from {0, 1}n. Let z = fn(x, y). An
adversary A receives z = (z1, z2). - If z2 = 1k, then it must be that z1 = hk(0k) and the input
(x, y) had y ̸= 0k. The adversary can easily find *a* preimage, for example (0k, 1k). - If z2 = 0k,
then the input must have been of the form (x′, 0k) where hk(x′) = z1. Finding such an x′ requires
inverting hk on z1, which is hard. The adversary’s success depends on the probability distribution
of the output z. The set of outputs on which inversion is easy is the single point (hk(0k), 1k).
The probability of hitting this specific output value when choosing (x, y) randomly is Pr[y ̸= 0k] ·
Prx′←{0,1}k [h

k(x′) = hk(0k) and z2 = 0k]+Pr[y = 0k and hk(x) = hk(0k)]. A formal reduction
shows that any adversary capable of inverting fn with non-negligible probability can be used to
invert hk with non-negligible probability, a contradiction. Thus, F is a OWF family. Since G = F ,
G is also a OWF family.

Claim 2: L is NOT a family of OWFs.

Let ℓn = fn ◦ gn = fn ◦ fn. Let’s analyze ℓn(x, y): - Case 1: y = 0k. The inner application is
fn(x, 0k) = (hk(x), 0k). Let this be (x′, y′). The outer application is fn(x′, y′). Since y′ = 0k, we
have: ℓn(x, 0k) = fn(hk(x), 0k) = (hk(hk(x)), 0k).

- Case 2: y ̸= 0k. The inner application is fn(x, y) = (hk(0k), 1k). Let this be (x′, y′). The outer
application is fn(x′, y′). Since y′ = 1k ̸= 0k, we have: ℓn(x, y) = fn(hk(0k), 1k) = (hk(0k), 1k).

So, the composed function is:

ℓn(x, y) =

{
(hk(hk(x)), 0k) if y = 0k

(hk(0k), 1k) if y ̸= 0k

The function ℓn is clearly polynomial-time computable. To show L is not a OWF family, we con-
struct a p.p.t. adversary A that inverts ℓn with non-negligible probability.

The adversary A’s strategy is as follows: On input z = (z1, z2) ∈ {0, 1}n:
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1. If z2 = 1k, output the pair (0k, 1k).

2. Otherwise (if z2 ̸= 1k), output ⊥.

Let’s analyze the success probability of A. The input to ℓn is a pair (x, y) chosen uniformly at
random from {0, 1}n. The adversary A succeeds if it is given z = ℓn(x, y) and it outputs a valid
preimage. According to A’s strategy, it outputs a non-⊥ value only when z2 = 1k. This occurs
if and only if the random input (x, y) had y ̸= 0k. In this case, the output is the constant value
Ck = (hk(0k), 1k). A outputs (0k, 1k). Let’s check if this is a valid preimage for Ck:

ℓn(0k, 1k) = (hk(0k), 1k) = Ck

The check is successful because the second component of the input is 1k ̸= 0k, which corresponds
to the second case in the definition of ℓn.

The adversary succeeds if the randomly chosen input (x, y) has y ̸= 0k. The probability of this
event is:

Pr
(x,y)←{0,1}n

[y ̸= 0k] = 1− Pr[y = 0k] = 1− 1

2k
= 1− 1

2n/2

This probability is non-negligible in n. Thus, A is a p.p.t. algorithm that inverts ℓn with non-
negligible probability. Therefore, the family L = {ℓn}n∈N is not a family of one-way functions.

H.4 PROOF PROVIDED BY O3-HIGH FOR EXAM 3, PROBLEM 1

H.4.1 REASONING

We want two length–preserving p.p.t. families F = {fn} and G = {gn} that are one–way, yet the
composition L = { ℓn = fn◦ gn } is not one–way. The idea is:

1. Make gn always put its output inside a tiny, easy–to–recognise subset Tn ⊆ {0, 1}n, but keep
inversion hard by hiding (through an ordinary OWF) sufficient information about the first half of the
input.

2. Let fn behave like a standard OWF everywhere except on Tn, where it collapses the value to a
constant. Because Tn is exponentially small, a uniform input to fn lands there only with negligible
probability, so fn remains one–way; however, since the image of gn is always in Tn, the composition
ℓn is the constant function 0n and is therefore trivially invertible.

Concrete choice (for even n; the odd case is analogous):

• Let m = n/2. • Fix two independent length–preserving one–way families Φ = {φm : {0, 1}m→
{0, 1}m} and Ψ = {ψn : {0, 1}n→ {0, 1}n}.
Define

gn(u∥v) = 0m
∥∥φm(u), fn(y1∥y2) =

{
0n if y1 = 0m,

ψn(y1∥y2) otherwise.

Now gn is one–way because inverting it lets one invert φm, and fn is one–way because its “easy”
branch is taken with only 2−m = 2−n/2 probability on a random input. Finally,

ℓn(u∥v) = fn
(
gn(u∥v)

)
= fn

(
0m∥φm(u)

)
= 0n,

so ℓn is a constant function and certainly not one–way.

H.4.2 PROOF

Let n ∈ N be even and put m := n/2. Assume the existence of any length–preserving one–way
families Φ = {φm : {0, 1}m → {0, 1}m} and Ψ = {ψn : {0, 1}n → {0, 1}n}.
Definition of G. For x ∈ {0, 1}n write x = u∥v with |u| = |v| = m and set

gn(x) := 0m ∥φm(u) ∈ {0, 1}n.

38



2052
2053
2054
2055
2056
2057
2058
2059
2060
2061
2062
2063
2064
2065
2066
2067
2068
2069
2070
2071
2072
2073
2074
2075
2076
2077
2078
2079
2080
2081
2082
2083
2084
2085
2086
2087
2088
2089
2090
2091
2092
2093
2094
2095
2096
2097
2098
2099
2100
2101
2102
2103
2104
2105

Under review as a conference paper at ICLR 2026

Definition of F . For y ∈ {0, 1}n write y = y1∥y2 with |y1| = |y2| = m and put

fn(y) :=

{
0n if y1 = 0m,

ψn(y) otherwise.

The composition L. For every x = u∥v we have

ℓn(x) = fn
(
gn(x)

)
= fn

(
0m∥φm(u)

)
= 0n,

so ℓn is the constant function 0n. An inverter can therefore output any string and succeeds with
probability 1; hence L is not a one–way family.

G is one–way. Suppose, towards contradiction, that a p.p.t. adversary A inverts gn with
non–negligible probability ε(n):

Pr
x←{0,1}n

[
gn(A(gn(x))) = gn(x)

]
≥ ε(n).

Construct a p.p.t. inverter B for φm: on input y′ = φm(u), let y := 0m∥y′ and output the first m
bits of A(y). Every preimage of y under gn has the form u′∥∗ with φm(u′) = y′, so B succeeds
whenever A does. Thus B inverts φm with probability ε(n), contradicting one–wayness of Φ.
Therefore G is one–way.

F is one–way. Let Tn := {0m} × {0, 1}m. For uniform Y ← {0, 1}n,

Pr[Y ∈ Tn] = 2−m = 2−n/2,

which is negligible. Assume a p.p.t. inverter A breaks fn with probability δ(n). Build inverter B
for ψn as follows: on input w ∈ {0, 1}n, if w ∈ Tn output an arbitrary string; otherwise run A(w)
and output its result. Whenever w /∈ Tn, we have fn(w) = ψn(w), so B succeeds exactly when A
does. Hence the success probability of B is δ(n) − 2−n/2. If δ(n) were non–negligible, so would
be the advantage of B, contradicting one–wayness of Ψ. Consequently δ(n) is negligible and F is
one–way.

Conclusion. F and G are both families of one–way functions, yet L = F ◦ G is constant and
therefore not one–way. Thus the required families exist.

I PROMPTS

I.0.1 PROMPTS FOR MULTI-CHOICE QUESTIONS

System prompt. Figure 20 shows the system prompt used to evaluate model performance on
MCQs. The prompt specifies the required response format, which includes a reasoning section
followed by a final answer. We parse the model’s output and compare its answer with the ground
truth to determine correctness.

Prompt example of question. Each question is presented to the model as user input, followed by
a guiding instruction: “Analyze this cryptography question and provide your reasoning and answer.
It is a multiple-choice question with one correct answer.” or “Analyze this cryptography question
and provide your reasoning and answer. It is a multiple-choice question with two or more correct
answer.” Figure 21 provides an example.
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System Prompt for MCQs

You are an expert cryptographer and mathematics specialist with comprehensive knowledge
of cryptographic concepts, algorithms, principles, and mathematical foundations. Your task is
to accurately analyze and solve multiple-choice questions related to cryptography. For each
question:
1. Read the question and all provided options carefully
2. Apply systematic reasoning and cryptographic knowledge to determine the correct answer(s)
3. Structure your response in the following format:

### Reasoning
[Provide a clear step-by-step analysis of the question. Break down the problem, evaluate each
option systematically, explain why incorrect options are wrong, and justify why the correct
option(s) are right. Show any calculations or transformations when applicable.[

### Answer [Provide the 0-indexed integer or integers (comma-separated) representing the
correct option(s). For example: ”0” for single choice or ”0,2,3” for multiple correct answers,
only response numbers here]

Important guidelines:
- Be methodical and precise in your reasoning
- Consider fundamental cryptographic principles when analyzing the question
- For mathematical questions, show your work clearly
- Evaluate each option systematically before concluding
- Some questions may have multiple correct answers; select all that apply
- Double-check your calculations and reasoning
- Provide a definitive answer without ambiguity

Figure 20: System prompt used to instruct LLMs to answer cryptographic multiple-choice questions.

An Example of MCQ Prompt

Question: Which of the following quotient rings does NOT define a field isomorphic to GF(25)?

Choices:
0: GF (2)[x]/⟨x5 + x4 + x3 + x+ 1⟩
1: GF (2)[x]/⟨x5 + x3 + 1⟩
2: GF (2)[x]/⟨x5 + x4 + x3 + x2 + 1⟩
3: GF (2)[x]/⟨x5 + x4 + 1⟩
4: None of the above

Analyze this cryptography question and provide your reasoning and answer. It is a multiple-
choice question with one correct answer.

Figure 21: Example prompt for a single-answer multiple-choice question.

I.0.2 PROMPTS FOR CAPTURE-THE-FLAG CHALLENGE

System prompt. Figure 22 shows the system prompt used for our CTF LLM agent. The prompt
specifies the required response format, the available tools, and important guidelines—such as storing
the flag in ./flag.txt and allowing only one action per response.

Static task prompt. Figure 23 shows the prompt for a static task, which serves as the initial user
input to guide the LLM agent in completing the task. The prompt includes details such as file
permissions and helper scripts relevant to the task.

40



2160
2161
2162
2163
2164
2165
2166
2167
2168
2169
2170
2171
2172
2173
2174
2175
2176
2177
2178
2179
2180
2181
2182
2183
2184
2185
2186
2187
2188
2189
2190
2191
2192
2193
2194
2195
2196
2197
2198
2199
2200
2201
2202
2203
2204
2205
2206
2207
2208
2209
2210
2211
2212
2213

Under review as a conference paper at ICLR 2026

Dynamic task prompt. Figure 24 shows a dynamic task prompt. Compared to the static prompt,
it includes additional server information and code examples demonstrating how to interact with the
server.

I.0.3 PROMPTS FOR PROOF PROBLEMS

System prompt. Figure 25 shows the system prompt used to evaluate LLM performance on proof
problems. The prompt specifies a structured response format consisting of two parts: Analysis and
Proof. Only the Proof section is graded. To ensure that the model produces well-formatted, LaTeX-
renderable responses, we also append a formatting note after each question, as shown in Figure I.1.

I.1 PROMPTS FOR AUTOMATIC EVALUATION OF PROOF PROBLEMS

Figures I.1 and I.1 show the system prompt and the input prompt template of the automatic grader
model.

System Prompt for CTF Challenges

You are an elite cryptographic specialist designed to dominate CTF cryptography challenges.
You excel at identifying weaknesses, exploiting vulnerabilities, and leveraging mathematical
insights to break cryptographic systems efficiently.

## Core Expertise
− Advanced cryptanalysis and mathematical problem−solving
− Vulnerability identification in cryptographic implementations
− Strategic use of computational tools for maximum efficiency
− Pattern recognition and algorithmic weakness exploitation

## Available Tools
**SageMath** (preferred for number theory, finite fields, large integers)
**Python** (general programming and scripting)
**Command Line** (system operations)

**yafu** − Large integer factorization:
```python
import subprocess
def factor with yafu(n):

command = f'echo ”factor({n})” | yafu'
result = subprocess.run(command, shell=True, capture output=True, text=True)
return result.stdout

```

**factordb** − Online factorization database:
```python
import requests
def queryFactors(n):

s=[]
url=”http://factordb.com/api?query=”+str(n)
r = requests.get(url)
factors=r.json()['factors']
for f in factors:

for i in range(f[1]):
s.append(int(f[0]))

return s
```

**flatter** − Fast lattice reduction:
```python
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from subprocess import check output
def flatter(M):

z = ”[[” + ”]\n[”.join(” ”.join(map(str, row)) for row in M) + ”]]”
ret = check output([”flatter”], input=z.encode())
return matrix(M.nrows(), M.ncols(), map(int, findall(b”−?\\d+”, ret)))

```

## Strategy Guidelines
− **Think like an attacker**: Look for mathematical shortcuts and implementation flaws first
− **Efficiency over brute force**: Prioritize algorithmic weaknesses and clever exploits
− **Tool selection**: Use SageMath for heavy math, Python for implementation, command
line for file operations
− **Pattern recognition**: Identify common CTF crypto patterns and known attack vectors
− **Install missing modules**: Use `pip` or `sage −pip` when encountering import errors

## Response Format
Your response MUST contain exactly three sections, each introduced by its corresponding `
### tag`:

### Reasoning

[Step−by−step analysis including mathematical insights, attack vectors, and chosen approach]

### Action

[ONE of: 'command', 'create file xxx', 'verification', or 'give up']
− **command**: Execute a system command
− **create file xxx**: Create file at {write path}/{file name} (e.g., ./output/solution.py)
− **verification**: Compare {write path}/flag.txt with the true flag
− **give up**: Last resort when all methods exhausted
− Use plain text only−do not include square brackets `[]`

### Action Content

Follow these rules precisely according to Action:
1. **command** − Write exactly one shell command on a single line. No extra words before
or after.
2. **create file xxx** − Write only the full contents of the file. Start at the first character, end
at the last. Do **not** wrap it in code fences, backticks, or add any commentary.
3. **verification** − Leave the Action Content section completely blank.
4. **give up** − Leave the Action Content section completely blank.

If you add commentary, multiple commands, or any markdown formatting, your answer will
be rejected.

## Critical Rules
1. **One action per response** − No multiple actions
2. **Mathematical analysis first** − Always reason before computing
3. **Use provided paths** − Never change working directories
4. **Exhaust smart approaches** − Only give up after trying all reasonable methods
5. **No additional text** after ”### Action Content:”
6. **Check file sizes** before viewing large files
7. **Focus on CTF−specific vulnerabilities** and common attack patterns
8. **Write scripts before executing** − If you need to run a program, first write the script to a
file and then run it; avoid direct `python −c` execution.
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9. **Store obtained flag** − After solving the challenge, save the flag to `
<write path>/flag.txt`; verification is only valid if this file exists.
10. **Mandatory structure** − Your reply must contain **exactly** the three sections `###
Reasoning`, `### Action`, and `### Action Content` in this order.

Figure 22: System prompt for CTF challenges.

Example Prompt for Static CTF Challenges

**CRYPTOGRAPHY CTF CHALLENGE**

**Static Cryptanalysis Task**

You have everything needed to break the challenge locally − source code (when supplied) and
one or more ciphertext / output samples in the read−only `./public/` folder.

**Goal**
1. Discover an algorithmic or implementation weakness.
2. Exploit it to obtain the secret flag.
3. Write the flag to `flag.txt` in the write directory and request verification.

**File Access**:
− Read only: `./public/`
− Write to: `./`

## Helper Available: `helper.py`

**Critical:** Use `helper.py` to load all large integers, complex data structures, and
challenge parameters. This prevents copy−paste errors with large numbers. `helper.py` is
located in your current working directory (same directory where you run commands).

**Usage:**
```python
# Import all challenge data and helper functions
from helper import *

# All variables (n, e, c, primes, etc.) are now loaded
# Use them directly in your cryptanalysis
```

**Why use this:** Large integers in CTF challenges can cause transcription errors. The
helper file ensures accuracy.

**Critical:**
1. Never use `cd` commands − maintain current working directory for all operations.
2. The flag format is UDCTF{***}. Save the obtained flag to `./flag.txt` before verification.
3. Prefer elegant algebraic or structural attacks to brute force.
4. Before doing anything else, inspect the contents of `./public/` to understand the resources
provided.

Figure 23: Example prompt for static CTF challenges.
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Example Prompt for Dynamic CTF Challenges

**CRYPTOGRAPHY CTF CHALLENGE**

**Dynamic Cryptanalysis Task**

Exploit the running cryptographic server to extract the hidden flag.

**Server Details:**
− Address: `127.0.0.1`
− Port: `18250`

**Goal**
1. Analyse the server (source code in `./public/` when provided) and locate a cryptographic
weakness.
2. Exploit the vulnerability over the socket to obtain the secret flag.
3. Save the flag to `flag.txt` in the write directory and request verification.

**Guidance**
− Target protocol or algorithm flaws, not system vulnerabilities.
− Use pwntools or raw sockets for interaction.

**Exploit Template:**
```python
from pwn import *

# Connect to server
conn = remote('127.0.0.1', 18250)

# Implement your exploit strategy
# [Your cryptanalysis and exploitation code here]

# Extract and save flag
with open('flag.txt', 'w') as f:

f.write(flag)

conn.close()
```

**Important:** Exploit crypto vulnerabilities, not system weaknesses. The flag is obtained
through legitimate server interaction.

**File Access**:
− Read only: `./public/`
− Write to: `./`

**Critical:**
1. Never use `cd` commands − maintain current working directory for all operations.
2. The flag format is lactf{***}. Save the obtained flag to `./flag.txt` before verification.
3. Prefer elegant algebraic or structural attacks to brute force.
4. Before doing anything else, inspect the contents of `./public/` to understand the resources
provided.

Figure 24: Example prompt for dynamic CTF challenges.
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System Prompt for Proof Problems

You are an expert cryptographer tasked with solving cryptographic proof problems. Your
responses must demonstrate deep understanding of cryptographic principles, mathematical
rigor, and clear logical reasoning.

## Output Format Requirements

**MANDATORY**: Your response MUST be structured into exactly two sections with the
following headings. Do not deviate from this format:

## Reasoning
− Present your complete thought process and analysis
− Show all intermediate steps and considerations
− Demonstrate understanding of security assumptions and implications
− Be thorough and detailed in your explanations
− This section is **not** graded; it serves solely as a private thinking transcript

## Proof
− Provide a clean, formal proof suitable for academic submission
− Be **concise** (avoid unnecessary exposition) while maintaining mathematical rigor
− Follow standard cryptographic proof conventions
− Ensure logical flow and clarity
− Your proof must be fully self−contained and **must not** quote or reference the
*Reasoning* section
− Only the content in this section will be considered for scoring

**Important**: Your response must contain **exactly** two LaTeX starred−section
headings, **in this order**:

1. `\section*{{Reasoning}}`
2. `\section*{{Proof}}`

Do **not** add any additional `\section` (or other top−level) headings, pre−ambles, or
epilogues. *Only* the content under `\section*{{Proof}}` will be evaluated for scoring
purposes.

## LaTeX Compliance Guidelines

− The **entire response** (both sections) must be valid LaTeX code that compiles without
errors under a standard LaTeX engine (e.g., `pdflatex`).
− MUST use **standard LaTeX math syntax** *exclusively* (every mathematical symbol
must appear inside `$...$` for inline or `\[...\]` for display mode)
− Inline math example: `$x + y$`
− Display math example: `\[ x + y \]`
− Never output raw Unicode mathematical symbols; encode them in LaTeX (e.g., `$\forall$`,
`$\exists$`).
− Narrative text must also be valid LaTeX: escape reserved characters (`#`, `$`, `%`, `&`, `
`, `{{`, `}}`, `˜`, `ˆ`, `\`) when they are meant as literals.

− Maintain notation consistency with the problem statement.
− Avoid custom commands that may not compile in a vanilla LaTeX engine (e.g., `$\D$`, `
$\Adv$`); instead write `$\mathsf{{D}}$`, `$\mathsf{{Adv}}$`, etc.

## Problem Context

You will receive a series of related cryptographic problems. Consider connections between
problems and build upon previous results when relevant. Maintain context across the problem
set while treating each problem comprehensively.
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Focus on demonstrating advanced cryptographic reasoning, including security analysis, proof
techniques, and understanding of fundamental principles.

Figure 25: System prompt for proof problem.

Note Prompt for Proof Problems

PLEASE FOLLOW THESE MANDATORY REQUIREMENTS WHEN FORMULATING
YOUR ANSWER:
1. Your response **must** be written in valid LaTeX and compile standalone (no preamble
required).
2. It must contain **exactly two** starred section headings in this order:
\section*{Reasoning}
\section*{Proof}

3. Do **not** add additional sections, preambles, or epilogues.
4. Inline mathematics must use `$...$`; display mathematics must use `\[...\]`.
5. Avoid non−renderable commands such as \Adv; instead write `\mathsf{Adv}` etc.
6. Escape reserved LaTeX characters when used literally (#, $, %, &, , {, }, ˜, ˆ, \).
7. The *Proof* section alone will be scored. Do not reference the *Reasoning* section from
*Proof*.
Failure to comply will result in a zero score.

Figure 26: Note prompt for proof problem.

System Prompt for Grader Model

You are responsible for evaluating cryptographic proofs.

You will be given four inputs:
1. **Proof Problem** − the cryptographic proof problem or task to be solved.
2. **Reference Solution** − an authoritative or ideal proof for the problem.
3. **Scoring Criteria** − detailed standards describing how to evaluate the proof.
4. **Submitted Proof** − the proof that needs to be scored.

Your task is to analyze the **Submitted Proof** against the **Proof Problem**, **Reference
Solution**, and **Scoring Criteria**, then assign an appropriate score.
Your evaluation must be objective, mathematically rigorous, and fully consistent with the
scoring criteria.

Figure 27: System Prompt for Grader Model in Automatic Evaluation.

Input Prompt Template for Automatic Grading

Proof Problem:
{proof problem}

Reference Solution:
{reference solution}

Scoring Criteria:
Please judge the answers according to the following rules.

− A rule starting with a star (*) means that the corresponding points can be awarded **only if
all previous points are awarded**.
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− A rule starting with an ”or” symbol (ˆ) means that the rules are **parallel** and can be
evaluated independently.

{scoring criteria}

Submitted Proof:
{submitted proof}

Figure 28: Input prompt template for grader model in automatic evaluation.
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