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Abstract

Retrieval-Augmented Generation (RAG) has001
emerged as a key paradigm for enhancing large002
language models by incorporating external003
knowledge. However, current RAG methods004
exhibit limited capabilities in complex RAG005
scenarios and suffer from limited task diver-006
sity. To address these limitations, we propose007
RAG-Instruct, a general method for synthesiz-008
ing diverse and high-quality RAG instruction009
data based on any source corpus. Our approach010
leverages (1) five RAG paradigms, which en-011
compass diverse query-document relationships,012
and (2) instruction simulation, which enhances013
instruction diversity and quality by utilizing014
the strengths of existing instruction datasets.015
Using this method, we construct a 40K instruc-016
tion dataset from Wikipedia, comprehensively017
covering diverse RAG scenarios and tasks. Ex-018
periments demonstrate that RAG-Instruct ef-019
fectively enhances LLMs’ RAG capabilities,020
achieving strong zero-shot performance and021
significantly outperforming various RAG base-022
lines across a diverse set of tasks.023

1 Introduction024

Retrieval-Augmented Generation (RAG) (Guu025

et al., 2020; Asai et al., 2024b) enhances large026

language models (LLMs) by integrating exter-027

nal knowledge through document retrieval, effec-028

tively reducing hallucinations and improving per-029

formance across diverse tasks (Asai et al., 2023;030

Jin et al., 2024; Lu et al., 2022; Liu et al., 2024a).031

Given the inherent limitations of retriev-032

ers (BehnamGhader et al., 2022; Gao et al., 2023),033

coupled with considerable research showing that034

noisy retrieval can adversely affect LLM perfor-035

mance (Petroni et al., 2020; Shi et al., 2023;036

Maekawa et al., 2024), numerous studies have fo-037

cused on enhancing the robustness of RAG in han-038

dling noisy retrieval contexts. On one hand, some039

studies involve adaptive retrieval based on query040

analysis (Asai et al., 2024a; Jeong et al., 2024), or041

query reformulation (Chan et al., 2024; Ma et al., 042

2023) to enhance the robustness of LLM-based 043

RAG systems. On the other hand, (Zhang et al., 044

2024; Liu et al., 2024b; Yoran et al., 2024) enhance 045

the robustness of models’ naive RAG capabilities 046

by training them to adapt to irrelevant and noisy 047

documents. 048

However, we find existing RAG methods still 049

have limitations: (1) Limited RAG scenarios. 050

Real-world RAG scenarios are complex: Given 051

the query, the retrieved information may directly 052

contain the answer, offer partial help, or be help- 053

less. Some answers can be obtained from a single 054

document, while others require multi-hop reason- 055

ing across multiple documents. Our preliminary 056

study demonstrates that existing RAG methods ex- 057

hibit limitations in complex RAG scenarios. (2) 058

Limited task diversity. Due to the lack of a gen- 059

eral RAG dataset, most current RAG methods (Wei 060

et al., 2024; Zhang et al., 2024) are fine-tuned on 061

task-specific datasets (e.g., NQ (Kwiatkowski et al., 062

2019), TrivialQA (Joshi et al., 2017)), which suffer 063

from limited question diversity and data volume. 064

To address these limitations, we propose RAG- 065

Instruct, a general method for synthesizing diverse 066

and high-quality RAG instruction data based on any 067

source corpus. Using this method, we construct a 068

40K RAG instruction dataset from Wikipedia. Our 069

method emphasizes the diversity in two aspects: 070

1. Defining diverse RAG paradigms: we define 071

five RAG query paradigms that encompass 072

various query-document relationships to adapt 073

to different RAG scenarios, considering both 074

document usefulness and the number of useful 075

documents. Based on these modes, we prompt 076

LLMs to synthesize RAG-specific instructions 077

and responses using external documents. 078

2. Enhancing task diversity and data quality: 079

we incorporate exemplar data from existing 080
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instruction datasets, such as SlimOrca (Mi-081

tra et al., 2023) and Evol Instruct (Xu et al.,082

2023a), to guide the generation of RAG in-083

structions. This approach is inspired by re-084

cent advancements in synthetic instruction085

datasets which have two key advantages: (1)086

high-quality instruction-following responses087

generated by proprietary LLMs, and (2) di-088

verse instructions that cover a wide range of089

real-world tasks. We refer to this approach090

as “Instruction Simulation”, which leverages091

the strengths of existing instruction datasets092

to improve the diversity and quality of the093

synthesized data.094

Our contributions are summarized as follows:095

• We introduce RAG-Instruct, a general096

method for synthesizing diverse and high-097

quality RAG instruction data from any given098

corpus. Using this method, we construct the099

RAG-Instruct dataset (based on Wikipedia),100

the first RAG instruction dataset covering di-101

verse RAG scenarios and tasks.102

• We define five RAG paradigms to cover di-103

verse query-document relationships and in-104

troduce Instruction Simulation, a technique105

that enhances instruction diversity and quality106

by utilizing the strengths of existing instruc-107

tion datasets. These techniques ensure the108

diversity of synthesized datasets across RAG109

scenarios and tasks.110

• Empirical experiments on 11 tasks, including111

knowledge-intensive QA, multi-step reason-112

ing, and domain-specific benchmarks, demon-113

strate that RAG-Instruct significantly en-114

hances the model’s RAG capabilities. It signif-115

icantly outperforms previous state-of-the-art116

methods such as Self-RAG (Asai et al., 2024a)117

and RQ-RAG (Chan et al., 2024). Further ex-118

periments demonstrate that the RAG-Instruct119

outperforms existing RAG datasets and ex-120

hibits strong generalization across multiple121

retrieval sources and retrievers.122

2 Preliminary Study123

Since retrievers are not perfect, the helpfulness of124

retrieved documents to the query varies in real-125

world scenarios. This raises the question: Can126

existing RAG methods handle complex and var-127

ious RAG scenarios?128

Method
TriviaQA (Single-hop) HotpotQA (Multi-hop)

Helpful Midhelp Helpless Helpful Midhelp

Llama2-7b 71.0 48.0 17.1 51.2 21.2
Llama3-8b 76.4 51.0 20.2 61.4 21.4
Self-RAG (2-7b) 77.3 42.4 14.7 45.1 16.6
RQ-RAG (2-7b) 80.9 52.6 18.7 57.9 24.0
ChatQA-1.5 (3-8b) 83.5 54.9 21.4 65.1 23.9
ChatQA-2.0 (3-8b) 82.4 51.5 20.1 61.4 19.9
RAG-Instruct (3-8b) 86.9 72.6 40.5 73.1 42.2

Table 1: Preliminary study of limited RAG scenarios.
Accuracy (%) is reported. We divided TriviaQA and
HotPotQA into multiple subsets. More information for
each subset is shown in Appendix D.1

.
To investigate this, we first define five RAG 129

scenarios based on query-document relationships, 130

which we believe cover the majority of RAG use 131

cases: Single-Doc Answer (helpful), Single-Doc 132

Support (midhelp), Useless Doc (helpless), Multi- 133

Doc Answer (helpful), and Multi-Doc Support 134

(midhelp). Detailed definitions for each scenario 135

are provided in § 3.1. 136

Next, we evaluate the performance of existing 137

RAG methods across these five scenarios. Us- 138

ing GPT-4o (Achiam et al., 2023), we catego- 139

rize questions from two question answering (QA) 140

datasets, Single-hop QA (TriviaQA) and Multi-hop 141

QA (HotPotQA (Yang et al., 2018)), into relevant 142

subsets based on the defined RAG scenarios1. De- 143

tailed prompts for categorization are provided in 144

the Appendix D.1. Then we choose some robust 145

RAG methods, including Self-RAG (Asai et al., 146

2024a), RQ-RAG (Chan et al., 2024), ChatQA-1.5 147

and ChatQA-2.0 (Liu et al., 2024b) as baselines 148

to explore their performance across the five RAG 149

scenarios. 150

As shown in Table 1, existing RAG methods im- 151

prove primarily in helpful scenarios, while gains 152

in mid-helpful and helpless scenarios are minimal, 153

with some, such as Self-RAG, even underperform- 154

ing the baseline. This indicates that existing RAG 155

methods are still unable to handle complex and 156

diverse RAG scenarios effectively. In comparison, 157

our RAG-Instruct method demonstrates significant 158

improvements across all five scenarios, highlight- 159

ing its effectiveness and adaptability to complex 160

and diverse RAG scenarios. 161

Comparision with existing RAG datasets. As 162

shown in Table 2, existing RAG datasets fail to 163

balance both scenario and task diversity. Long- 164

context instruction datasets and reading compre- 165

1We choose these datasets for their large number of ques-
tions and subsets, which reduces bias.
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Dataset Data Size RAG Scenarios Task Diversity RAG Capability Gains (∆)
r0 r1 r2 r3 r4 TQA (acc) HotpotQA (acc) ARC (EM) CFQA (EM)

LongAlpaca (Chen et al., 2023) 12K ✗ ✗ ✗ ✓ ✗ ✗ 1.6 ↑ 8.7 ↑ 3.9 ↓ 1.9 ↓
SQuAD2.0 (Rajpurkar et al., 2018) 130K ✗ ✗ ✗ ✓ ✗ ✗ 1.3 ↑ 5.7 ↑ 14.1 ↓ 5.8 ↓
NarrativeQA (Kočiskỳ et al., 2018) 15K ✗ ✗ ✗ ✓ ✗ ✗ 3.7 ↑ 1.0 ↓ 5.1 ↓ 7.5 ↓
RAG-12000 (Liu et al., 2024b) 12K ✗ ✗ ✗ ✓ ✗ ✗ 5.5 ↑ 6.1 ↓ 8.7 ↓ 1.7 ↓
Self-RAG Data (Asai et al., 2024a) 150K ✓ ✗ ✗ ✓ ✗ ✗ 2.1 ↑ 14.2 ↓ 6.5 ↑ 3.6 ↓
RQ-RAG Data (Chan et al., 2024) 40K ✗ ✗ ✗ ✓ ✓ ✓ 3.2 ↑ 4.0 ↑ 4.2 ↑ 2.0 ↓
RAG-Instruct (Ours) 40K ✓ ✓ ✓ ✓ ✓ ✓ 6.6 ↑ 12.8 ↑ 9.6 ↑ 4.1 ↑

Table 2: Comparison with three types of non-task-specific RAG datasets: Long-context instruction dataset ,

reading comprehension datasets , and RAG-specific datasets . r0 to r4 represent the five RAG scenario paradigms
defined in Table 3. RAG Capability Gains (∆) refer to the performance difference between models trained on
Llama3.1-8B using these datasets and Llama3.1-8B-Instruct. More details can be found in Table 4 and Table 7.

hension datasets are limited to a narrow range of166

RAG scenarios, and only show improvements on167

certain QA tasks, while significantly underperform-168

ing on tasks like ARC and CFQA. Additionally,169

RAG-specific datasets, such as Self-RAG Data and170

RAG-12000, perform poorly on multi-hop reason-171

ing benchmarks due to the lack of focus on multi-172

hop scenarios. In contrast, our RAG-Instruct ef-173

fectively balances both RAG scenario and task di-174

versity, demonstrating superior generalization and175

robustness.176

3 Method177

This section outlines the RAG-Instruct process, fo-178

cusing on constructing diverse and high-quality179

synthetic RAG datasets. The detailed architecture180

is illustrated in Figure 1.181

3.1 RAG-Instruct182

Synthesizing RAG Instructions. Recent propri-183

etary models like GPT-4o (Achiam et al., 2023)184

have demonstrated remarkable capabilities, and185

many works (Zheng et al., 2023b; Xu et al., 2023a)186

based on synthetic datasets have achieved notable187

success. Therefore, we use GPT-4o to synthesize188

RAG instructions by leveraging source documents189

D∗2 to create context-rich instructions. Specifically,190

GPT-4o synthesizes an instruction q∗ based on D∗,191

followed by a response a∗ referencing D∗, which192

can be formalized as:193

(q∗,a∗) = LLM(D∗). (1)194

Inspired by work (Zhang et al., 2024), we intro-195

duce documents D− unrelated to q∗, which serve196

as additional noise to enhance the robustness. Then197

our target RAG instruction is as follows.198

D∗,D−,q∗ → a∗.199

2We will explain how D∗ are obtained in the following
Instruction Simulation section.

However, RAG instructions generated this way 200

lack diversity in both RAG scenarios and tasks. To 201

address this, we define five RAG paradigms and 202

introduce Instruction Simulation. 203

RAG Paradigms. Real-world RAG scenarios are 204

complex: Given the q∗, D∗ may directly contain 205

the answer, offer partial help, or be helpless. Some 206

answers can be obtained from a single document in 207

D∗, while others require multi-hop reasoning across 208

multiple documents. To address this, we define 209

RAG paradigms R, where each r ∈R characterizes 210

the relationship between D∗ and q∗. As in Table 211

3, these RAG paradigms consider both document 212

utility and the count of useful documents. 213

Instruction Simulation. Generating (q∗,a∗) 214

from D∗ faces the challenge of instruction 215

monotony. Although q∗ is related to D∗, the task, 216

phrasing, and difficulty of the instructions can be- 217

come repetitive with a similar synthesis prompt. 218

Previous datasets address this by broadly collect- 219

ing instructions (Izacard et al., 2023) or using self- 220

instruct (Wang et al., 2023b). In our approach, we 221

leverage diverse, high-quality instructions to diver- 222

sify q∗, a process we term Instruction Simulation. 223

In this process, we use questions from synthetic 224

datasets including ShareGPT (Wang et al., 2023a), 225

Alpaca (hin Cheung and Lam, 2023), WizardLM- 226

70K (Xu et al., 2023a), Lmsys-chat-1M (Zheng 227

et al., 2023a), and SlimOrca (Mitra et al., 2023) 228

as exemplar data. These datasets cover a wide 229

range of tasks, diverse phrasing styles, and vary- 230

ing levels of instruction difficulty. Since RAG is 231

most effective in knowledge-intensive task scenar- 232

ios (Maekawa et al., 2024; Shi et al., 2023), we use 233

GPT-4o to filter knowledge-intensive instructions 234

from these synthetic datasets (details of the prompt 235

are provided in Appendix B.1). 236

Then for each synthesis, an instruction q′ ∈ Q 237

is randomly sampled for simulation. Given a cor- 238
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Diverse synthetic datasets

RAG-Instruct

RAG
Paradigm

( ) Single-document
Supporting Information

Relationship Between        and    

Supporting

Explicit

Useless

( ) Multi-document
Supporting Information

( ) Single-document
Explicit Answer

( ) Multi-document
Explicit Answer

( ) Useless Documents RAG  Scenarios
Diversity

Source
Documents

ShareGPT

Evol-InstructAlpaca

SlimOrca

Instruction
Simulation

Filter

GPT-4o

Knowledge-intensive
 Insturctions 

GPT-4o

Instruction
Diversity Target

Question Topics

Figure 1: The process of synthesizing data with RAG-Instruct involves ensuring instruction data diversity through
five RAG paradigms and Instruction Simulation. The visualization of the question topic is generated using Atlas.

D∗-q∗ Relationship Usefulness
of D∗ |D∗| Relationship Description

(r0)
Useless Doc Useless 1 D∗ offers no help in answering q∗, even if related.

(r1)
Single-Doc Support Supporting 1 One doc (|D∗|= 1) aids q∗, providing supporting info or clues

without explicit answers.

(r2)
Multi-Doc Support Supporting ≥ 2

Multiple documents (|D∗| ≥ 2) support q∗ by providing clues or
supporting information without explicitly answering it, requiring
integration (multi-hop reasoning).

(r3)
Single-Doc Answer Explicit 1 One doc (|D∗|= 1) directly provides the answer a∗ to q∗.

(r4)
Multi-Doc Answer Explicit ≥ 2 Multiple docs (|D∗| ≥ 2) provide a full answer to q∗, requiring

integration (multi-hop reasoning).

Table 3: Detailed descriptions of our defined five RAG paradigms. See Appendix D.2 for specific prompts.

pus D containing multiple documents d ∈ D, the239

source documents D∗ ⊂ D are retrieved based on240

q′. Subsequently, (q∗,a∗) can be synthesized as241

follows:242

(q∗,a∗) = LLM(D∗,q′,r), (2)243

where r denotes the sampled RAG paradigm, and244

the synthesis prompt is illustrated in Figure 3. Here,245

D∗ controls the topic of q∗, while q′ shapes its246

format and task requirements.247

3.2 Dataset Construction248

We construct RAG-Instruct using Wikipedia corpus.249

For each synthesis, we sample an RAG paradigm250

r, a simulated instruction q′, and retrieved source251

documents D∗ to generate (q∗,a∗) using GPT-4o.252

To incorporate unrelated documents D−, we ran-253

domly sample documents retrieved based on q∗ and254

ranked beyond the top 200 as D−. Additionally, for255

cases where |D∗| ≥ 2, we ensure that the number256

of source documents is fewer than 5. Subsequently,257

D∗,D−,q∗ → a∗ is set as the training objective to258

form RAG-Instruct. In total, we build a dataset259

of 40K instructions, with the distributions of RAG 260

paradigms and simulated instructions illustrated 261

in Figure 2. More dataset construction details are 262

shown in Appendix B.1. 263

4 Experiments 264

4.1 Experimental Settings 265

Evaluation Tasks. We conduct evaluations of 266

our RAG-Instruct and various baselines across 10 267

tasks in four major categories: (1) Open-Ended 268

Tasks, including WebQA (WQA) (Berant et al., 269

2013), PopQA (PQA) (Mallen et al., 2023), and 270

TriviaQA-unfiltered (TQA) (Joshi et al., 2017), 271

where models answer open-domain factual ques- 272

tions with accuracy as the metric. (2) Closed- 273

Set Tasks, including OpenbookQA (OBQA) (Mi- 274

haylov et al., 2018), PubHealth (Pub) (Zhang et al., 275

2023) and ARC-Challenge (ARC) (Clark et al., 276

2018), involving multiple-choice QA with Extract 277

Match (EM) as the metric. (3) Multi-Hop Tasks, 278

including 2WikiMultiHopQA (2WIKI) (Ho et al., 279

2020), HotpotQA (HotQ) (Yang et al., 2018), and 280

4
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Useless Doc (��)

Single-Doc 
 Support (��)

Multi-Doc Support (��)

Single-Doc 
Answer (��)

Multi-Doc 
Answer (��)

(a) Distributions of RAG Paradigms

GPT4-Alpaca

WizardLM

Lmsys-Chat-1M

ShareGPT_V3

SlimOcar

(b) Distributions of Data Sources

Figure 2: The detailed distributions of 5 RAG paradigms and simulated instruction data sources.

<Documents>
[1] {<document 1>}
[2] {<document 2>}
[3] ...
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>.
Please note that the question q* can take various forms, not limited to questions with a question mark, but also including
statements, instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG
Paradigms):
1. The answer to q* can be derived from multiple documents within <Documents>, involving multi-hop reasoning or
the integration of information from several documents.
2. a* should leverage the information in <Documents> to provide an accurate answer to q*, ensuring that the response
is accurate, detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide
a question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task
requirement and expression to the <Simulated Instruction> below:
<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*":
...}. Ensure the quality of the generated (q*, a*).

Figure 3: The prompt of RAG-Instruct. <document> and <Simulated Instruction> represent input variables for
the document and simulated instruction, respectively. (Blue text) indicates RAG Paradigms, illustrating the prompt
for r4; other paradigms are shown in Appendix D.2. (Red text) represents Instruction Simulation.

Musique (MSQ) (Trivedi et al., 2022), requiring281

multi-hop reasoning with accuracy as the metric.282

(4) Domain-Specific Tasks, CFQA (Chen et al.,283

2022) in the financial domain and PubMedQA (Jin284

et al., 2019) in the medical domain, with EM as the285

metric. We perform zero-shot evaluations through-286

out these experiments, providing task instructions287

without few-shot demonstrations. Reasoning de-288

tails and prompts are provided in Appendix B.2.289

Baselines. We compare our method against290

a diverse set of baselines, grouped into two291

main categories: (1) Closed-Source LLMs with-292

out RAG, including GPT-4o and GPT-4o-mini.293

We test them using OpenAI’s official APIs.294

(2) Open-source instruction-turned baselines 295

with RAG, such as Llama3.1-8b-Instruct (Dubey 296

et al., 2024), Llama3.1-70B-Instruct, Qwen2.5-7B- 297

Instruct (Yang et al., 2024) and Qwen2.5-72B- 298

Instruct. For instruction-tuned LMs, we use the 299

official system prompts or instruction formats from 300

their training process when publicly available. (3) 301

RAG-specific baselines, including Self-RAG, RQ- 302

RAG and ChatQA. For these methods, we evaluate 303

using publicly released model weights and prompts 304

provided by their respective works. 305

Training settings. We train our model using the 306

RAG-Instruct dataset (wikipedia), which features 307

diverse instruction-following input-output pairs. 308
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Open-ended Closed-set Multi-hop Domain-specific

WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed AVG
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)

Closed-Source LLMs with RAG
GPT-4o 72.5 71.3 84.4 88.6 87.7 88.0 88.0 54.6 31.4 63.0 77.0 73.3
GPT-4o-mini 69.5 69.2 82.2 89.6 87.0 84.1 74.4 54.5 30.8 60.7 73.0 70.1

∼ 8B Open-Source LLMs with RAG
Llama2-7B-Chat 47.1 45.3 59.3 50.1 44.0 53.8 55.8 40.2 16.8 22.3 58.6 44.8
Llama-3.1-8B-Instruct 59.5 60.8 71.4 77.2 56.8 70.3 66.8 45.5 18.7 53.7 73.6 60.2
Qwen2.5-7B-Instruct 64.1 62.0 75.6 74.2 74.2 75.7 66.5 49.5 20.8 58.7 62.6 62.0
RQ-RAG (Llama2-7B) 56.5 57.1 70.2 80.6 71.8 68.3 53.7 43.1 18.2 21.9 55.6 56.3
Self-RAG (Llama2-7B) 49.0 55.8 69.3 78.0 72.4 73.1 48.4 35.8 11.5 21.5 49.8 52.4
ChatQA-1.5 (Llama3-8B) 53.8 55.4 73.0 70.8 77.0 66.0 63.6 46.2 20.1 56.0 61.7 60.5
ChatQA-2.0 (Llama3-8B) 50.5 58.3 72.5 72.6 75.8 65.6 59.0 42.3 16.1 51.8 61.3 59.1
Llama-2-7B + RAG-Instruct 67.2 62.4 77.4 71.4 75.9 74.8 68.1 53.5 21.8 29.7 71.2 61.2
Qwen2.5-7B + RAG-Instruct 66.1 63.7 78.1 78.4 76.4 78.0 74.8 54.6 27.7 59.7 72.7 66.2
Llama-3.1-8B + RAG-Instruct 69.7 68.4 80.0 84.8 77.2 79.9 79.3 56.4 33.7 57.8 77.0 69.5

> 10B Open-Source LLMs with RAG
Llama-3.1-70B-Instruct 64.9 63.3 75.4 85.0 75.4 84.7 73.5 47.5 26.6 59.1 77.2 66.6
Qwen2.5-72B-Instruct 68.8 68.7 81.5 83.0 78.0 80.2 81.1 56.6 35.5 66.8 80.0 70.9
Llama-3.1-70B + RAG-Instruct 73.6 70.4 83.8 88.6 82.8 85.1 83.1 62.9 40.1 62.1 79.7 73.9
Qwen2.5-72B + RAG-Instruct 72.4 70.3 85.0 89.3 78.5 82.1 88.3 63.9 42.0 69.2 82.0 74.8

Table 4: Zero-shot performance of different instruction datasets on RAG Benchmarks. Bold and underline indicate
the best and second-best experimental results. The datasets were fine-tuned using identical hyperparameters.

During the dataset construction, we employ the off-309

the-shelf Contriever-MS MARCO (Izacard et al.)310

as the retriever. For each data entry, we ensure the311

use of all source documents D∗ and supplement312

them with enough unrelated documents D− to to-313

tal 10 documents. Additional training details are314

provided in Appendix B.1.315

Inference settings. We use vLLM (Kwon et al.,316

2023) for memory-efficient inference and adopt a317

greedy decoding strategy for model generation. For318

evaluation benchmarks, we utilize Wikipedia as the319

retrieval corpus and use the Contriever retriever320

for document retrieval. More detailed inference321

specifications can be found in Appendix B.2.322

4.2 RAG Capability Gains323

Comparison against closed-source LLMs. As324

shown in Table 4, compared to powerful propri-325

etary models like GPT-4o and GPT-4o-mini, our326

RAG-Instruct, trained on base 8B models, matches327

or even outperforms them on several tasks, in-328

cluding open-ended tasks (PQA and TQA), multi-329

hop tasks (HotQA and MSQ), and domain-specific330

tasks (PubMedQA). This demonstrates that our331

RAG-Instruct significantly enhances the model’s332

RAG capabilities.333

Comparison against RAG-specific models. As334

shown in Table 4, RAG-specific models such as335

Self-RAG, and RQ-RAG show significant improve-336

ments over the base models on open-ended and 337

closed-set tasks. However, they underperform com- 338

pared to the base models on domain-specific and 339

multi-hop tasks. In contrast, our RAG-Instruct 340

achieves significant improvements across all four 341

categories of tasks compared to the base models 342

and outperforms all previous SOTA RAG-specific 343

models, particularly in multi-hop and domain- 344

specific tasks. This highlights its superior robust- 345

ness and generalization across a broader range of 346

RAG scenarios and tasks. 347

Comparison against Open-source instruction- 348

tuned models. We also compare our method with 349

open-source instruction-tuned models, which ex- 350

hibit strong RAG capabilities. As shown in Table 4, 351

models trained with RAG-Instruct on base models 352

outperform these instruction-tuned models across 353

various tasks, demonstrating that the RAG instruc- 354

tion dataset effectively enhances the model’s RAG 355

performance. 356

4.3 Impact of Instruction Simulation 357

To investigate the impact of Instruction Simulation, 358

we design a comparative experiment. We randomly 359

sample a subset Ds containing 20,000 entries from 360

our RAG-Instruct dataset and create another subset 361

D′
s without using Instruction Simulation. To ensure 362

a fair comparison, Ds and D′
s share the same source 363

documents D∗ and include all five RAG scenario 364
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TQA ARC HotP

RAG-Instruct20k (Llama3.1-8B) 77.0 79.4 53.1
w.o. Simulation20k 75.9 70.4 47.7

Llama3.1-8B-Instruct w.o. Retrieval 63.1 64.1 33.9
RAG-Instruct w.o. Retrieval 63.2 62.8 33.4

Table 5: Ablation Study on RAG-Instruct. w.o. Simula-
tion indicates the removal of the Instruction Simulation
process, while w.o. Retrieval indicates the performance
in non-retrieval scenarios. Complete ablation results are
in shown Appendix C.1

Method TriviaQA (Single) HotpotQA (Multi)

Helpful Midhelp Helpless Helpful Midhelp

RAG-Instruct 86.9 72.6 40.5 73.1 42.2
w.o. r0 86.4 69.6 36.4– 73.1 39.3
w.o. r1 86.5 66.5– 40.9 72.4 41.3
w.o. r2 86.2 71.8 39.7 68.2 29.8–

w.o. r3 83.5 – 70.6 39.6 72.8 42.2
w.o. r4 85.2 72.1 39.5 65.4– 38.8
w.o. r0,r1,r3 84.3 68.1– 36.5– 74.8 41.4
w.o. r2, r4 85.0 71.4 38.8 63.5– 26.6–

Table 6: Ablation study on role of query paradigms. All
experiments are conducted based on the Llama3.1-8B
model using identical hyperparameters. ‘–’ indicates
large performance drops for each paradigm.

paradigms. We then train two models on Llama3.1-365

8B using Ds and D′
s with identical hyperparameters.366

As shown in Table 5, removing the Instruc-367

tion Simulation process results in performance de-368

clines across all tasks. The drop is smaller for369

open-ended tasks (TQA) but significantly larger370

for closed-set (ARC), multi-hop (HotP) tasks. We371

observe that without Instruction Simulation, GPT-372

4o tends to generate overly simple and uniform373

questions, resembling open-ended ones, leading374

to minimal impact on closed-set evaluation. How-375

ever, the diverse formats of closed-set, multi-hop,376

and domain-specific tasks, such as multiple-choice377

and multi-hop reasoning, pose challenges that the378

model struggles to handle. This highlights the crit-379

ical role of Instruction Simulation in enabling the380

model to adapt to a wide variety of tasks.381

Furthermore, we provide specific cases in Ap-382

pendix C.4, demonstrating that Instruction Simu-383

lation generates questions that closely resemble384

exemplar questions, significantly enhancing diver-385

sity compared to those produced without it.386

4.4 Role of RAG Paradigms387

To evaluate the role of RAG paradigms, we design388

an ablation experiment to verify the effectiveness389

of the five RAG scenarios in RAG-Instruct. Specif-390

ically, we remove the data corresponding to each391

paradigm from RAG-Instruct one at a time and 392

train models on Llama3.1-8B using identical train- 393

ing hyperparameters, respectively. 394

As shown in Table 6, when a single RAG 395

paradigm (e.g. r0) is removed from RAG-Instruct, 396

we observe a noticeable performance drop in evalu- 397

ation benchmarks corresponding to that specific 398

RAG scenario. This indicates that each RAG 399

paradigm plays a critical role in enhancing the 400

model’s RAG capabilities across different scenar- 401

ios. Furthermore, we observe that removing multi- 402

document paradigms (r2 and r4) leads to a signif- 403

icant decline in multi-hop performance. Notably, 404

when all multi-document paradigms (r2 and r4) are 405

removed, the model’s performance on multi-hop 406

tasks drops significantly. In contrast, removing all 407

single-document paradigms (r0, r1, r3) results in a 408

relatively small decline in single-hop performance. 409

This suggests that multi-document RAG paradigm 410

data can partially enhance the model’s RAG capa- 411

bilities in single-hop scenarios. 412

5 Further Analysis 413

5.1 What advantages does RAG-Instruct have 414

over existing instruction datasets? 415

To explore whether existing instruction datasets 416

are sufficient for RAG scenarios, we evaluate 417

models fine-tuned on four common instruction 418

datasets and three context-enhenced datasets us- 419

ing LLaMA-3.1-8B. Results are shown in Table 7 420

and our findings are as follows: 421

Take-away 1. Rich context datasets (e.g., long- 422

context instruction dataset LongAlpaca and read- 423

ing comprehension dataset SQuAD2.0) improve 424

RAG capabilities more effectively than those 425

with shorter context lengths (e.g., Wizardlm and 426

Aplaca). 427

Take-away 2. Traditional instruction datasets fail 428

to effectively enhance models’ RAG capabilities, 429

significantly lagging behind the official instruction- 430

tuned models, while RAG-Instruct can significantly 431

improve RAG performance. 432

5.2 Does fine-tuning with RAG-Instruct affect 433

model’s general capabilities? 434

To explore whether fine-tuning with RAG-Instruct 435

affects model’s general capabilities, we evalu- 436

ate the fine-tuned model (on Llama3.1-8B) in 437

non-RAG scenarios. As shown in Table 5, 438

RAG-Instructw.o. Retrieval performs on bar with 439

Llama-3.1-8B-Instruct in non-RAG scenarios, with- 440
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Open-ended Closed-set Multi-hop Domain-specific

WQA PQA TQA OBQA ARC 2WIKI HotP MSQ CFQA PubMed AVG

Proprietary instruction-tuned LLaMA
Llama-3.1-8B-Instruct 59.5 60.8 73.4 77.2 70.3 66.8 45.5 18.7 53.7 73.9 60.0

Llama-3.1-8B (Base)
Fine-tuning with Traditional Instruction Datasets

+ Evol-Instruct (70K) 54.6 54.2 – 71.5 73.4 – 63.1 – 50.9 – 41.1 14.7 38.7 – 53.5 – 51.6 –

+ ShareGPT (94K) 60.9 54.9 – 72.8 67.2 – 52.9 – 59.0 – 43.9 14.3 40.3 – 67.2 – 52.4 –

+ Alpaca (52K) 53.1 – 56.4 72.3 65.6 – 60.6 – 57.7 – 41.3 13.4 – 34.8 – 36.5 – 49.2 –

+ SlimOrca (518K) 55.3 60.0 69.1 82.4 62.7 – 54.7 – 40.2 – 15.5 33.1 – 66.9 – 54.0 –

Fine-tuning with Context-Enhanced Datasets
+ LongAlpaca (12K) 63.9 56.0 75.0 75.2 66.4 72.9 + 54.2 + 27.7 + 51.8 65.7 – 60.9
+ SQuAD2.0 (130K) 61.5 57.2 72.1 59.8 – 56.2 – 65.7 51.2 + 23.7 + 47.9 – 51.6 – 54.7 –

+ NarrativeQA (12K) 61.2 57.0 77.1 67.8 – 65.2 – 52.0 – 44.5 17.2 46.2 – 68.7 – 55.6
Fine-tuning with RAG Instructions

+ RAG-Instruct (40K) 69.7 + 68.4 + 80.0 + 84.8 + 79.9 + 79.3 + 56.4 + 33.7 + 57.8 77.0 68.6 +

Table 7: Zero-shot performance of different instruction datasets using RAG. Using Llama-3.1-8B-Instruct as the
pivot, ‘+’ indicates a >5-point improvement, while ‘–’ indicates a >5-point drop. All datasets were fine-tuned with
identical hyperparameters. See Section 4.1 for evaluation details.

out significant performance degradation. This441

demonstrates that RAG-Instruct enhances the442

model’s RAG capabilities while also improving its443

general instruction-following abilities. We assume444

that RAG-Instruct are inherently based on general445

instruction datasets, which inherit the advantages446

of these datasets without compromising general ca-447

pabilities. Additionally, we evaluate our model on448

MMLU and MMLU-Pro (in Appendix C.5), which449

further demonstrates that RAG-Instruct does not450

impair the model’s general capabilities.451

Take-away 3. RAG-Instruct dataset enhances RAG452

capabilities without compromising the model’s gen-453

eral capabilities.454

5.3 How does RAG-Instruct perform with455

other retrieval sources and retrievers?456

To further explore the generalization of our method,457

we investigate the impact of using different re-458

trieval sources. Specifically, we further evaluate459

our method on four single-hop QA tasks, includ-460

ing ARC, PQA, TQA and OBQA, utilizing Duck-461

DuckGo, and Bing Search as retrieval sources462

during inference. The results (detailed in Ap-463

pendix C.2.) suggest that all retrieval sources ef-464

fectively improve task performance, with minimal465

variation in performance across different sources.466

Additionally, we also explore the performance on467

the BM25 retriever (Robertson et al., 2009). The de-468

tailed results can be found in Appendix C.3. These469

results demonstrate the robustness of RAG-Instruct470

across different retrieval sources and retrievers.471

5.4 Does the performance improvement stem 472

from enhanced RAG capabilities rather 473

than knowledge injection? 474

Since our RAG-Instruct is built on the Wikipedia 475

corpus, the performance improvements on evalua- 476

tion benchmarks may stem from knowledge injec- 477

tion during the supervised fine-tuning stage. To in- 478

vestigate whether our approach genuinely enhances 479

the model’s RAG capabilities, we compare the per- 480

formance in both retrieval and non-retrieval sce- 481

narios (based on the Llama3.1-8B model trained 482

on RAG-Instruct). As shown in Table 5, perfor- 483

mance in non-retrieval scenarios is significantly 484

lower across all benchmarks compared to retrieval 485

scenarios. This demonstrates that RAG-Instruct in- 486

deed effectively enhances the model’s capabilities 487

in RAG scenarios rather than knowledge injection. 488

6 Conclusion 489

This work introduces RAG-Instruct, a method for 490

synthesizing diverse and high-quality RAG instruc- 491

tion data from any source corpus. It incorpo- 492

rates five RAG paradigms to capture diverse query- 493

document relationships and uses instruction simula- 494

tion to enhance data quality and diversity by lever- 495

aging existing datasets. Using this approach, we 496

construct a 40K instruction dataset from Wikipedia, 497

covering diverse RAG scenarios and tasks. For 498

future work, we plan to expand the instructions 499

in RAG-Instruct to incorporate chain-of-thought 500

(CoT) characteristics, enabling models to perform 501

planned retrieval based on the query. 502
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Limitations503

Granularity of RAG Paradigms While RAG-504

Instruct introduces five distinct RAG query505

paradigms to handle various query-document re-506

lationships, this relationship is of a coarse granu-507

larity. Specifically, the current set of paradigms508

focuses on broad categories but does not explore509

more granular or specialized paradigms that could510

better capture nuanced retrieval tasks. For instance,511

for multi-hop queries, the number of hops could be512

specified, and relevance might have more granular513

options. Expanding the range of RAG paradigms to514

cover finer distinctions could enhance the model’s515

ability to handle complex, diverse, and edge-case516

retrieval situations, thereby improving its robust-517

ness and performance.518

Reliance on Synthetic Data Our approach re-519

lies on synthetic data generation, which inherently520

carries the risk of introducing errors or biases, even521

when using powerful large language models like522

GPT-4. While the use of large-scale instruction523

datasets such as SlimOrca and Evol Instruct im-524

proves the diversity and quality of the generated525

data, it is still possible for GPT-4 to produce flawed526

or inconsistent RAG instructions that may nega-527

tively impact downstream tasks. As synthetic data528

generation becomes more prevalent, ensuring the529

accuracy and reliability of such data remains an on-530

going challenge, especially in high-stakes domains531

where the correctness of information is critical.532
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A Related Work876

A.1 Retrieval-Augmented Generation877

Retrieval-augmented generation (RAG) is a widely878

adopted approach for supplementing the paramet-879

ric knowledge of LLMs with external information880

sources. Due to the imperfections of retrievers,881

the retrieved information often fails to align well882

with the LLM’s needs, which can negatively impact883

LLM performance (Petroni et al., 2020; Shi et al.,884

2023; Maekawa et al., 2024).885

To enhance LLM-based RAG capabilities, some886

studies focus on aligning retrievers with LLM887

needs (Shi et al., 2024; Lin et al., 2023) through888

multi-step retrieval processes (Trivedi et al., 2023;889

Jiang et al., 2023; Jeong et al., 2024; Shao et al.,890

2023; Yu et al., 2023; Asai et al., 2024a; Wei et al.,891

2024) and query reformulation (Ma et al., 2023;892

Jeong et al., 2024). On the other hand, several893

studies focus on enhancing the RAG capabilities894

of LLMs by improving their robustness in noisy895

retrieval contexts. Research such as (Chan et al.,896

2024; Zhang et al., 2024; Liu et al., 2024b; Yoran897

et al., 2024) trains models with additional irrelevant898

or noisy documents to better handle such scenarios.899

However, these approaches consider only a limited900

range of RAG scenarios. Furthermore, the lack of901

a general RAG dataset forces many works, such as902

RAFT (Zhang et al., 2024), to fine-tune models on903

task-specific datasets, leading to poor task general-904

ization. This highlights the need for a dataset that905

covers diverse RAG scenarios and tasks.906

A.2 Instruction Data907

The development of instruction datasets has been908

instrumental in enhancing the instruction-following909

and generalization capabilities of LLMs. Early910

initiatives, such as (Mishra et al., 2022), intro-911

duced task-specific instructions to guide model912

behavior. Subsequent efforts, including Super-913

NaturalInstructions (Wang et al., 2022) and Unnat-914

ural Instructions (Honovich et al., 2022), expanded915

the diversity and complexity of these instructions.916

These datasets enabled LLMs like Alpaca (Taori917

et al., 2023) and Dolly (Conover et al., 2023) to918

better align with human intent through fine-tuning919

on structured instruction-output pairs, fostering920

adaptability to unseen tasks through varied instruc-921

tion formulations. Recent studies, such as Wiz-922

ardLM (Xu et al., 2023b) and ShareGPT (OpenAI,923

2023), have further enhanced the generalization924

and richness of instruction datasets, significantly925

contributing to the robust generalization capabil- 926

ities of LLMs. Therefore, RAG-Instruct inherits 927

multiple high-quality and rich instruction datasets, 928

leveraging their advantages. 929

B Experimental Details 930

B.1 More Details of RAG-Instruct Dataset 931

Dataset Construction. Our RAG-Instruct cor- 932

pus is built using Wikipedia. Following the ap- 933

proach (Karpukhin et al., 2020), each document is 934

a disjoint text block of up to 100 words extracted 935

from a Wikipedia article. Following work (Shi 936

et al., 2023), we generate Wikipedia document em- 937

beddings. 938

For exemplar data, we select datasets such as 939

ShareGPT (Wang et al., 2023a), Alpaca (hin Che- 940

ung and Lam, 2023), WizardLM-70K (Xu et al., 941

2023a), Lmsys-chat-1M (Zheng et al., 2023a), and 942

SlimOrca (Mitra et al., 2023). First, we remove 943

overly short, overly long, and low-quality data from 944

these datasets. Then, we randomly sample 120K 945

questions from the filtered data. Since RAG is 946

most effective in knowledge-intensive task scenar- 947

ios (Maekawa et al., 2024; Shi et al., 2023), we use 948

GPT-4o to further filter for knowledge-intensive 949

instructions from these synthetic datasets. The spe- 950

cific prompt used is shown in Figure 5. 951

Detailed Statistics of RAG-Instruct Dataset. 952

We have included detailed statistics for the RAG- 953

Instruct dataset, including the number of questions, 954

average question lengths, average answer length, 955

average number of source documents, data source 956

distribution, and RAG scenario distribution. These 957

are presented in the Table 8. 958

Additionally, we report the API cost in construct- 959

ing RAG-Instruct, including the GPU hours used 960

for training and evaluation in Table 9. 961

B.2 More Details of Training and Inference 962

Training Details. We train our models using 8 963

Nvidia A800 GPUs, each with 80GB of memory. 964

All models are trained for 3 epochs with a total 965

batch size of 128, a peak learning rate of 5e-6, 966

3% warmup steps, and linear weight decay. The 967

maximum token length is set to 4096 for all mod- 968

els. We leverage DeepSpeed Stage 3 (Rajbhandari 969

et al., 2020) for multi-GPU distributed training with 970

BFloat16 precision enabled. FlashAttention (Dao 971

et al., 2022) is employed to improve efficiency dur- 972

ing long-context training. 973
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Statistic Q Num Avg. Q Len. Avg. A Len. Avg. Ds Num. Retrieved Docs Num. RAG Scenarios
RAG-Instruct 40000 22.1 (words) 81.2 (words) 2.65 10 5

Table 8: More detailed statistics about RAG-Instruct dataset.

Statistic API Cost ($) A800 GPU Hours (Training) A800 GPU Hours (Evaluation)
RAG-Instruct Construction 620 - -
Llama3.1-8B + RAG-Instruct - 26.4 5.3
Qwen2.5-7B + RAG-Instruct - 24.7 5.3
Llama3.1-70B + RAG-Instruct - 288 24.8
Qwen2.5-72B + RAG-Instruct - 294 25

Table 9: Model and Cost Statistics. We report the API cost in constructing RAG-Instruct, including the GPU hours
used for training and evaluation.

Inference Details. We conduct evaluations of our974

RAG-Instruct and various baselines across a wide975

range of downstream tasks, covering 11 tasks in976

four major categories. Throughout these experi-977

ments, we perform zero-shot evaluations, providing978

task instructions without few-shot demonstrations.979

For RAG-specific models, we follow the original980

papers’ weights and prompts for inference. For our981

model and other baselines, reasoning details and982

prompts are provided in Table 16.983

Open-Ended Tasks include three open-domain984

question-answering datasets, WebQA (WQA) (Be-985

rant et al., 2013), PopQA (PQA) (Mallen et al.,986

2023), and TriviaQA-unfiltered (TQA) (Joshi et al.,987

2017), where models are required to answer arbi-988

trary questions based on factual knowledge. We re-989

trieve the top 10 most relevant documents from the990

corpus as candidate documents. Following (Asai991

et al., 2024a), we evaluate the performance based992

on accuracy, assessing whether gold answers are993

included in the model output.994

Closed-Set Tasks include two multiple-choice995

question-answering datasets: OpenbookQA996

(OBQA) (Mihaylov et al., 2018), PubHealth997

(Pub) (Zhang et al., 2023) and ARC-Challenge998

(ARC) (Clark et al., 2018). We retrieve the top999

5 most relevant documents from the corpus as1000

candidate documents. Extract Match (EM) is used1001

as the evaluation metric, and results are reported1002

on the test set for both datasets.1003

Multi-Hop Tasks include three multi-hop question-1004

answering datasets: 2WikiMultiHopQA (2WIKI),1005

HotpotQA (HotQ), and Musique (MSQ). Follow-1006

ing (Chan et al., 2024), we adopt a reading compre-1007

hension setup for these datasets, using candidate1008

documents from their original sources. Each ques-1009

tion is linked to 10 passages, with only a few (2 for1010

HotQ and 2 or 4 for 2WIKI) being relevant. MSQ1011

is more challenging, requiring 2, 3, or 4 reasoning 1012

hops to answer. We use accuracy as the evaluation 1013

metric. 1014

Domain-Specific Tasks include two datasets: 1015

CFQA (Chen et al., 2022) in the financial domain 1016

and PubMedQA (Jin et al., 2019) in the medical do- 1017

main. For both, we adopt a reading comprehension 1018

setup, utilizing the provided context as candidate 1019

documents. Exact Match (EM) is used as the eval- 1020

uation metric. 1021

C Additionally Experiments 1022

C.1 Complete Ablation Study Results. 1023

As shown in Table 10, removing the Instruction 1024

Simulation process results in performance declines 1025

across all tasks. The drop is smaller for open-ended 1026

tasks (TQA) but significantly larger for closed-set 1027

(ARC), multi-hop (HotP) tasks. We observe that 1028

without Instruction Simulation, GPT-4o tends to 1029

generate overly simple and uniform questions, re- 1030

sembling open-ended ones, leading to minimal im- 1031

pact on closed-set evaluation. However, the di- 1032

verse formats of closed-set, multi-hop, and domain- 1033

specific tasks, such as multiple-choice and multi- 1034

hop reasoning, pose challenges that the model 1035

struggles to handle. This highlights the critical role 1036

of Instruction Simulation in enabling the model to 1037

adapt to a wide variety of tasks. 1038

Furthermore, we provide specific cases in Ap- 1039

pendix C.4, demonstrating that Instruction Simu- 1040

lation generates questions that closely resemble 1041

exemplar questions, significantly enhancing diver- 1042

sity compared to those produced without it. Given 1043

the high quality and diversity of the synthesized 1044

dataset, Instruction Simulation ensures both at- 1045

tributes effectively. 1046
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Open-ended Closed-set Multi-hop Domain-specific

WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed AVG
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)

RAG-Instruct20k (Llama3.1-8B) 64.6 64.8 77.0 80.2 76.0 79.4 73.0 53.1 29.7 55.4 77.2 66.4
w.o. Simulation20k 63.4 63.1 75.9 74.2 71.4 70.4 62.5 47.7 25.0 47.4 70.4 61.1

Llama3.1-8B-Instruct w.o. Retrieval 59.3 28.3 63.1 60.2 62.0 64.1 49.6 33.9 10.6 - - 47.9
RAG-Instruct w.o. Retrieval 57.6 28.4 63.2 61.2 60.6 62.8 47.7 33.4 10.1 - - 47.3

Table 10: Ablation Study on RAG-Instruct. w.o. Simulation indicates the removal of the Instruction Simulation
process, while w.o. Retrieval indicates the performance in non-retrieval scenarios.

RAG 
Paradigms Source Documents Generated Question 

(w.o. Instruction Simulation) Example Question Gnerated Question
(w. Instruction Simulation)

�0

[1] know and understand the Creed, the Lord's 
Prayer, and the Ten Commandments, and be 
able to answer the other questions in the 
Church Catechism. ...

What is the significance of 
confirmation within The 
Church of Jesus Christ of 
Latter-day Saints?

Claim: "It's important for some Christians that their 
babies have a Baptism.”. Is the claim above correct, 
and can it be verified by human common sense and 
without a web search? Options: yes - no 

Claim: 'Baptism in some Christian traditions is considered 
necessary for salvation.' Is the claim above correct, and 
can it be verified by human common sense and without a 
web search? Options: - yes - no

�1

[1] The capital of Heilongjiang, is one of 
China's biggest cities with nearly ten million 
urban residents. It is also dependent on the its 
water supply. ...

What role does the Songhua 
River play in the capital of 
Heilongjiang?

Do these two sentences from wikipedia have the 
same meaning? Choose your answer from: 
A  no   B. yes. The answer is:

Select the main industrial highlight of Harbin: 
A) Textile Manufacturing B) Steam Turbine Production  C) 
Agriculture

�2

[1] In Tier 2, the main purpose of progress 
monitoring is to determine whether 
interventions are successful in helping 
students learn at an....
[2] Entities receiving grant money are given a 
fair amount of autonomy. Each plan devised....

What is the main purpose of 
progress monitoring in Tier 
2 interventions?

Imagine you are designing a program that analyzes 
factors like socio-economic status. The program 
should provide recommendations for study habits, 
tutoring, while also ensuring ongoing monitoring 
and collaboration with teachers, families, and 
community organizations.

Imagine you are an educational program designer tasked 
with creating a comprehensive intervention strategy aimed 
at improving student academic performance. What 
elements should be included in your strategy to ensure 
success, considering the different factors that can impact 
student learning outcomes?

�3

[1] Soil moisture Current or past data 
collection: Point framing, Above ground plant 
traits, Soil moisture, Transplant experiments, 
Nutrients; (Transplanted) seedling survival; ...

 Which plant genera are 
studied in the OTC plots?

Tell me the temperature,  sunshine rate, rainfall, 
humidity rate, soil type for handkerchief tree seed 
in bullets 2 words answer in number 

Summarize the main focus of the experiment and its 
geographical scope in one sentence.

�4

[1] facilitate data use by policy makers and 
researchers. It provides statistical standards, ...
[2] The birth rate percentages over the age of 
30 and under the age of 30 are also var...
[3]  Data can also be transformed to make 
them easier to visualize. For example, suppose 

  What role do population 
pyramids play in comparing 
demographic trends across 
different countries?

How can I generate a web page that displays a chart 
showing the population growth rate of different 
countries using Python code? Can you provide me 
with some sample code to get started?

How might data transformation influence the visualization 
of population statistics on a web platform?

Figure 4: Some cases of RAG-Instruct for each RAG scenario. We compare the generated questions with and
without using Instruction Simulation.

Method ARC PQA OBQA WQA AVG.(↑) VAR.(↓)

Self-RAG (Llama2-7B)
+ DuckDuckGo 72.1 56.7 76.4 48.1

62.9 1.9+ WIKI 73.1 55.8 78.0 49.0
+ BingSearch 68.6 53.2 76.8 46.4

RQ-RAG (Llama2-7B)
+ DuckDuckGo 69.0 58.3 79.8 52.4

65.2 1.6+ WIKI 68.3 57.1 80.6 56.5
+ BingSearch 68.9 55.6 78.8 57.4

RAG-Instruct (Llama2-7B)
+ DuckDuckGo 75.1 63.0 74.4 68.1

69.7 0.7+ WIKI 74.8 62.4 71.4 67.2
+ BingSearch 75.5 63.8 72.0 69.0

Table 11: Performance comparison of different retrieval
sources. AVG. represents the mean, and VAR. repre-
sents the variance.

C.2 Experiments on Different Retrieval1047

Source1048

To further explore the generalization of our method,1049

we investigate the impact of using different re-1050

trieval sources. Specifically, we further evaluate1051

our method on four single-hop QA tasks, includ-1052

ing ARC, PQA, TQA, and OBQA, utilizing Duck-1053

DuckGo, Wikipedia, and Bing Search as retrieval1054

sources during inference. As shown in Table 11,1055

our RAG-Instruct method demonstrates strong re-1056

silience to changes in retrieval sources compared1057

to Self-RAG and RQ-RAG. We use the official API1058

to obtain retrieval results.1059

While Self-RAG, primarily curated using 1060

Wikipedia, shows notable performance drops (3- 1061

5%) when switching to Bing Search (with a vari- 1062

ance of 1.9), and RQ-RAG similarly experiences 1063

performance inconsistencies (variance of 1.6), our 1064

RAG-Instruct method exhibits minimal perfor- 1065

mance fluctuations across different data sources. 1066

Specifically, the average performance of RAG- 1067

Instruct remains consistently high (69.7) with a 1068

variance of only 0.7, even when employing Duck- 1069

DuckGo, Wikipedia, or Bing Search for retrieval. 1070

This demonstrates that RAG-Instruct not only 1071

achieves higher overall performance but also main- 1072

tains exceptional robustness and stability across 1073

diverse retrieval sources, highlighting its superior 1074

generalization capabilities compared to existing 1075

methods. 1076

C.3 Experiments on Different Retrievers 1077

To further explore the generalization of RAG- 1078

Instruct across different retrievers, we also conduct 1079

experiments with the BM25 retriever (Robertson 1080

et al., 2009), and the results are shown in Table 12. 1081

The results indicate that our RAG-Instruct demon- 1082

strates excellent generalization across various re- 1083

trievers. 1084
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Open-ended Closed-set Multi-hop Domain-specific

WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)

Llama-3.1-8B 53.7 52.4 58.8 64.1 56.2 61.6 55.0 45.1 28.3 55.3 68.0
Llama-3.1-8B +RAG-Instruct 62.7 58.4 65.2 70.2 71.2 79.6 60.3 52.4 30.7 56.5 72.0

Table 12: Performance on BM25 retriever. Bold indicates the best experimental results. The datasets were fine-tuned
using identical hyperparameters.

C.4 Synthetic Data Cases.1085

We provide specific synthetic data cases, as shown1086

in Figure 4. For each RAG scenario, our synthetic1087

data closely aligns with the particular requirements1088

of that scenario. Additionally, we demonstrate1089

that Instruction Simulation generates questions that1090

closely resemble exemplar questions, significantly1091

enhancing diversity compared to those produced1092

without it. Given the high quality and diversity1093

of the synthesized dataset, Instruction Simulation1094

effectively ensures both attributes.1095

C.5 The effect of RAG-Instruct on Model’s1096

General Capabilities.1097

To evaluate the impact of fine-tuning on the RAG-1098

Instruct dataset on the model’s general capabilities,1099

we conducted systematic evaluations on two rep-1100

resentative and challenging general benchmarks:1101

MMLU and MMLU-Pro. Specifically, we fine-1102

tuned the Llama3.1-8B model, and the detailed1103

experimental results are presented in Table 13. As1104

shown in the table, our RAG-Instruct enhances1105

the capabilities of RAG without compromising the1106

model’s general capabilities.1107

Model
Accuracy

MMLU-Pro MMLU
LLaMA3.1-8B-Instruct 45.7 70.2
Llama-3.1-70B-Instruct 67.6 82.8
Llama3-8B + RAG-Instruct 44.2 72.5
Llama3-70B + RAG-Instruct 65.6 83.4

Table 13: Model Performance for RAG-Instruct trained
with Llama3.1-8B on MMLU and MMLU-Pro.

C.6 Integration with General Instruction1108

Datasets1109

As RAG-Instruct serves as an instruction-1110

tuning dataset, its integration with other general1111

instruction-tuning datasets is essential. To validate1112

this, we conducted experiments by mixing RAG-1113

Instruct with general instruction datasets during1114

the training of Llama3.1-8B-base. Specifically,1115

we sampled 5k data points from Evol-Instruct,1116

ShareGPT, SlimOrca, and Alpaca, combining them 1117

with RAG-Instruct, resulting in a total of 60k data 1118

points for fine-tuning. We then evaluated the model 1119

in both RAG and non-RAG scenarios. As shown 1120

in Table 14, our results demonstrate that: (1) RAG- 1121

Instruct effectively enhances the model’s RAG ca- 1122

pabilities, even when mixed with other instruction 1123

datasets. (2) Mixing RAG-Instruct with general in- 1124

struction data slightly improves the model’s general 1125

instruction-following abilities, but it also slightly 1126

diminishes its RAG capabilities. 1127

We plan to explore in future work the integration 1128

of RAG-Instruct with other types of instruction 1129

data, including more detailed investigations into 1130

the optimal mixing ratios and other related factors. 1131

D Detailed Prompts in our Experiments 1132

D.1 Prompts for dividing the datasets into five 1133

RAG scenarios. 1134

To explore the performance of RAG methods across 1135

five different scenarios, we use GPT-4o to catego- 1136

rize questions from two QA datasets: Single-hop 1137

QA (TriviaQA) and Multi-hop QA (HotPotQA), 1138

into relevant subsets based on the defined RAG 1139

scenarios. The prompts used for categorization are 1140

shown in Figure 6 (Single-hop QA) and Figure 7 1141

(Multi-hop QA). The final data volume for each 1142

subset is shown in Table 15. 1143

D.2 Prompts for synthesizing data for five 1144

RAG scenarios. 1145

We construct five RAG paradigms as described 1146

in Figure 8-12. To generate data for each RAG 1147

paradigm, we simply provide the randomly selected 1148

source documents <Documents> and the simulated 1149

instruction <Simulated Instruction>. 1150
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Open-ended Closed-set Multi-hop Domain-specific

WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed AVG
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)

RAG-Instruct with Retrieval 69.7 68.4 80.0 84.4 77.2 79.9 79.3 56.4 33.7 57.8 77.0 69.5
Mixed-data with Retrieval 68.8 68.3 79.1 84.7 77.5 79.1 76.8 57.4 33.8 56.8 76.2 68.9

Llama3.1-8B-Instruct w.o. Retrieval 59.3 28.3 63.1 60.2 62.0 64.1 49.6 33.9 10.6 - - 47.9
Mixed-data w.o. Retrieval 58.9 29.9 64.1 60.2 61.2 63.0 48.5 33.2 10.5 - - 47.7
RAG-Instruct w.o. Retrieval 57.6 28.4 63.2 61.2 60.6 62.8 47.7 33.4 10.1 - - 47.3

Table 14: The effect of mixing RAG-Instruct with general instruction data. "Mix-data" refers to the combination of
20K general instruction data with RAG-Instruct. All experiments are based on training the Llama3.1-8B model.

TriviaQA(Single-hop QA) HotpotQA (Multi-hop QA)

Helpful Midhelpful Helpless Helpful Midhelpful

Mumber of Data 5628 894 791 4015 3390

Table 15: Detailed information on dataset subsets categorized into five RAG scenarios.

Knowledge-Intensive Data Selection Prompt

{Question}
Please determine if retrieving external information would help answer the above question. If it helps, answer "True", otherwise
answer "False".

Figure 5: The prompt of filtering knowledge-intensive instructions from synthetic datasets

Dividing Prompt for Single-hop Question.

Documents:
{Doucments}

Question:
{Question}

Answer:
{Answer}

Based on the question and its answer, along with the provided documents, carefully review the documents to assess their
overall usefulness in answering the question. Avoid evaluating each document individually; instead, consider the documents
as a whole. Choose the most accurate option based on how much the documents contribute to the answer: 1. Very helpful:
The answer is directly provided in the documents. 2. Partially helpful: The documents offer supporting information or clues
but do not provide an explicit answer. 3. Not helpful: The documents do not contribute to answering the question. Please

directly respond with only the chosen option (1, 2, or 3).

Figure 6: The prompt for dividing the single-hop question answering datasets into five RAG scenarios.
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Task Template

Open-ended

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Please refer to the documents above and answer the following question:
{QUESTION}
### Response:

Domain-specific

OBQA & ARC

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Given four answer candidates, A, B, C and D, choose the best answer choice for the question.
Please refer to the documents above and answer the following question:
{QUESTION (Including Options) }
### Response:

Pub (FEVER)

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Is the following statement correct or not? Say true if it’s correct; otherwise, say false.
Please refer to the documents above and answer the following question:
{QUESTION}
### Response:

Multi-hop

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Please refer to the documents above and answer the following question:
{QUESTION}
### Response:

Domain-specific

CFQA

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Please refer to the documents above and answer the following question:
{PREVIOUS QUESTIONS ANSWERS}
{QUESTION}
### Response:

PubMed

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Please refer to the documents above and answer the following question:
Answer the question with “yes” or “no” or “maybe”.
{QUESTION}
### Response:

Table 16: Prompt templates in our Evaluation. For Open-ended and Close-set datasets, RETRIEVED DOCUMENTS
are sourced from the retrieval corpus (e.g., Wikipedia). For Multi-hop and Domain-specific datasets, RETRIEVED
DOCUMENTS come from the context provided in datasets.
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Dividing Prompt for Multi-hop Question.

Documents:
{Doucments}

Question:
{Question}

Answer:
{Answer}

Based on the question and answer provided, carefully review the given documents and assess their overall usefulness in
addressing the question. Avoid evaluating each document individually; instead, consider the documents as a whole. Choose
the most accurate option based on how much the documents contribute to the answer: 1. Very helpful: The answer can be
directly derived from multiple documents. 2. Partially helpful: The documents offer supporting information or clues but do
not provide an explicit answer. It needs further reasoning or more knowledge. Please directly respond with only the chosen

option (1, or 2).

Figure 7: The prompt for dividing the multi-hop question answering datasets into five RAG scenarios.

Useless Doc (r0)

<Documents>
[1] {<Document 1>}
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,

instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):
1. q* should be related to the <Documents>, but the <Documents> can not provide any useful information for answering q*.
2. a* should be able to answer q*, ensuring that the response a* is accurate, detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 8: The prompt for synthesizing Useless Doc (r0) data.
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Single-Doc Support (r1)

<Documents>
[1] {<Document 1>}
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,

instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):
1. <Documents> can support q* by providing useful information or hints, but they do not contain explicit answers.
2. a* should use useful information from <Documents> to aid in answering q*, ensuring that the response is accurate,
detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 9: The prompt for synthesizing Single-Doc Support (r1) data.

Multi-Doc Support (r2)

<Documents>
[1] {<Document 1>}
[2] {<Document 2>}
[3] ...
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):
1. Multiple documents within <Documents> can support q* by providing useful information or hints, but they do not contain
explicit answers.
2. a* should use useful information from <Documents> to aid in answering q*, ensuring that the response is accurate,
detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:
<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 10: The prompt for synthesizing Multi-Doc Support (r2) data.
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Single-Doc Answer (r3)

<Documents>
[1] {<Document 1>}
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,

instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):
1. Ensure that q* can be answered directly using the content of <Documents>, meaning its answer can be fully derived from
<Documents>.
2. a* should use the information from <Documents> to answer q* accurately, ensuring that the response is accurate, detailed,
and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement

and expression to the <Simulated Instruction> below:
<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 11: The prompt for synthesizing Single-Doc Answer (r3) data.

Multi-Doc Answer (r4)

<Documents>
[1] {<Document 1>}
[2] {<Document 2>}
[3] ...
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):
1. The answer to q* can be derived from multiple documents within <Documents>, involving multi-hop reasoning or the
integration of information from several documents.
2. a* should leverage the information in <Documents> to provide an accurate answer to q*, ensuring that the response is
accurate, detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:
<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 12: The prompt for synthesizing Multi-Doc Answer (r4) data.
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