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Abstract

The advent of large vision-language models (LVLMs) has spurred research into
their applications in multi-modal contexts, particularly in video understanding.
Traditional VideoQA benchmarks, despite providing quantitative metrics, often fail
to encompass the full spectrum of video content and inadequately assess models’
temporal comprehension. To address these limitations, we introduce MMBench-
Video, a quantitative benchmark designed to rigorously evaluate LVLMs’ pro-
ficiency in video understanding. MMBench-Video incorporates lengthy videos
from YouTube and employs free-form questions, mirroring practical use cases.
The benchmark is meticulously crafted to probe the models’ temporal reasoning
skills, with all questions human-annotated according to a carefully constructed
ability taxonomy. We employ GPT-4 for automated assessment, demonstrating
superior accuracy and robustness over earlier LLM-based evaluations. Utilizing
MMBench-Video, we have conducted comprehensive evaluations that include both
proprietary and open-source LVLMs for images and videos. MMBench-Video
stands as a valuable resource for the research community, facilitating improved
evaluation of LVLMs and catalyzing progress in the field of video understanding.
The evalutation code of MMBench-Video will be integrated into VLMEvalKit:
https://github.com/open-compass/VLMEvalKitl

1 Introduction

As a ubiquitous format for multimedia, video holds a pivotal role in people’s lives, serving purposes
such as knowledge dissemination, sharing life experiences, and entertainment. The rapid proliferation
of video content has reshaped communication, learning, and connection in the digital age. The vast
amount of online video content underscores the importance of algorithmic video understanding.
Current video understanding paradigms, which often focus on specific tasks [20, 166l [19]], typically
excel only on in-domain data. An ideal video understanding system should demonstrate robust
zero-shot capabilities, accurately discern contextual, emotional, and linguistic details within a video,
and engage in free-form dialogues with humans [31[39].

With the rapid development of Large Language Models (LLMs) [41} 152} 53], Large Vision Language
Models (LVLMs) [42, 51} 137, [17] have also seen significant advancements. Typical video-language
models developed by researchers utilize frame-level [39] or clip-level [34] visual features extracted
by vision encoders [47, 55, [23]], align these features with language embeddings via a projector, and
process these embeddings with a fine-tuned large language encoder [14]. The models are fine-tuned
with video instruction data and quantitatively assessed on free-form VideoQA benchmarks [[62}25L156]].
The current evaluation of Video-LLMs is characterized by the following limitations:
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Figure 1: Comparing mainstream LVLMs on MMBench-Video. Two radar graphs illustrate the performance
for each coarse (L-2) and each fine-grained (L-3) capability, respectively.

1. Short Videos: Existing VideoQA datasets primarily consist of short videos, typically lasting
less than a minute. Meanwhile, most web video content spans several minutes or longer, creating a
discrepancy between the evaluation benchmark and real-world application scenarios.

2. Limited Capabilities: Current VideoQA benchmarks are limited to several basic video tasks [24],
including concept existence, object relationship recognition, and activity recognition. There are more
fine-grained perception and reasoning capabilities [38]] not encompassed by existing benchmarks.
3. Biased Evaluation: Existing evaluation paradigms employ GPT-3.5 to score open-ended answers
generated by video-language models. Our preliminary study indicates that GPT-3.5-based evaluation
is less accurate and exhibits significant discrepancy relative to human preferences, diminishing the
credibility of the evaluation results.

To address these problems, we develop a new VideoQA benchmark, MMBench-Video, to evaluate the
effectiveness of LVLMs in video understanding. It incorporates approximately 600 web videos with
rich context from YouTube, spanning 16 major categories, including News, Sports, etc., covering most
video topics people watch in their daily lives. Each video ranges in duration from 30 secs to 6 mins,
to accommodate the evaluation of video understanding capabilities on longer videos. The benchmark
includes roughly 2,000 original question-answer (QA) pairs, contributed by volunteers, covering a
total of 26 fine-grained capabilities. During dataset collection, we implement quality control strategies
to explicitly increase the proportion of temporal indispensable questionsﬂ Quantitative statistics show
that MMBench-Video significantly differs from existing benchmarks in terms of temporal duration,
context richness, and temporal indispensability.

During evaluation, an LVLM produces free-form responses to visual questions. Given the variability
in the lengths and styles of ground-truth answers, accurately assessing these responses presents a
significant challenge. In light of the limitations observed in previous evaluations powered by GPT-3.5,
we propose the use of the more powerful GPT-4 for automated scoring. This approach prioritizes
semantic similarity while overlooking minor discrepancies in language organization. Employing a
carefully crafted evaluation prompt, our GPT-4-based evaluation exhibits improved quality in terms
of accuracy, consistency, and alignment with human judgment.

Based on MMBench-Video, we perform a thorough evaluation of mainstream LVLMs, including open-
source video-language models (Video-LLMs), as well as both open-source and proprietary LVLMs
for image understanding. We report their performance across diverse capabilities, as depicted in Fig.[T]
The performance rankings enable direct comparisons between models, revealing critical insights into

'A visual question is temporal indispensable if it can not be correctly solved by viewing any random frame.



their limitations. Surprisingly, existing Video-LLMs exhibit subpar performance on MMBench-Video,
significantly underperforming proprietary LVLMs and even lagging behind open-source LVLMs,
such as Idefics2 [28] and InternVL-Chat-v1.5 [13]]. To further investigate these models’ capabilities,
we employ image VQA benchmarks to assess their image understanding skills, again observing a
substantial gap between Video-LLMs and the state-of-the-art LVLMs. The comprehensive assessment
underscores the significant performance disparities between Video-LLMs and leading LVLMs in
both spatial and temporal understanding, highlighting areas requiring future improvement.

In summary, the contributions of this work are as follows:

e Innovative VideoQA Benchmark: MMBench-Video features long-form, diverse videos sourced
from the web, encompassing a broad spectrum of topics. It includes original, high-quality visual
questions crafted by volunteers, spanning dozens of fine-grained capabilities.

e Enhanced Scoring Methodology: We assess the limitations of using low-quality LLMs, such
as GPT-3.5, for scoring model responses. To address this, we implement a GPT-4-based evaluation
paradigm, which offers superior accuracy, consistency, and a closer alignment with human judgments.
e In-depth Evaluation: Our comprehensive assessment of various LVLMs on MMBench-Video
reveals detailed insights into their performance across multiple fine-grained capabilities. The results
underscore the current limitations of Video-LLMs in spatial and temporal understanding, guiding
future research and development.

2 Related Work

2.1 Large Vision-Language Models

The success of Large Language Models (LLMs) such as GPTs [47,[7, 42] and LLaMA [52, /53] has
spurred significant advancements in Large Vision-Language Models (LVLMs). Flamingo [3] has
demonstrated impressive few-shot capabilities by integrating gated cross-attention blocks to connect
pre-trained vision and language models. BLIP [30} [17] employs a Querying Transformer to bridge
the modality gap between a frozen image encoder and a language encoder. LLaVA [37]] leverages
GPT-4 to create instruction-following data for vision-language tuning, with its learning paradigm and
instruction tuning corpus being widely adopted by subsequent works [36} 11, [1, [16]. In the realm
of video-language models, Video-ChatGPT [39] aligns frame-level vision features with language
embeddings via a linear projector, whereas VideoChat [31] utilizes a learnable Q-former, inspired by
BLIP-2. Subsequent works like Video-LLaMA [[63] integrate audio features, and Video-LLaVA [34]
learns from a mixed dataset of images and videos. Additionally, proprietary APIs such as GPT-
[4v/40] [42], Gemini [51], and Reka [45] have been made publicly available, supporting various
input formats including single or multiple images. We present a comprehensive evaluation of existing
LVLMs, encompassing Video-LLMs as well as open-source and proprietary LVLMs for images,
using the proposed MMBench-Video to provide a detailed landscape of their capabilities.

2.2 Video Question Answering

Video Question Answering (VideoQA) is a critical method for assessing the depth of understanding
that models possess regarding video content. The research community has progressively developed
a wide array of VideoQA benchmarks, spanning various visual domains such as movies [50], TV
shows [29, 22]], video games [40], synthetic scenarios [61], and egocentric videos [21]]. These
benchmarks typically assess models trained on their respective training sets, demanding concise
answers for evaluation. However, Large Vision and Language Models (LVLMs), which are often not
trained on domain-specific data, face challenges in adapting to these benchmarks due to their diverse
answer styles. To mitigate this, Video-ChatGPT [39] employs GPT-3.5 as a scoring mechanism for
free-form responses from VLMs. The method was applied to evaluate several popular benchmarks [62]
2511561, covering topics including concept existence, objection relationship, and activity recognition.
Despite its broad adoption [34} 158, 48, 65]], this approach is limited by suboptimal accuracy and
stability, as well as poor alignment with human preferences. Additionally, those benchmarks primarily
consist of short videos, which contrasts with the typical length of web videos. In response, we present
MMBench-Video, a novel dataset tailored for longer videos, challenging models to generate detailed,
free-form responses to complex questions. We adopt GPT-4-based evaluation, which improves
correctness and robustness, offering a more stable evaluation strategy compared to previous methods.
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Figure 2: Overview of ability dimensions in MMBench-Video. Currently, MMBench-Video incorporates three
levels of ability dimensions (L-1 to L-3), encompassing 26 distinct leaf abilities.

3 MMBench-Video

In this section, we delve into the meticulous construction of MMBench-Video, outlining our strategic
approach to video question selection, the conceptualization and design of a comprehensive capability
taxonomy, and the innovative methods employed to enhance the temporal relevance and quality
of questions. Additionally, we present detailed statistics of MMBench-Video and contrast it with
existing VideoQA benchmarks, thereby illustrating its unique features and contributions to the field.

3.1 Benchmark Construction

Video Collection. To create a VideoQA benchmark, a prevalent approach involves generating
question-answer pairs for videos sourced from existing datasets. For example, MSRVTT-QA and
MSVD-QA are derived from video retrieval datasets [57,[10]], while ActivityNet-QA is constructed
using an action recognition dataset [8]]. Most existing VideoQA datasets are limited to short videos
with a constrained number of shots, exhibiting limited diversity in content. To develop a benchmark
that more closely mirrors the web video content commonly consumed by viewers, we propose the
creation of a long-form, multi-shot VideoQA benchmark. The benchmark draws its content directly
from YouTube, offering several distinct advantages. Firstly, YouTube’s extensive metadata, including
video titles, click metrics, and subtitles, provides valuable context for video understanding. Secondly,
as a leading global streaming platform, YouTube’s vast user base ensures the dataset’s diversity.

Drawing inspiration from the YouTube-8M [2] labels, our categorization scheme encompasses
16 major categories (Fig. [3), spanning from engaging topics like ‘Entertainment and Sports’ to
enlightening subjects such as ‘Science and Knowledge’. Volunteers are instructed to navigate through
YouTube and collect videos that align with these designated categories. In line with our objective
to amass long-form content, volunteers are directed to disregard videos with durations of less than
30 seconds. Although we impose no upper limit on the length of the web videos collected, all



Table 1: Comparing the statistics of MMBench-Video and other widely adopted VideoQA benchmarks.
When reporting the video statistics, we follow the format of “mean value (standard deviation)”.

Benchmarks QA pai_rs Numb'e_r pt‘ Question Length ~ Answer Length ~ Video Duration ~ Shot Number
Generation Capabilities mean(std) words  mean(std) words mean(std) sec mean(std)
MSVD-QA [56] Automatic 2 6.6(2.5) 1.0(0.0) 9.8(6.6) 2.43.4)
MSRVTT-QA [57] Automatic 2 7.4(3.4) 1.0(0.0) 15.1(5.2) 3.4(2.9)
TGIF-QA [25] Automatic/Human 4 9.7(2.3) 1.5(0.9) 3.7(2.0) 1.2(1.4)
ActivityNet-QA [62] Human 3 8.9(2.4) 1.3(0.7) 111.5(66.1) 12.9(20.9)
MMBench-Video Human 26 10.9(4.1) 8.4(7.7) 165.4(80.7) 32.6(33.5)

question-answer pairs composed for a video will be derived from a clip no longer than 6 minutes.
This helps maintain a practical balance between video duration and the task complexity.

Capability Taxonomy. Inspired by MMBench [38]], we have developped a 3-level (L-1 to L-3) hier-
archical capability taxonomy (Fig. [2). The top level encompasses two broad capabilities: Perception
and Reasoning. Besides the six L-2 capabilities inherited from MMBench, we further introduce three
additional L-2 capabilities specific to MMBench-Video: Hallucination, Commonsense Reasoning,
and Temporal Reasoning. Hallucination assesses whether a model is prone to generating content that
includes misleading or inaccurate information. Commonsense Reasoning evaluates a model’s ability
to integrate necessary commonsense knowledge into its reasoning processes. Temporal Reasoning
examines a model’s proficiency in understanding the relationships between events unfolding at
different video points. This taxonomy comprises a total of 26 leaf capabilities, which collectively
address a comprehensive spectrum of cognitive processes involved in video comprehension.

Composing Questions and Answers. A well-known issue in existing VideoQA benchmarks is
the prevalence of non-temporal questions, which are those that can be accurately answered based
on nearly any frame within a video, rendering them effectively ‘static’. These questions fail to
adequately assess a model’s ability to temporal understanding. In the curation of MMBench-Video,
we prioritize questions that necessitate temporal reasoning and strive to minimize the occurrence of
static questions. Recognizing the necessity of evaluating certain coarse perception capabilities, such
as Video Style and Video Topic, it is impractical to entirely eliminate static questions. Instead, we
focus on significantly reducing their proportion within the benchmark.

In MMBench-Video, each video is accompanied by multiple independent questions designed to
assess one or more specific leaf capabilities. For instance, a question that requires identifying and
counting a particular type of object would evaluate both Object Recognition and Counting capabilities.
To ensure the quality and relevance of the questions and their corresponding answers, volunteers
involved in the collection process are provided with the following five guidelines to adhere to:

1. Each question should evaluate one or multiple leaf capabilities within the established taxonomy.
2. You are encouraged to formulate temporal indispensable questions, as long as it’s feasible for
the corresponding video content and capability category.

3. Avoid including specific timestamps in the questions, such as “at 03:20 in the video”. Please use
relative expressions like “at the end of the video" or “before/after a specific event" instead.

4. The questions should be free-form and exhibit linguistic diversified. Besides standard formats
like What/Who/How, questions can also adopt a conversational styldﬂ

5. Please provide informative and detailed answers for each question.

All generated question-answer pairs in MMBench-Video will be subjected to a meticulous cross-
validation process to confirm their accuracy and adherence to the established guidelines. In addition
to this, we implement an LVLM-based filtering mechanism to identify and eliminate a portion of static
questions, as detailed in the supplementary material. The final MMBench-Video dataset comprises a
diverse selection of web videos sourced from YouTube, accompanied by human-composed, original
question-answer pairs designed to assess a comprehensive array of fine-grained capabilities.

Evaluation Paradigm. Given the varied length and style of ground-truth answers, automated robust
evaluation that aligns with human judgments can be challenging. To address this, we propose a 3-grade
marking scheme and utilize GPT-4 [42]] as our adjudicator. GPT-4 assigns a score from 0 to 3 based

2For example, “What is the score of the football game in the video?" (a “what” question) can be expressed as
“Tell me the winning team and the final score." (conversation style).
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Benchmark MSVD TGIF MSRVTT ActivityNet
Input Frames 1 8 1 8 1 8 1 8
Original Score 2.62 2.93 2.66 3.18 2.01 2.33 2.65 3.05
Normalized Score 524 58.6 532 63.6 40.2 46.6 53.0 61.0
 Score[lfl/Score-[81] | 8.4% | 80.5% | 863% | 87.0%
Benchmark EgoSchema Video-MME* Next-GQA MMBench-Video
Input Frames 1 8 1 8 1 8 1 8
Original Score 0.65 0.70 0.54 0.68 0.78 0.84 0.78 1.63
Normalized Score 65.0 70.0 54.0 68.0 78.0 84.0 26.0 54.3
 Score[f]/Score-[8f] | 8.6% | 794% | 929% | 4 478%

Table 2: Comparing the temporal indispensability of existing VideoQA benchmarks. MMBench-Video
adopts a different grading paradigm compared to other benchmarks (3-grade vs. 5-grade). We calculate the
‘Normalized Score’ (normalize to 0-100) to ease the cross-benchmark comparisons. Benchmarks with smaller
1-frame scores and Score-[1f] / Score-[8f] ratio feature better temporal indispensability. For Video-MME, we
excluded long-duration videos in this comparison to better align with other datasets.

on the content similarity between the model’s output and the ground truth. Our experiments show
that this evaluation framework exhibits strong consistency and alignment with human assessments.

3.2 Dataset Statistics

MMBench-Video comprises 609 video clips across 16 major categories, as depicted in Fig. 3)), with
durations spanning from 30 seconds to 6 minutes. The dataset has an average video length of 165
seconds, totaling 28 hours in aggregated duration. The duration distribution of the clips within
MMBench-Video is illustrated in Fig. EI The dataset includes 1,998 question-answer (QA) pairs,
with each QA assessing one or multiple capabilities of a vision-language model. The distribution
of QAs corresponding to each capability is visualized in Fig.[2] To highlight the distinct value of
MMBench-Video, we compare its statistics with those of existing VideoQA benchmarks:

Duration & Shot Numbersﬂ. MMBench-Video is specifically designed as a long-form, multi-shot
video dataset. As indicated in Tab. [T] our dataset boasts a substantially greater average duration than
existing benchmarks. As shown in Fig.[5} videos in our benchmark display a long-tail distribution in
shot numbers, with a maximum of 210 shots. This significantly surpasses all other benchmarks in
average shot count.

Linguistic Characteristics of QAs. MMBench-Video features free-form video QA with rich
linguistic diversity. In benchmarks such as MSVD-QA and MSRVTT-QA, questions are automatically
generated and invariably begin with pronouns such as ‘what’, ‘who’, efc. Conversely, a significant
proportion of questions in MMBench-Video are framed in a conversational manner, enhancing
linguistic diversity (further details are available in the supplementary materials). Regarding answers,
previous VideoQA benchmarks often provide responses that are limited to a single word or a brief
phrase. In contrast, MMBench-Video strives to offer more comprehensive answers that extend beyond
a single word. This is evident in the distribution of answer lengths, as shown in Tab. m

Capability Coverage. Existing benchmarks typically cover only a limited set of fine-grained
capabilities [24] and often lack an explicit capability taxonomy. For instance, the majority of
questions in MSVD-QA and MSRVTT-QA assess the ability to determine the existence of concepts

*We adopt the open-source tools scenedetect [9] to obtain the shot number of a video.



(such as humans or objects) and to recognize relationships between objects. In contrast, ActivityNet-
QA and TGIF-QA extend this by including assessments of activity recognition and repetition counting.
In MMBench-Video, we have established a comprehensive taxonomy encompassing 26 fine-grained
capabilities, with each capability being evaluated using dozens to hundreds of original QAs.

Temporal Indispensability. In contrast to existing VideoQA benchmarks, MMBench-Video is
designed to be temporal indispensable. In a preliminary study, we find that a great proportion of QAs
in existing datasets can be correctly answered by LVLMs without providing the temporal context.
The underlying factors can be categorized into two primary ones: (1) The brevity of source videos,
characterized by the limited number of shots, allows for its content to be adequately represented
by a single frame. (2) Many of the QAs are too simplistic and can be answered through guesswork
rather than comprehension. For instance, MSVD-QA and MSRVTT-QA are replete with ‘who’
questions, which are commonly answered with general terms like ‘someone’, ‘man’, or ‘woman’. In
MMBench-Video, we have made significant efforts to mitigate these factors.

To quantitatively measure the temporal indispensability of each VideoQA benchmark, we randomly
sample 1000 QAs from orginal VideoQA datasets and comprehensive video understanding benchmark,
and conduct a study on the subsets as well as MMBench-Video. We evaluate GPT-40 (by far the most
powerful LVLM) on these benchmarks under 1-frame and 8-frame settings, and present the results
in Tab. 2] Notably, GPT-40 using a 1-frame input achieves a normalized score of approximately
50%, retaining over 75% of its performance compared to an 8-frame input across previous VideoQA
datasets. Even the latest benchmarks for comprehensive video understanding struggle to fully assess
a model’s temporal capabilities. In contrast, when assessed on the MMBench-Video, GPT-40 using
a 1-frame input preserves only 47.8% of its efficacy compared to its performance with an 8-frame
input, yielding a normalized score of just 26.0%. This marked difference underscores the temporal
importance of MMBench-Video.

4 Experiment

Utilizing MMBench-Video, we assess a diverse array of large vision-language models (LVLMs),
encompassing Video-LLMs and image-based LVLMs, both open-source and proprietary. For Video-
LLMs, we utilize the default hyperparameters specified in their respective open-source implementa-
tions for inference. For image-based LVLMs, we conduct evaluations based on VLMEvalKit [15],
employ greedy decoding during inference and cap the maximum number of output tokens at 512.

4.1 Main Results

Open-Source Video-LLMs. We first identify and evaluate representative open-source Video-LLMs
using MMBench-Video. Adhering to their default settings, these Video-LLMs process a sequence
of video frames, with the number of frames varying from eight to dozens. Interestingly, we observe
that all Video-LLMs exhibit comparably subpar performance on MMBench-Video, despite notable
performance disparities on other benchmarks. For instance, VideoChat2 surpasses Video-ChatGPT
by 18% on the MSVD-QA score (3.9 vs. 3.3), yet the performance gap narrows to just 6% on the
MMBench-Video score (0.99 vs. 0.93). All video LLMs attain an average score close to 1 (out of a
total of 3), with the top-performing model LLaVA-NeXT-Video [64] reaching a mere 1.14. These
findings suggest that the current state of video models’ proficiency in understanding MMBench-Video
is nascent, underscoring the challenges and emphasizing the necessity for advancements in video
LLMs to enhance their capability and effectiveness in interpreting varied video content.

Open-Source LVLMs for Images. A significant number of LVLMs [18],137, 16} 159, 128 [13], 44} 54]]
have been developed to comprehend image content and execute visual reasoning tasks. During
our evaluation, we focused on LVLMs that support the multi-image inference interface. We assess
several prominent open-source LVLMs: Idefics2-8B [28], Qwen-VL-Chat [6], mPLUG-OwI2 [60],
InternVL-Chat-v1.5 [[13]], InternVL2 [13] and VILA1.5 [35] using MMBench-Video. To ascertain
the models’ ability to effectively leverage multiple input frames, we evaluated them under two
distinct settings: 1-frame and 8-frame inputs. Results in Tab. 3| indicate that all models, except
Qwen-VL-Chat, exhibit a substantial enhancement in performance when utilizing 8 frames compared
to a single frame. Notably, VILA-1.5-40B emerges as the top performer, achieving an impressive
average score of 1.61 with 14 frames as inputs, significantly surpassing all other evaluated video
LLMs.



Model Overall Perception Reasoning
Mean | CP FP-S FP-C HL | Mean | LR AR RR CSR TR | Mean
LLMs
GPT-4o [43] | 025 [003 o011 007 1.82] 006 | 039 055 032 030 055 ] 045
Open-Source Video-LLMs
Video-ChatGPT-[100f] [39] 093 | 091 094 081 039] 090 | 070 1.15 112 084 094 | 097
Video-LLaVA-[8f] [34] 105 | 114 108 088 050 | 1.04 | 072 123 103 089 097 | 0.99
Chat-Uni Vi-[64f] [26] 099 | 1.07 100 093 039 | 098 | 059 118 114 075 098 | 097
LLaMA-VID-[1fps] [33] 108 | 130 1.09 093 042 | 1.09 | 071 121 108 083 1.04 | 1.02
VideoChat2-[16f] [32] 099 | 118 094 098 066 | 098 | 042 113 124 086 094 | 095
MiniGPT4-Video-[90f] 3] 070 | 076 055 054 144 | 062 | 062 103 105 062 082 | 085
MovieLLM-[1fps] [49] 087 | 095 08 070 015| 081 | 052 112 122 054 105 | 097
PLLaVA-7B-[16f] (58] 103 | 108 106 086 052 | 1.02 | 064 125 1.17 098 101 | 1.03
ShareGPT4Video-8B-[16f%] [T2] | 1.05 | 120 1.05 100 032 | 1.04 | 089 106 119 101 099 | 1.03
VideoStreaming-[64f+] [46] 112 | 138 113 08 032 | 113 | 077 127 111 101 110 | 1.09
LLaVA-NeXT-Video-[32f] [64] 114 | 135 115 097 058 | 114 | 064 138 130 127 1.03 | 1.13
Open-Source LVLMs for Images

Idefics2-8B-[ 1] [28] 095 | 1.06 085 081 135 090 | 073 1.14 108 109 104 | 1.03
Idefics2-8B-[8f] 110 | 123 107 089 077 | 1.06 | 077 127 141 1L11 114 | 116

" Qwen-VL-Chat-[1f][6] | 060 | 072 059 053 116| 063 | 058 0.60 054 053 047 | 053
Qwen-VL-Chat-[8f] 052 | 044 062 033 015| 053 | 045 059 050 036 037 | 045

 mPLUG-Owl2-{1f] [60] | 085 | 1.05 079 079 068 | 0.83 | 054 106 105 074 083 | 086
mMPLUG-OwI2-[8f] 115 | 134 118 099 027 | 1.15 | 063 133 130 1.03 111 | LI11

" InternVL-ChatvL.5-[1f] [I3] | 0.84 | 098 072 078 144 | 080 | 057 102 1.12 083 088 | 090
InternVL-Chat-v1.5-[8f] 126 | 151 122 101 121 | 125 | 088 140 148 128 1.09 | 1.22
InternVL2-26B-[16f] 141 | 156 148 123 052 | 142 | 1.06 161 145 138 123 | 135

 VILAL5-13B-[14f] B3] | 136 | 151 145 126 024 | 139 | 080 152 130 140 128 | 1.28
VILA1.5-40B-[14f] 161 | 178 172 135 047 | 1.63 | 1.12 178 161 148 145 | 1.52

Proprietary LVLMs for Images

Claude-3v-Opus-[4f] [4] 119 | 137 111 100 156 ] 1.16 | 112 135 136 117 1.05 | 120

" Gemini-Pro-v1.0-[8f] (511 | 149 | 172 150 128 079 | 149 | 102 1.66 158 159 140 | 145
Gemini-Pro-v1.0-[16f] 148 | 161 156 130 065 | 150 | 115 157 155 136 133 | 1.39

" Gemini-Pro-v1.5-[8f] 511 | 130 | 1.51 130 098 203 | 132 | 1.06 162 136 125 094 | 122
Gemini-Pro-v1.5-[16f] 160 | 1.81 159 160 200 | 161 | 158 177 169 180 124 | 155
Gemini-Pro-v1.5-[1fps] 194 | 199 204 170 190 | 198 | 198 202 192 178 1.63 | 186

D GPT4v-[81[#2] | 153 | 168 145 143 179 | 151 | .14 181 170 159 139 | 152
GPT-4v-[16f] 168 | 1.83 165 140 176 | 166 | 145 191 1.86 1.83 153 | 169

CGPT4o-[If1[@3] | 070 | 099 061 053 219 | 073 | 047 082 063 069 044 | 059
GPT-4o0-[8f] 162 | 182 159 143 195 | 1.63 | 133 189 1.60 1.60 144 | 157
GPT-4o-[16f] 186 | 203 188 167 213 | 1.89 | 178 195 178 190 1.68 | 1.80
GPT-4o-[1fps] 215 | 223 224 201 190 | 219 | 211 212 217 194 197 | 2.08

Table 3: Evaluation Result of Video Models on MMBench-Video. CP, FP[S], FP[C], HL stands for four L-2
perception capabilities: Coarse Perception, Single-Instance Finegrained Perception, Cross-Instance Finegrained
Perception, and Hallucination. LR, AR, RR, CSR, TR stand for five reasoning capabilities: Logic, Attribute,
Relation, Commonsense, and Temporal Reasoning. All scores are based on a 3-grade marking scheme: 0 for
worst, 3 for best. -[/Nf] indicates the method take N frames uniformly sampled from a video as input. -[ Nfps]
indicates the method uses /N frames per second uniformly sampled from a video as input. Among Open-Source
Video-LLMs, ShareGPT4Video-8B-[16f*] follows the IG-VLM [27]] strategy and presents 16 framesina 4 x 4
grid. VideoStreaming-[64f+] accepts streaming videos and takes at least 64 frames as inputs.



Model MMBench MMStar

FP-S FP-C cp LR AR RR Overall Cp Fp IR LR Math ST Overall

Open-Source Video-LLMs
Video-ChatGPT 41.87 2737 3287 13.71 53.05 30.46 34.50 40.80 2480  36.00 2600 28.00 22.40 29.67
Video-LLaVA 5744 4246 6298 1452 68.90  43.10 5232 5520 2040 37.60 2520  25.60 24.00 31.33
Chat-UniVi 47.75 3575 5718 9.68 62.19 3391 45.04 50.00  30.80  42.80  30.40  30.00  24.40 34.73
VideoChat2 4291 3072 54.14 7.26 54.88  32.18 41.02 47.60 2280  32.80 2720  26.40 13.20 28.33
PLLaVA-7B 59.17  40.78  60.50 1774 5854 58.05 52.79 53.60 3440  40.80 3240  30.00 17.20 34.73
Open-Source LVLMs for Images

MiniCPM-V-2 78.89  50.84 7293  26.61 75.00  65.52 66.02 58.00 3240 50.00 3840  32.80  22.80 39.07
LLaVA-v1.5-7B 69.90 5698  70.17 2581 67.07  53.45 61.38 5720 2440 4160 2840 2640 2040 33.07
InternVL-Chat-v1.5 88.58  73.18 8094 5806 8598  80.46 79.95 7040 5280 6520 5840  56.00 39.60 57.07
Idefics2-8B 81.31 6536 7320 4194 8049  76.44 72.29 66.00 4240  61.60  49.60  40.00 37.20 49.47
Phi-3-Vision 78.89 6145 76.80 4758  79.27  74.14 72.29 60.00 3880 59.20 4520 4240  40.80 47.73

Table 4: Comparison of Image Models and Video Models on MMBench and MMStar. We follow the
official practice to perform evaluation on these two benchmarks. For MMBench, we report the results on
MMBench-DEV-EN-v1.1. We adopt the abbreviations for capabilities that are defined in the original papers.

Model Subtitle (;\Zerall Perception Reasoning
ean Ccp FP-S FP-C HL Mean LR AR RR CSR TR Mean
GPTAo x 0.29 0.03 0.10 0.08 1.84 0.16 038 0.51 046 0.18 0.79 0.54
v 1.22 1.17 1.18 0.87 1.90 1.17 0.69 1.40 1.33 0.71 1.62 1.31
x 1.66 1.90 1.63 1.52 1.88 1.68 1.61 1.87 1.50 1.52 1.65 1.63
GPT-40-[8f]
v 1.94 1.98 1.92 1.71 1.72 1.90 2.05  2.07 1.97 2.00 1.99 2.01
x 1.90 2.13 1.86 1.56 2.20 1.90 226  2.04 1.47 2.00 1.85 1.91
GPT-40-[16f]
v 2.05 2.14 2.07 1.79 1.64 2.04 231 222 1.78 2.33 2.05 2.12

Table 5: GPT-40’s performance can be further improved by incorporating YouTube generated subtitles.
We report the performance on a subset of MMBench-Video, for which the auto generated subtitles are available.

Proprietary LVLMs for Images. Unlike their open-source counterparts, most proprietary LVLMs
accept arbitrary interleaved images and text as input. We evaluate several proprietary LVLMs,
including Claude-3v, Gemini-Pro-v[1.0/1.5], GPT-4v, and GPT-40 on MMBench-Video with varying
numbers of frames. Claude-3v struggles with 8-frame inputs and is only evaluated under the 4-frame
setting. As anticipated, it exhibits the poorest performance among proprietary LVLMs when handling
multiple frames. In contrast, other proprietary models demonstrate notably superior performance
compared to the state-of-the-art open-source VILA-1.5. Particularly impressive is GPT-40, which,
when processing 16 frames, achieves an outstanding overall score of 1.86. This result positioned
GPT-40 63% ahead of the best open-source video LLM and 16% ahead of the best open-source
image LVLM. To assess the potential of advanced proprietary models, we experiment with the fps
sampling method. By increasing the number of video frames, the model’s perception improves as
adjacent frames provide mutual support, resulting in more accurate interpretations. This approach
also captures previously missed content, enhancing the model’s ability to answer questions reliant on
such information and boosting its reasoning skills. The only observed drawback is a slight increase
in hallucination, possibly due to excessive video content leading to responses not grounded in reality.

4.2 Performance of Video-LLMs on Image VQA Benchmarks

Intuitively, a Video-LLM is expected to not only possess all capabilities of an image-based LVLM
but also exhibit video-specific competencies, such as future prediction or causal reasoning. In
light of the underwhelming performance of Video-LLMs on MMBench-Video, we broaden our
evaluation to include image VQA benchmarks to determine if these models have the necessary skills
for comprehending static content. We evaluate five Video-LLMs on two extensive image VQA
benchmarks: MMBench [38]] and MMStar [[13]]. To accommodate the input format of Video-LLMs,
we create pseudo video clips by duplicating static frames, which then serves as the input for the
evaluation. In Tab. ] we list the performance of Video-LLMs alongside several representative
image LVLMs for comparative analysis. On both benchmarks, existing Video-LLMs exhibit subpar
performance. Notably, top-performing Video-LLMs such as PLLaVA and Video-LLaVA show
performance that is either on par with or inferior to LLaVA-v1.5-7B, a rudimentary baseline for
image multimodal understanding, and significantly trail behind the state-of-the-art image LVLM,



LVLM LVLM
Video-LLaVA GPT-4 ideo- .

Judge Model ideo-LLaVA G 0 Judge Model Video-LLaVA GPT-40
1106 2.09 245 1106 0.98 0.815

GPT-3.5-Turb GPT-3.5-Turb
e o613 1.80 211 ™0 613 0.89 0.685
1106 105 162 1106 036 0.295

4. GPT-4-Turb
GPT-4-Turbo 0125 0.90 1.61 urbo 0125 036 0.255
Qwen2-72B-Instruct 1.15 1.80 Qwen2-72B-Instruct 0.41 0.320

Table 6: Evaluation results obtained with different Table 7: The mean absolute error (MAE) of dif-
GPT judges on MMBench-Video. The overall mean ferent GPT Judges with human preferences on a
scores are reported. randomly selected subset.

InternVL-v1.5. This evaluation underscores the current limitations in the spatial understanding
capabilities of Video-LLMs.

4.3 Incorporating Speech Further Improves Proprietary LVLMs

Video inherently comprises both visual and audio signals. However, the majority of existing LVLMs
for video understanding predominantly focus on visual features, often neglecting the valuable in-
formation embedded in audio signals. To explore the potential impact of integrating audio features
on video understanding, we conducted experiments using video title tracks (VTT) sourced from
YouTube, which are automatically generated through speech recognition techniques. We incorporate
these subtitles into the prompt as supplementary context. Experimental results in Tab. [5|reveal that
the inclusion of audio/speech information enhances the performance of the state-of-the-art proprietary
model, GPT-4o. The subtitles offer a rich source of high-density information, facilitating the LLM’s
ability to accurately address the questions, thereby leading to a comprehensive performance im-
provement. Nonetheless, the increased information richness also heightens the risk of hallucinations,
where the model may produce responses about non-existent content. The effectiveness hinges on the
information density and the level of redundancy, necessitating a careful balance in applications.

4.4 The Superior Performance of GPT-4 as a Judge

Due to the discrepancy between the predictions of Video-LLM and the ground truth answers, existing
VideoQA benchmarks largely rely on a judge model to assess the model responses. The capability
of judge models can significantly influence the final results. To quantitatively study the impact of
judge models, we utilize different versions of GPT-3.5 and GPT-4 for evaluation and report the results
in Tab.[6] We observe that GPT-3.5 tends to assign higher scores (typically 2 and 3), which can
result in inflated final results and potential inaccuracies. To investigate the alignment with human
preferences across different judge models, we conduct study based on a randomly selected subset
of 100 questions. Two of the authors manually rate the responses from Video-LLaVA and GPT-4o,
and we then report the mean absolute error between different judge models and the averaged human
ratings. Tab. [7]shows that GPT-3.5 exhibits a significantly larger discrepancy with human preferences
and greater inter-version variance. In contrast, Qwen2-72B-Instruct aligned more closely with human
ratings, suggesting the potential of using advanced open-source LLMs as evaluators. Compared to
the other two, GPT-4 demonstrated greater resistance to manipulation and fairly evaluated predictions
without bias, supporting its role as an evaluator for the MMBench-Video benchmark.

5 Conclusion

This work introduces MMBench-Video, a novel long-form, multi-shot VideoQA benchmark specifi-
cally designed to evaluate the capabilities of LVLMs in understanding video content. MMBench-
Video encompasses a diverse range of video topics and fine-grained capabilities. Extensive evaluations
on MMBench-Video allow us to identify significant performance limitations among existing Video-
LLMs in both spatial and temporal understanding.

10



Acknowledgement

This project is supported by the National Key R&D Program of China (No.2022ZD0161600),
the Shanghai Postdoctoral Excellence Program (No0.2023023), China Postdoctoral Science Fund
(N0.2024M751559), and Shanghai Artificial intelligence Laboratory. This project is funded in part by
the Centre for Perceptual and Interactive Intelligence (CPII) Ltd under the Innovation and Technology
Commission (ITC)’s InnoHK. Dahua Lin is a PI of CPII under the InnoHK.

References

(1]
(2]

(3]

[4

—_

(3]

[6

—_

[7

—

[8

—

[9

—

(10]

(11]

[12]

[13]

(14]

(15]

[16]

01-ai. Yi-vl. https://huggingface.co/01-ai/Yi-VL-34B, 2023.

Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev, George Toderici, Balakrishnan Varadarajan,
and Sudheendra Vijayanarasimhan. Youtube-8m: A large-scale video classification benchmark, 2016.

Jean-Baptiste Alayrac, Jeff Donahue, Pauline Luc, Antoine Miech, Iain Barr, Yana Hasson, Karel Lenc,
Arthur Mensch, Katherine Millican, Malcolm Reynolds, et al. Flamingo: a visual language model for
few-shot learning. Advances in Neural Information Processing Systems, 35:23716-23736, 2022.

Anthropic. Introducing the next generation of claude. https://www.anthropic.com/news/claude-3-family,
2024.

Kirolos Ataallah, Xiaogian Shen, Eslam Abdelrahman, Essam Sleiman, Deyao Zhu, Jian Ding, and
Mohamed Elhoseiny. Minigpt4-video: Advancing multimodal Ilms for video understanding with interleaved
visual-textual tokens. arXiv preprint arXiv:2404.03413, 2024.

Jinze Bai, Shuai Bai, Shusheng Yang, Shijie Wang, Sinan Tan, Peng Wang, Junyang Lin, Chang Zhou, and
Jingren Zhou. Qwen-vl: A frontier large vision-language model with versatile abilities. arXiv preprint
arXiv:2308.12966, 2023.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language models are few-shot learners.
Advances in neural information processing systems, 33:1877-1901, 2020.

Fabian Caba Heilbron, Victor Escorcia, Bernard Ghanem, and Juan Carlos Niebles. Activitynet: A
large-scale video benchmark for human activity understanding. In Proceedings of the ieee conference on
computer vision and pattern recognition, pages 961-970, 2015.

Brandon Castellano. Pyscenedetect. Last accessed, 2020.

David Chen and William B Dolan. Collecting highly parallel data for paraphrase evaluation. In Proceedings
of the 49th annual meeting of the association for computational linguistics: human language technologies,
pages 190-200, 2011.

Lin Chen, Jisong Li, Xiaoyi Dong, Pan Zhang, Conghui He, Jiagi Wang, Feng Zhao, and Dahua Lin.
Sharegpt4v: Improving large multi-modal models with better captions. arXiv preprint arXiv:2311.12793,
2023.

Lin Chen, Xilin Wei, Jinsong Li, Xiaoyi Dong, Pan Zhang, Yuhang Zang, Zehui Chen, Haodong Duan,
Bin Lin, Zhenyu Tang, et al. Sharegpt4video: Improving video understanding and generation with better
captions. arXiv preprint arXiv:2406.04325, 2024.

Zhe Chen, Weiyun Wang, Hao Tian, Shenglong Ye, Zhangwei Gao, Erfei Cui, Wenwen Tong, Kongzhi
Hu, Jiapeng Luo, Zheng Ma, et al. How far are we to gpt-4v? closing the gap to commercial multimodal
models with open-source suites. arXiv preprint arXiv:2404.16821, 2024.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng, Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan
Zhuang, Yonghao Zhuang, Joseph E Gonzalez, et al. Vicuna: An open-source chatbot impressing gpt-4
with 90%* chatgpt quality. See https://vicuna. lmsys. org (accessed 14 April 2023), 2023.

OpenCompass Contributors. Opencompass: A universal evaluation platform for foundation models.
https://github.com/open-compass/opencompass, 2023.

XTuner Contributors. Xtuner: A toolkit for efficiently fine-tuning llm. https://github.com/InternLM/
xtuner, 2023.

11


https://github.com/open-compass/opencompass
https://github.com/InternLM/xtuner
https://github.com/InternLM/xtuner

[17]

(18]

(19]

(20]

(21]

(22]

(23]

[24]

[25]

[26]

(27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

[35]

Wenliang Dai, Junnan Li, Dongxu Li, Anthony Meng Huat Tiong, Junqi Zhao, Weisheng Wang, Boyang
Li, Pascale Fung, and Steven Hoi. Instructblip: Towards general-purpose vision-language models with
instruction tuning. arXiv preprint arXiv:2305.06500, 2023.

Xiaoyi Dong, Pan Zhang, Yuhang Zang, Yuhang Cao, Bin Wang, Linke Ouyang, Xilin Wei, Songyang
Zhang, Haodong Duan, Maosong Cao, Wenwei Zhang, Yining Li, Hang Yan, Yang Gao, Xinyue Zhang,
Wei Li, Jingwen Li, Kai Chen, Conghui He, Xingcheng Zhang, Yu Qiao, Dahua Lin, and Jiaqi Wang.
Internlm-xcomposer2: Mastering free-form text-image composition and comprehension in vision-language
large model. arXiv preprint arXiv:2401.16420, 2024.

Haodong Duan, Yue Zhao, Yuanjun Xiong, Wentao Liu, and Dahua Lin. Omni-sourced webly-supervised
learning for video recognition. In European conference on computer vision, pages 670-688. Springer,
2020.

Christoph Feichtenhofer, Haoqi Fan, Jitendra Malik, and Kaiming He. Slowfast networks for video
recognition. In Proceedings of the IEEE/CVF international conference on computer vision, pages 6202—
6211, 2019.

Difei Gao, Ruiping Wang, Ziyi Bai, and Xilin Chen. Env-qa: A video question answering benchmark for
comprehensive understanding of dynamic environments. In Proceedings of the IEEE/CVF International
Conference on Computer Vision (ICCV), pages 1675-1685, 2021.

Noa Garcia, Mayu Otani, Chenhui Chu, and Yuta Nakashima. Knowit vqa: Answering knowledge-based
questions about videos. In Proceedings of the Thirty-Fourth AAAI Conference on Artificial Intelligence,
2020.

Rohit Girdhar, Alaaeldin ElI-Nouby, Zhuang Liu, Mannat Singh, Kalyan Vasudev Alwala, Armand Joulin,
and Ishan Misra. Imagebind: One embedding space to bind them all. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pages 15180-15190, 2023.

Madeleine Grunde-McLaughlin, Ranjay Krishna, and Maneesh Agrawala. Agqa: A benchmark for
compositional spatio-temporal reasoning, 2021.

Yunseok Jang, Yale Song, Youngjae Yu, Youngjin Kim, and Gunhee Kim. Tgif-qa: Toward spatio-temporal
reasoning in visual question answering. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 2758-2766, 2017.

Peng Jin, Ryuichi Takanobu, Caiwan Zhang, Xiaochun Cao, and Li Yuan. Chat-univi: Unified visual
representation empowers large language models with image and video understanding. arXiv preprint
arXiv:2311.08046, 2023.

Wonkyun Kim, Changin Choi, Wonseok Lee, and Wonjong Rhee. An image grid can be worth a video:
Zero-shot video question answering using a vlm. arXiv preprint arXiv:2403.18406, 2024.

Hugo Laurencon, Lucile Saulnier, Léo Tronchon, Stas Bekman, Amanpreet Singh, Anton Lozhkov, Thomas
Wang, Siddharth Karamcheti, Alexander M. Rush, Douwe Kiela, Matthieu Cord, and Victor Sanh. Obelics:
An open web-scale filtered dataset of interleaved image-text documents, 2023.

Jie Lei, Licheng Yu, Mohit Bansal, and Tamara L Berg. Tvqa: Localized, compositional video question
answering. In EMNLP, 2018.

Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi. Blip-2: Bootstrapping language-image pre-training
with frozen image encoders and large language models. arXiv preprint arXiv:2301.12597, 2023.

KunChang Li, Yinan He, Yi Wang, Yizhuo Li, Wenhai Wang, Ping Luo, Yali Wang, Limin Wang, and Yu
Qiao. Videochat: Chat-centric video understanding. arXiv preprint arXiv:2305.06355, 2023.

Kunchang Li, Yali Wang, Yinan He, Yizhuo Li, Yi Wang, Yi Liu, Zun Wang, Jilan Xu, Guo Chen, Ping
Luo, et al. Mvbench: A comprehensive multi-modal video understanding benchmark. arXiv preprint
arXiv:2311.17005, 2023.

Yanwei Li, Chengyao Wang, and Jiaya Jia. Llama-vid: An image is worth 2 tokens in large language
models. 2024.

Bin Lin, Bin Zhu, Yang Ye, Munan Ning, Peng Jin, and Li Yuan. Video-llava: Learning united visual
representation by alignment before projection. arXiv preprint arXiv:2311.10122, 2023.

Ji Lin, Hongxu Yin, Wei Ping, Yao Lu, Pavlo Molchanov, Andrew Tao, Huizi Mao, Jan Kautz, Mohammad
Shoeybi, and Song Han. Vila: On pre-training for visual language models, 2023.

12



(36]

(37]

(38]

(39]

[40]
[41]
[42]
[43]

[44]
[45]

[46]

[47]

(48]

[49]

(50]

[51]

(52]

(53]

[54]

Haotian Liu, Chunyuan Li, Yuheng Li, and Yong Jae Lee. Improved baselines with visual instruction
tuning. arXiv preprint arXiv:2310.03744, 2023.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae Lee. Visual instruction tuning. arXiv preprint
arXiv:2304.08485, 2023.

Yuan Liu, Haodong Duan, Yuanhan Zhang, Bo Li, Songyang Zhang, Wangbo Zhao, Yike Yuan, Jiaqi Wang,
Conghui He, Ziwei Liu, Kai Chen, and Dahua Lin. Mmbench: Is your multi-modal model an all-around
player?, 2023.

Salman Khan Muhammad Maaz, Hanoona Rasheed and Fahad Khan. Video-chatgpt: Towards detailed
video understanding via large vision and language models. ArXiv 2306.05424, 2023.

Jonghwan Mun, Paul Hongsuck Seo, Ilchae Jung, and Bohyung Han. Marioqa: Answering questions by
watching gameplay videos. In Proceedings of the IEEE International Conference on Computer Vision,
pages 2867-2875, 2017.

OpenAl. Chatgpt. https://openai.com/blog/chatgpt} 2023.

OpenAl. Gpt-4 technical report, 2023.

OpenAl. Hello gpt-4o. https://openai.com/index/hello-gpt-40, 2024.

OpenBMB. Minicpm: Unveiling the potential of end-side large language models, 2024.

Aitor Ormazabal, Che Zheng, Cyprien de Masson d’ Autume, Dani Yogatama, Deyu Fu, Donovan Ong,
Eric Chen, Eugenie Lamprecht, Hai Pham, Isaac Ong, et al. Reka core, flash, and edge: A series of
powerful multimodal language models. arXiv preprint arXiv:2404.12387, 2024.

Rui Qian, Xiaoyi Dong, Pan Zhang, Yuhang Zang, Shuangrui Ding, Dahua Lin, and Jiaqi Wang. Streaming
long video understanding with large language models. arXiv preprint arXiv:2405.16009, 2024.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, Ilya Sutskever, et al. Language
models are unsupervised multitask learners. OpenAl blog, 1(8):9, 2019.

Enxin Song, Wenhao Chai, Guanhong Wang, Yucheng Zhang, Haoyang Zhou, Feiyang Wu, Xun Guo,
Tian Ye, Yan Lu, Jeng-Neng Hwang, and Gaoang Wang. Moviechat: From dense token to sparse memory
for long video understanding, 2023.

Zhende Song, Chenchen Wang, Jiamu Sheng, Chi Zhang, Gang Yu, Jiayuan Fan, and Tao Chen. Moviellm:
Enhancing long video understanding with ai-generated movies, 2024.

Makarand Tapaswi, Yukun Zhu, Rainer Stiefelhagen, Antonio Torralba, Raquel Urtasun, and Sanja Fidler.
Movieqga: Understanding stories in movies through question-answering. In Proceedings of the IEEE
conference on computer vision and pattern recognition, pages 4631-4640, 2016.

Gemini Team, Rohan Anil, Sebastian Borgeaud, Yonghui Wu, Jean-Baptiste Alayrac, Jiahui Yu, Radu
Soricut, Johan Schalkwyk, Andrew M Dai, Anja Hauth, et al. Gemini: a family of highly capable
multimodal models. arXiv preprint arXiv:2312.11805, 2023.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and efficient foundation
language models. arXiv preprint arXiv:2302.13971, 2023.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, Dan Bikel, Lukas Blecher, Cristian Canton
Ferrer, Moya Chen, Guillem Cucurull, David Esiobu, Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller,
Cynthia Gao, Vedanuj Goswami, Naman Goyal, Anthony Hartshorn, Saghar Hosseini, Rui Hou, Hakan
Inan, Marcin Kardas, Viktor Kerkez, Madian Khabsa, Isabel Kloumann, Artem Korenev, Punit Singh
Koura, Marie-Anne Lachaux, Thibaut Lavril, Jenya Lee, Diana Liskovich, Yinghai Lu, Yuning Mao,
Xavier Martinet, Todor Mihaylov, Pushkar Mishra, Igor Molybog, Yixin Nie, Andrew Poulton, Jeremy
Reizenstein, Rashi Rungta, Kalyan Saladi, Alan Schelten, Ruan Silva, Eric Michael Smith, Ranjan
Subramanian, Xiaoqing Ellen Tan, Binh Tang, Ross Taylor, Adina Williams, Jian Xiang Kuan, Puxin
Xu, Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan, Melanie Kambadur, Sharan Narang, Aurelien
Rodriguez, Robert Stojnic, Sergey Edunov, and Thomas Scialom. Llama 2: Open foundation and fine-tuned
chat models, 2023.

Weihan Wang, Qingsong Lv, Wenmeng Yu, Wenyi Hong, Ji Qi, Yan Wang, Junhui Ji, Zhuoyi Yang, Lei

Zhao, Xixuan Song, Jiazheng Xu, Bin Xu, Juanzi Li, Yuxiao Dong, Ming Ding, and Jie Tang. Cogvlm:
Visual expert for pretrained language models. ArXiv, abs/2311.03079, 2023.

13


https://openai.com/blog/chatgpt

[55]

(561

(571

(58]

(591

[60]

[61]

[62]

[63]

[64]

[65]

[66]

Yi Wang, Kunchang Li, Yizhuo Li, Yinan He, Bingkun Huang, Zhiyu Zhao, Hongjie Zhang, Jilan Xu, Yi
Liu, Zun Wang, et al. Internvideo: General video foundation models via generative and discriminative
learning. arXiv preprint arXiv:2212.03191, 2022.

Dejing Xu, Zhou Zhao, Jun Xiao, Fei Wu, Hanwang Zhang, Xiangnan He, and Yueting Zhuang. Video
question answering via gradually refined attention over appearance and motion. In Proceedings of the 25th
ACM international conference on Multimedia, pages 1645-1653, 2017.

Jun Xu, Tao Mei, Ting Yao, and Yong Rui. Msr-vtt: A large video description dataset for bridging video
and language. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages
5288-5296, 2016.

Lin Xu, Yilin Zhao, Daquan Zhou, Zhijie Lin, See Kiong Ng, and Jiashi Feng. Pllava: Parameter-free llava
extension from images to videos for video dense captioning. arXiv preprint arXiv:2404.16994, 2024.

Qinghao Ye, Haiyang Xu, Guohai Xu, Jiabo Ye, Ming Yan, Yiyang Zhou, Junyang Wang, Anwen Hu,
Pengcheng Shi, Yaya Shi, Chenliang Li, Yuanhong Xu, Hehong Chen, Junfeng Tian, Qian Qi, Ji Zhang,
and Fei Huang. mplug-owl: Modularization empowers large language models with multimodality, 2023.

Qinghao Ye, Haiyang Xu, Jiabo Ye, Mingshi Yan, Anwen Hu, Haowei Liu, Qi Qian, Ji Zhang, Fei
Huang, and Jingren Zhou. mplug-owl2: Revolutionizing multi-modal large language model with modality
collaboration. ArXiv, abs/2311.04257, 2023.

Kexin Yi, Chuang Gan, Yunzhu Li, Pushmeet Kohli, Jiajun Wu, Antonio Torralba, and Joshua B. Tenen-
baum. Clevrer: Collision events for video representation and reasoning, 2020.

Zhou Yu, Dejing Xu, Jun Yu, Ting Yu, Zhou Zhao, Yueting Zhuang, and Dacheng Tao. Activitynet-qa:
A dataset for understanding complex web videos via question answering. In Proceedings of the AAAI
Conference on Artificial Intelligence, pages 9127-9134, 2019.

Renrui Zhang, Jiaming Han, Aojun Zhou, Xiangfei Hu, Shilin Yan, Pan Lu, Hongsheng Li, Peng Gao, and
Yu Qiao. Llama-adapter: Efficient fine-tuning of language models with zero-init attention. arXiv preprint
arXiv:2303.16199, 2023.

Yuanhan Zhang, Bo Li, haotian Liu, Yong jae Lee, Liangke Gui, Di Fu, Jiashi Feng, Ziwei Liu, and
Chunyuan Li. Llava-next: A strong zero-shot video understanding model, 2024.

Xiangyu Zhao, Xiangtai Li, Haodong Duan, Haian Huang, Yining Li, Kai Chen, and Hua Yang. Mg-llava:
Towards multi-granularity visual instruction tuning, 2024.

Yue Zhao, Yuanjun Xiong, Limin Wang, Zhirong Wu, Xiaoou Tang, and Dahua Lin. Temporal action
detection with structured segment networks. In Proceedings of the IEEE international conference on
computer vision, pages 2914-2923, 2017.

14



A OpenSource Datasets and Codes

We have uploaded the full MMBench-Video dataset to HuggingFace, you can access the data
at https://huggingface.co/datasets/opencompass/MMBench-Video, The code related to
performance evaluation of Video-LLM and LVLM using MMBench-Video has been released in
VLMEvalKit and the test results have been published in OpenVLM Video Leaderboard. We provide
the DataSheet at the end of this document.

Author Statement and Data Licence. The authors bear all responsibility in case of violation
of rights and confirm that this dataset is opensourced under the |Attribution-NonCommercial 4.0
International (CC BY-NC 4.0) license.

B Additional Experiments

B.1 The Impact of Incorporating Speech over the entire MMBench-Video

In the main paper, we report the quantitative results of speech improvement on the subset of videos
with subtitles available from YouTube. In MMBench-Video, approximately half of videos do
not include parseable video title tracks. In Tab. [§] we report the impact of incorporating speech
information across the entire MMBench-Video dataset. Initially, we tested GPT-4o0 without visual
input, and the results showed that even advanced models struggle to solve most problems using
only question inputs. However, with subtitles, the model’s ability to visualize content improves,
boosting performance by 200%. Further experiments with 8 and 16 frame inputs show that, even
though only half of the VideoQAs include speech, the overall performance on the full benchmark
remains significantly enhanced. While only half of the VideoQAs are enhanced with speech, the
overall performance improvement on the full benchmark remains significant. It is evident that
the enhancement in reasoning capabilities surpasses that of perceptual abilities. Speech typically
conveys contextual information absent in static visual inputs, facilitating further reasoning by the
VLM. Meanwhile, improvements in coarse perception are minimal or remain largely unchanged (for
GPT-40-[16f£]). This can be attributable to the fact that perception is predominantly reliant on visual
inputs, and speech information does not significantly augment the model’s performance in coarse
perception.

Model Subtitle Overall Perception Reasoning
Mean Cp FP-S FP-C HL Mean LR AR RR CSR TR Mean
GPT-4o X 0.25 0.03 0.11 0.07 1.82 0.16 0.39 0.55 0.32 0.30 0.55 0.45
v 0.74 0.60 0.64 0.50 2.11 0.67 0.46 0.98 0.91 0.44 0.94 0.83
GPT-4o-[8f] X 1.62 1.82 1.59 1.43 1.95 1.6. 1.33 1.89 1.60 1.60 1.44 1.57
v 1.79 1.90 1.82 1.51 1.82 1.79 1.57 1.98 1.81 1.81 1.71 1.78
GPT-40-{16f] X 1.86 2.03 1.88 1.67 2.13 1.89 1.78 1.95 1.78 1.90 1.68 1.80
v 1.96 2.03 2.00 1.77 1.89 1.97 1.87 1.98 1.92 1.99 1.84 1.90

Table 8: GPT-40’s performance can be further improved by incorporating YouTube generated subtitles
even under whole dataset.

B.2 Detailed Analysis of L-2 Capability

Based on Tab.3, it is evident that hallucination is the most significant limitation in L-2 perceptual
capabilities for all Video-LLMs, in contrast to the state-of-the-art proprietary LVLMs. This indicates
that existing Video-LLMs are unable to dismiss questions pertaining to videos when uncertain and
are inclined to generate answers for questions regarding non-existent visual content.

Regarding LVLMSs, the number of frames significantly influences the performance of most L-2
capabilities in MMBench-Video. With an increase in the number of frames, the enhancement in
perceptual capabilities becomes more pronounced than that in reasoning capabilities. Owing to a
more extensive training corpus and superior safety mechanisms, proprietary LVLMs exhibit superior
performance in challenging capabilities such as logical reasoning, commonsense reasoning, and
hallucination.

Interestingly, despite Idefics2-8B-[1f] utilizing a single image as input, it still outperforms all Video-
LLMs in temporal reasoning tasks. This suggests that Video-LLMs are not effectively leveraging
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Figure 6: Performance across varying video lengths and video shots. We report the results of InternVL-Chat-
V1.5-[1/8f], GPT-40-[1/8f] and Video-LLaVA judged by GPT-4-Turbo (1106).

diverse temporal information, underscoring the necessity to enhance the diversity of instruction tuning
data for these models.

B.3 Model Performance across Video Time Length and Video Shots

The length of the video and the number of shots are indeed key factors affecting model performance.
Videos with fewer and shorter shots may perform better at lower frame counts, while longer or
multi-shot videos require more visual content to fully leverage the model’s capabilities.

Fig.[@illustrates the trend of model scores in relation to shot count and video length. It is evident
that the performance of GPT-40, sampled at different frame rates, declines as video length increases,
whereas the performance of open-source models such as InternVL-Chat-v1.5 and Video-LLaVA
remains relatively stable. Compared to video length, model performance is more significantly
influenced by the number of video shots. With over 50 shots in a video, the performance of GPT-40
drops to 75% of its original score. This suggests that the model’s performance is more closely tied to
the number of shots than to video length, as the frequent shot transitions make it more challenging
for the model to comprehend the video, resulting in lower scores.

C Additional Dataset Analysis

In this section, we present more details about the MMBench-Video dataset: including the technique
we adopted to filter temporal dispensable questions and some statistics on the linguistic characteristics
of questions in MMBench-Video. In Figs.[|to[I0] we display a selection of samples from MMBench-
Video, showcasing videos, images, questions, and reference answers for illustrative purposes.

C.1 Temporal Dispensable Data Filtering with LVLM

To ensure that the majority of questions in MMBench-Video are temporally indispensable, we imple-
ment an LVLM-based filtering process and subsequently conduct manual verification. Specifically,
we employ GPT-4v, one of the most potent LVLMs, to filter out questions exhibiting high temporal
irrelevance. Utilizing four distinct random seeds, we sample a single random frame as visual input
for each individual VideoQA instance and conduct the inference four times. Subsequently, we utilize
GPT-4 to evaluate the responses and compute the average score for each question. Questions with an
average score of 2.5 or higher across the four responses were excluded from the benchmark. Based
on this approach, we removed a total of 246 temporally dispensable questions from the dataset.

C.2  Question Type Analysis
Given that the majority of existing Video-QA benchmarks are characterized by a limited range of

question types, which fail to adequately represent the diverse spectrum of human conversations, the
question set within MMBench-Video has been meticulously curated to encompass a wide variety of
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Figure 7: Comparison of question type distribution with MSVD and MSRVTT. MMBench-Video encom-
passes a more extensive assortment of question types and exhibits a distribution that is more equitably balanced
among these various categories.

categories. We visualize the comparison of the question type distribution between MMBench-Video
and other popular benchmarks in Fig.[7] In addition to the conventional question archetypes, namely
‘what’, ‘who’, ‘how’, ‘when’, and ‘where’, MMBench-Video extends its corpus to include additional
interrogatives such as ‘why’, ‘which’, ‘is/ are’, and ‘does / do’. The expansion diversifies the dataset
and closely aligns with the style of natural human dialogues. Meanwhile, the question type distribution
within MSVD or MSRVTT exhibits a significant skew. The category of ‘what’ predominates,
comprising over 60% of the questions, in stark contrast to the significantly underrepresented categories
such as ‘when’ and ‘where’, totaling a mere 1%. Nevertheless, the question type distribution within
MMBench-Video has been deliberately engineered to achieve a greater equilibrium. While the ‘what’
category maintains its status as the most prevalent, the remaining question types are evenly distributed
across various interrogative forms.

D Prompts Adopted in MMBench-Video

In Sec. 3.1, we outline the LLM-involved evaluation paradigm we employ, utilizing GPT-4 for
scoring. The evaluation is conducted through prompts configured with a 3-grade marking (0, 1, 2, 3).
In this section, we elaborate on the specific prompts utilized in the evaluation process.

System Prompt for GPT-based Evaluation.

As an AI assistant, your task is to evaluate a candidate answer in comparison to a
given correct answer. The question itself, the correct ’groundtruth’ answer, and
the candidate answer will be provided to you. Your assessment should range from

0 to 3, based solely on the semantic similarity between the groundtruth and the
candidate answer, disregarding any grammatical differences. A rating of O suggests
no similarity, implying the candidate answer is entirely incorrect. A rating of

1 suggests low similarity, meaning the candidate answer is largely incorrect. A
rating of 2 suggests high similarity, meaning the candidate answer is largely
correct. Lastly, a rating of 3 indicates complete similarity, which means the
candidate answer is entirely correct. Your response should be a single integer from
0, 1, 2, or 3.

Question: [QUESTION]

Groundtruth answer: [ANNOTATED ANSWER]

Candidate answer: [CANDIDATE ANSWER]

Your response:

System Prompt for the Inference of LVLMs with Multi-Frame Inputs.
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You will be provided with [FRAME NUM] separate frames uniformly sampled from a
video, the frames are provided in chronological order of the video.
Please analyze these images and provide the answer / answers to the following
question / questions about the video content.
If multiple questions are provided (with indices I1, I2, I3, ...), you should
organize your answers in the following json format:
{

‘I1’: ’Answer to Question I1’,

¢I2°: ’Answer to Question I2°,

}

Otherwise, please directly reply with your response to the only question.

Even if the information in these separate frames is not enough to give an answer,
PLEASE TRY YOUR BEST TO GUESS A CLEAR OR VAGUE ANSWER WHICH YOU THINK WOULD BE THE
MOST POSSIBLE ONE BASED ON THE QUESTION.

Minimize negative responses such as ‘not possible to determine’. STIMULATE YOUR
POTENTIAL AND IMAGINATION!

Input Prompt Template for the Inference of LVLMs with Multi-Frame Inputs.

[System Prompt]
[Subtitle (Optional): {
‘€0’ - ‘t1’: subtitle 1,
‘£t1° - ‘t2’: subtitle 2,
1
[Multi-Frame Inputs]
[Question Set: {
‘index 1’: question 1 for this video,
‘index 2’: question 2 for this video,

H

E Limitations and Broader Impacts

Limitations. In this study, we introduce MMBench-Video, a novel long-form multi-shot VideoQA
benchmark, and perform a comprehensive evaluation based on this benchmark. In light of budget
constraints, our evaluation is focused on a curated selection of representative open-source and
proprietary VLMs, which may not encompass all those most recent high-performing models. GPT-4
is adopted as a more advanced judge model for scoring the responses, while further experiments
should be conducted in the future to study the feasibility of using state-of-the-art open-source LLMs
as the judge. Taking into account the limited capabilities of existing Video-LLMs, we currently set
the upper duration limit of videos to 6 minutes, refraining from scaling to tens of minutes or hours.
The evaluation results indicate that, even with relatively modest video durations, MMBench-Video
presents a significant challenge to existing Video-LLMs.

Broader Impacts. As an evaluation benchmark, MMBench-Video offers detailed insights into
the fine-grained capabilities of diverse vision-language models (VLMs) in the domain of video
understanding, providing valuable insights for future model optimization. The new benchmark
exhibits enhanced quality and enriched diversity, and employs a more precise scoring strategy, which
collectively contribute to comprehensive and reliable evaluation outcomes. Leveraging MMBench-
Video and other Image VQA benchmarks, we conduct a comprehensive evaluation of existing video-
LLMs, revealing their limited capabilities in both spatial and temporal understanding. Additionally,
MMBench-Video, being a small-scale benchmark, may not encompass every video topic and fine-
grained capability. There is a risk that MMBench-Video may not adequately reflect the video
understanding capabilities of VLMs in specific tasks or scenarios. We encourage users to carefully
consider the intended use cases of VLMs when utilizing MMBench-Video for evaluation.

18



Video Type: Games

Dimension: Attribute Recognition
: What color are the nails of a
woman with white hair?
: Pink or purple.

Dimension: Causal Reasoning
: What do gray-haired women
feed men?
: Poison.

Dimension: Hallucination
: Can this game be played on
PlayStation 5?
: There is no way to know
based on the video content.

Video Type: Sports

Dimension: Event Recognition, OCR
: Who won the second place?
. Park from Korea won the
second place.

Dimension: Object Recognition
: Did Phelps break up the
world record in this game?
. Yes.

Dimension: Object Recognition, OCR
: Which city and when did the game
in the video happened?
. It is happened in Beijing, 2008.

Video Type: Advertisements

(Dimension: Object Recognition

\/ . A Snickers chocolate candy bar.

: What did Mr. Bean eat to turn him into a different person?

(Dimension: OCR

. What words appeared on the screen when Mr. Bean turned into a soldier?
. The sentence is "YOU'RE NOT YOU WHEN YOU'RE HUNGRY."

( Dimension: Video Topic, Video Style

: What is the most likely use of this video?
: The most likely use of this video is to act as an advertisement for Snickers chocolate candy bar.

3

Figure 8: Visualization of Samples in MMBench-Video. Part 1 out of 3.
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Video Type: News

/Dimension: Causal Reasoning h
: What is the main content of this video?
. An artist is suspected of having counterfeit NT$500 banknotes on the market. The artist specializes in making
\counterfeit banknotes and sells them. The studio turns into a counterfeit banknote manufacturing factory. )

Dimension; OCR
: What are the characteristics of this counterfeit banknote compared to real banknotes?
: Counterfeit banknotes are not saturated in color and smooth to the touch.

Dimension: OCR
: How old is the suspect this year?
: He is 46 years old.

(&

Video Type: Computers & Electronics

Dimension: Video Topic
: What is this video about?
: Tesla iOS App Integrates Shortcuts for Limitless Control

Dimension: OCR
: Which iOS software will most Tesla owners have in their cars?
: Carplay.

Dimension: OCR
: Give me an example of how you can control a Tesla with your iphone.
: You can turn on the air conditioning in your car ahead of time with your cell phone.

Dimension: Hallucination
: What resolution is the screen in the blogger's car?
: I don't know.

A

Figure 9: Visualization of Samples in MMBench-Video. Part 2 out of 3.
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Video Type: Food & Drink

P
Dimension: Counting
. In this video, how many condiments are used to make a fried chicken marinade?
. 15 kinds of condiments are used for the marinade.

J
p
Dimension: Object Recognition
: What does the blogger use for chicken giblets?
: The blogger used scissors to treat some of the entrails of the chickens.
N

Dimension: Object Recognition
. What kind of food is this?
: This is fried chicken.
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Video Type: Knowledge

(Dimension: Video Topic h

. What is the concept of a knowledge graph as introduced in the video?
: A Knowledge Graph maps the real world to the data world, forming a semantic network composed of nodes and
\ edges. )

P
Dimension: Spatial Relationship

: Where is the apple located in relation to the orange in the video?
: The apple is on the left side of the orange.

N\ [

Dimension: Structuralized Image-Text Understanding
: What will appear if you search for Madame Curie on Google according to the video?
: The Knowledge Graph automatically locates to Marie Curie, and her birth-death years, spouse, children, etc.
\_information is shown on the right side. )

( ni .
Dimension: OCR
: Based on the information in the video, what tasks can the knowledge graph complete that make it increasingly
popular?
W\ : The Knowledge Graph can carry out tasks such as case analysis and anti-fraud work. J)

Figure 10: Visualization of Samples in MMBench-Video. Part 3 out of 3.
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F Datasheet for Datasets.

The following section contains answers to questions listed in datasheets for datas.

1. Motivation

a) For what purpose was the dataset created?
The MMBench-Video is created to evaluate the capabilities of LVLMs in understanding
long-form, multi-shot video content.

b) Who created the dataset (e.g., which team, research group) and on behalf of which
entity (e.g., company, institution, organization)?
The authors of this paper.

¢) Who funded the creation of the dataset?
The creation of this dataset was funded by Shanghai AI Laboratory.

d) Any other Comments?
None.

2. Composition

a) What do the instances that comprise the dataset represent (e.g., documents, photos,
people, countries)?
The MMBench-Video consists of a number of pairs of videos and corresponding questions
and answers with the fine-grained video understanding capabilities they target.

b) How many instances are there in total (of each type, if appropriate)?
The MMBench-Video contains 1998 question-answer pairs and contains 609 videos in total.

¢) Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set?
This is a brand-new dataset and collected from website, with manual annotation. The dataset
is not samples of instances from other existing datasets.

d) What data does each instance consist of?
Each instance contains one video with a duration of 16.9s - 6min, a question about the video
content and the corresponding answer, the category of the video, and the fine-grained video
understanding capability examined by the question. Each instance can optionally contain
the auto-generated subtitles sourced from YouTube, if applicable.

e) Is there a label or target associated with each instance?
Yes. We provide the ground-truth answer for each question.

f) Is any information missing from individual instances?
N/A.

g) Are relationships between individual instances made explicit (e.g., users’ movie ratings,
social network links)?
N/A.

h) Are there recommended data splits (e.g., training, development/validation, testing)?
N/A. The dataset is only designed for evaluation.

i) Are there any errors, sources of noise, or redundancies in the dataset?
N/A.

j) Is the dataset self-contained, or does it link to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)?
The dataset is self-contained.

k) Does the dataset contain data that might be considered confidential? (e.g., data that is

protected by legal privilege or by doctor-patient confidentiality, data that includes the
content of individuals’ non-public communications)?

N/A.
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1) Does the dataset contain data that, if viewed directly, might be offensive, insulting,
threatening, or might otherwise cause anxiety?

N/A.

m) Does the dataset relate to people?
Yes. The questions and answers are annotated by human.

n) Does the dataset identify any subpopulations (e.g., by age, gender)?
No.

o) Is it possible to identify individuals (i.e., one or more natural persons), either directly
or indirectly (i.e., in combination with other data) from the dataset?
No.

p) Does the dataset contain data that might be considered sensitive in any way (e.g., data
that reveals racial or ethnic origins, sexual orientations, religious beliefs, political
opinions or union memberships, or locations; financial or health data; biometric or

genetic data; forms of government identification, such as social security numbers;
criminal history)?

No.

q) Any other comments?
None.

3. Collection Process

a) How was the data associated with each instance acquired?
See main paper for details.

b) What mechanisms or procedures were used to collect the data (e.g., hardware apparatus
or sensor, manual human curation, software program, software API)?

We collect the video data from YouTube, and get subtitles from the same website. Humans
are required to propose a question and corresponding answer based on the video.

c) If the dataset is a sample from a larger set, what was the sampling strategy (e.g.
deterministic, probabilistic with specific sampling probabilities)?

No.

d) Who was involved in the data collection process (e.g., students, crowdworkers, contrac-
tors) and how were they compensated (e.g., how much were crowdworkers paid)?
The authors and some undergraduate volunteers are involved in the data collection process
and are paid a fair wage.

e) Over what timeframe was the data collected?

The dataset is collected in 2023.

f) Were any ethical review processes conducted (e.g., by an institutional review board)?
All videos in our benchmark are human-selected based on appropriate value propositions
and undergo a second manual quality check to ensure there are no ethical violations.

g) Does the dataset relate to people?

Yes.

h) Did you collect the data from the individuals in question directly, or obtain it via third
parties or other sources?

We obtained video data from the Youtube.

i) Were the individuals in question notified about the data collection?

We didn’t collect the data from the individuals. The data was collected from public web
sources instead.

j) Did the individuals in question consent to the collection and use of their data?
We didn’t collect the data from the individuals.
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k) If consent was obtained, were the consenting individuals provided with a mechanism
to revoke their consent in the future or for certain uses?

N/A.
1) Has an analysis of the potential impact of the dataset and its use on data subjects been
conducted?
Yes. See supplementary materials for details.
m) Any other comments?
None.

4. Preprocessing, Cleaning and Labeling

a) Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucket-
ing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances,
processing of missing values)?

Some raw YouTube videos are trimmed based on the annotations.

b) Was the ''raw'' data saved in addition to the preprocessed/cleaned/labeled data?

The “raw” data (such as untrimmed videos) are saved, and dataset users can retrieve them
via YouTube IDs.

c) Is the software used to preprocess/clean/label the instances available?
Not applicable.

d) Any other comments?
None.

5. Uses

a) Has the dataset been used for any tasks already?
No.

b) Is there a repository that links to any or all papers or systems that use the dataset?
Not applicable.

¢) What (other) tasks could the dataset be used for?
It also can be used to evaluate the video understanding capability of VLMs.

d) Is there anything about the composition of the dataset or the way it was collected and
preprocessed/cleaned/labeled that might impact future uses?

None.
e) Are there tasks for which the dataset should not be used?
No.

f) Any other comments?
None.

6. Distribution

a) Will the dataset be distributed to third parties outside of the entity on behalf of which
the dataset was created?

Yes, the dataset will be made publicly available.

b) How will the dataset be distributed? (e.g., tarball on website, API, GitHub)?

It will be distributed as a HuggingFace Dataset: https://huggingface.co/datasets/
opencompass/MMBench-Video

¢) When will the dataset be distributed?
It will be released in June 2024.
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d) Will the dataset be distributed under a copyright or other intellectual property (IP)
license, and/or under applicable terms of use (ToU)?

We release our benchmark under CC BY-NC 4.0 license.

¢) Have any third parties imposed IP-based or other restrictions on the data associated
with the instances?
No.

f) Do any export controls or other regulatory restrictions apply to the dataset or to
individual instances?
No.

g) Any other comments?
None.

7. Maintenance

a) Who will be supporting/hosting/maintaining the dataset?
Xinyu Fang

b) How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
fangxinyu@pjlab.org.cn

¢) Is there an erratum?
Currently, we do not have an erratum. We will update if we find errors.

d) Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete
instances)?
Yes.

e) If the dataset relates to people, are there applicable limits on the retention of the data

associated with the instances (e.g., were individuals in question told that their data
would be retained for a fixed period of time and then deleted)?

Not applicable.
f) Will older versions of the dataset continue to be supported/hosted/maintained?
Yes, older versions of the benchmark will be maintained.

g) If others want to extend/augment/build on/contribute to the dataset, is there a mecha-
nism for them to do so?

Yes, they can contact the maintainer via email or create a PR / issue on the github.

h) Any other comments?
None.
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Checklist

1. For all authors...

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes] As denoted by the abstract and introduction, in this
work, we present MMBench-Video, a new long-form multi-shot VideoQA benchmark.
The benchmark can better reflect the performance of LVLMs in understanding video
content. A comprehensive evaluation is conducted based on the new benchmark,
revealing several insightful findings.

(b) Did you describe the limitations of your work? [Yes] The limitations of this work are
discussed in the supplementary materials.

(c) Did you discuss any potential negative societal impacts of your work? [N/A]

(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [ Yes]

2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [N/A]

3. If you ran experiments (e.g. for benchmarks)...

(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? Our new dataset
and related instructions are provided in the main paper and supplementary material.
However, we still need some time to prepare a more tidy version of the evaluation
codes and results, so they will be made public later.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [N/A]

(c) Did you report error bars (e.g., with respect to the random seed after running exper-
iments multiple times)? We didn’t report the error bars, since using different
random seeds will just lead to tiny differences (0.01 or 0.02 mean score) only for
open-source Video-LLMs. Besides, reporting error bars is not a commonly adopted
practice in this area.

(d) Did you include the total amount of compute and the type of resources used (e.g., type

of GPUs, internal cluster, or cloud provider)? [ Yes] We conduct all evaluations with
A100 GPUs.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [ Yes]

(b) Did you mention the license of the assets? [Yes] MSRVTT-QA and MSVD-QA go
with MIT License; ActivityNet-QA goes with Apache 2.0 License. We cannot find the
exact license of TGIF-QA, which is another publicly available dataset released in 2017.

(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]
The new assets contributed by this work are included in the supplemental material pdf
as a publicly accessible URL.

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A] All existing datasets used in this work are publicly available and
can be freely used for research purposes.

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [ Yes| The data curated in this work do not contain
personally identifiable information or offensive content.

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [Yes] The instructions given to the volunteers are mentioned in the main
paper.

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [IN/A]
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(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [ Yes] The estimated hourly wage paid to the partic-
ipants is around 5 US dollars, and the total amount spent on participant compensation
is around 2000 US dollars.
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