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Abstract001

Poetry has always distinguished itself from002
other literary genres in many ways, including003
grammatically and syntactically. These differ-004
ences are evident not only in modern literature005
but also in earlier stages. Linguistic analysis006
tools struggle to address these differences. This007
paper focuses on the dichotomy between Old008
English poetry and prose, specifically in the009
context of the POS tagging task. Two annotated010
corpora representing each genre were analyzed011
to show that there are several types of struc-012
tural differences between Old English poetry013
and prose. For POS tagging, we conduct exper-014
iments on both a detailed tag set with over 200015
tags and a mapping to the UPOS tag set with016
17 tags. We establish a baseline and conduct017
two cross-genre experiments to investigate the018
effect of different proportions of prose and po-019
etry data. Across both tag sets, our results indi-020
cate that if the divergence between two genres021
is substantial, simply increasing the quantity022
of training data from the support genre does023
not necessarily improve prediction accuracy.024
However, incorporating even a small amount025
of target data can lead to better performance026
compared to excluding it entirely. This study027
not only highlights the linguistic differences028
between Old English poetry and prose but also029
emphasizes the importance of developing effec-030
tive NLP tools for underrepresented historical031
languages across all genres.032

1 Introduction033

Poetry has always stood apart from other genres,034

and poetic language differs from other genres on035

several levels, including those of syntax and gram-036

mar. There is a tendency to use incomplete sen-037

tences, omit finite verbs, or deviate from standard038

word order. These choices appear to be motivated039

by the desire to emphasize specific connections of040

words or trigger specific emotions in the reader041

(Nofal, 2011). The adoption of different construc-042

tions across genres is a phenomenon that shapes043

not only modern literary traditions but also those 044

of the past. This is the case of Old English po- 045

etry, which has been the focus of studies high- 046

lighting its structural, syntactical, and grammat- 047

ical differences from Old English prose. The di- 048

chotomy between the two genres lies in several 049

aspects; for instance, significant emphasis is placed 050

on the types of clauses—whether principal or sub- 051

ordinate—employed in the poems (Mitchell, 1985). 052

Being able to recognize the characteristics of each 053

genre is essential to properly analyze a text. 054

Linguistic analysis is essential for examining and 055

identifying the characteristics of different genres. 056

Several tools have been developed to ease this pro- 057

cess, such as Part-of-Speech (POS) tagging tools, 058

which have benefited from significant technological 059

advancements and improvements over time. The 060

development of these tools has also a few shortcom- 061

ings. It has been shown that modern POS taggers 062

struggle to shift between different genres and offer 063

accurate predictions (Arai, 2021). One possible 064

reason for this limitation is the uneven distribution 065

of data across genres within the corpora. The so- 066

lutions proposed often involve the addition of new 067

or synthetic data to help refine the performance of 068

these tools (Arai, 2021). These practices are more 069

easily implemented in a high-resource language 070

setting. However, this is not always a suitable ap- 071

proach for older languages that typically have less 072

data. In addition to limited data resources, some 073

languages, such as Old English, have been compar- 074

atively underrepresented in POS-tagging research. 075

Old English poetry, in particular, is even less rep- 076

resented in this body of research. Addressing the 077

issue of domain shift between genres in support 078

tools for modern languages is essential for reliable 079

tools with all texts; equally important is the focus 080

on older languages, which form the bedrock of 081

human history, offering insights into interactions 082

between past civilizations and helping to preserve 083

our cultural heritage (van Gelderen, 2014). In addi- 084
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tion, old languages are a topic of interest for many085

scholars and students who need to have tools with086

accurate performance as a support for their studies.087

This paper explores POS-tagging for Old En-088

glish poetry and investigates cross-genre learning089

to address the challenge of domain shift. To do that,090

two corpora with Old English poetry and prose091

have been used to establish a baseline for this task.092

Two experiments were then conducted to investi-093

gate the impact of mixing poetry and prose training094

data in different proportions. Because of the high095

number of labels in the original tag sets and the096

slight differences between the tag sets of the two097

corpora, we have also converted the labels used by098

both corpora to the Universal Dependencies UPOS099

tag set (de Marneffe et al., 2021). The paper will100

present the results for both the original tag sets101

and the UPOS tag set. Section 2 will present an102

overview of the related work. Section 3 will present103

the datasets, the POS mapping, and a series of struc-104

tural analyses to investigate further the differences105

between the two genres. Experimental setups will106

be presented in Section 4. Section 5 will present107

and analyze the results. Conclusions will be dis-108

cussed together with future work suggestions in109

Section 6.110

2 Related Work111

Specific studies on POS tagging tools for Old En-112

glish poetry appear to be lacking, with only one113

known POS tagger currently available for Old En-114

glish. The tagger is part of the CLTK library (John-115

son et al., 2021), and has been trained on the avail-116

able texts from the ISWOC Treebank (Bech and117

Eide, 2014). While the tool provides several model118

options, their accuracy remains uncertain.119

While there is a lack of studies in this partic-120

ular area, as noted, there are several studies that121

explore domain shift issues in POS taggers for his-122

torical English. Rayson et al. (2007) highlighted123

the low performance of existing Modern English124

POS taggers on Early Modern English datasets.125

Their study showed that handling orthographic vari-126

ations increases accuracy. In the same year, Moon127

and Baldridge (2007) investigated ways to imple-128

ment a POS Tagger for historical languages based129

on existing resources from their modern varieties.130

They used Modern English resources to tag Middle131

English data using alignments on parallel Biblical132

texts. The results were promising, but the accuracy133

of the manually annotated training set was not out-134

performed. Domain adaptation techniques were the 135

focus of Yang and Eisenstein (2016) who evaluated 136

several methods for the task of POS tagging for 137

Early Modern and Modern British English texts. 138

The combination of FEMA, domain adaptation al- 139

gorithm designed for sequence labeling problems, 140

and normalization techniques, improved the perfor- 141

mances. A few years later, Karimov (2018) focused 142

his attention on Middle English corpora and his- 143

torical texts. To handle the irregular word order in 144

older English, he applied a moving-average method 145

to generate multidimensional vectors, capturing 146

both character composition and weighted positions. 147

Arai (2021) addresses the domain shift problem for 148

Modern English poetry. Since existing POS tag- 149

gers’ performances became worse when subjected 150

to poetry data, data augmentation techniques were 151

implemented to face the problem. 152

3 Data and Tag Sets 153

The paper aims to establish a baseline for Old 154

English poetry POS taggers and investigate cross- 155

genre learning scenarios. Two corpora were used 156

to train the models: 157

• the York-Helsinki Parsed Corpus of Old En- 158

glish Poetry (YCOEP) (University of Oxford, 159

2001): selection of poetic texts from the Old 160

English section of the Helsinki Corpus of En- 161

glish Texts. 162

• the York Toronto Helsinki Parsed Corpus of 163

Old English (YCOE) (University of Oxford, 164

2003): syntactically annotated corpus with all 165

the major Old English prose works. 166

3.1 POS Mapping 167

Both YCOE and YCOEP datasets contain a sub- 168

stantial number of POS tags: 196 in the poetry 169

dataset and 289 in the prose dataset. This extensive 170

number of labels offers highly detailed linguistic 171

information (i.e. grammatical features, inflectional 172

features, morphological features); at the same time, 173

it can pose significant challenges for both manual 174

annotation and automated processing. A further 175

complication arises from the inconsistencies be- 176

tween the two tag sets: despite originating from 177

the same project (University of Oxford, 2003) and 178

describing the same language variety, only 171 la- 179

bels are common to both datasets. Our analysis 180

revealed that the differences can be related to: 181

• potential spelling errors in the tags; 182
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• discrepancies in linguistic categorization,183

such as the distinction between comparative184

and superlative use, which is present in the185

prose but missing in the poetry; this affects186

adjectives, adverbs, and quantifiers;187

• missing tags, such as MAN, present in the188

YCOE dataset, but not in the YCOEP, is fre-189

quently used as a pronoun;190

• inconsistencies in tag naming conventions,191

such as proper nouns labeled as NPR in the192

poetry dataset and as NR in the prose one.193

The large number of tags and the discrepancies be-194

tween the two tag sets may negatively impact the195

performance of the models. For this reason, and to196

facilitate the structural analysis, both YCOE and197

YCOEP tag sets were mapped to the Universal De-198

pendencies UPOS tag set (de Marneffe et al., 2021),199

a widely adopted and standardized POS framework.200

We will report results for both the original and the201

UPOS tag set. The YCOE documentation (Univer-202

sity of Oxford, 2001) was adopted as the primary203

reference for both datasets since the official docu-204

mentation for the poetry dataset is missing. Table205

5, in Appendix A, presents the complete mapping206

from the original tag sets to the UD categories. For207

the majority of the tags, the conversion to UPOS208

was straightforward, but a subset of Old English209

labels required specific rules for the conversion.210

Prepositions, a closed class in both Old and Mod-211

ern English, exhibit diverse syntactic behaviors in212

the original annotation scheme, leading to multiple213

tags. When prepositions are used with a comple-214

ment, they are tagged as such and mapped to the215

UD category ADP (adposition). When no com-216

plement is present, they are annotated as adverbs217

or adverbial particles, and accordingly mapped to218

the UD category ADV (adverb). Furthermore, cer-219

tain prepositions appear to be able to function also220

as subordinate conjunctions, which can compli-221

cate the effort to extract a clean closed class. For222

this reason, only complementizers and the word223

’whether’ were mapped to the UD category SCONJ224

(subordinating conjunction).225

Participles also pose a conversion challenge. Al-226

though they often function adjectivally, neither the227

YCOE nor the YCOEP tags them as ADJ. How-228

ever, the case is a fully productive category in Old229

English that can be applied to nouns, adjectives,230

quantifiers, determiners, numbers, and participles231

(University of Oxford, 2001). For this reason, when232

participles display a case, instead of the correspond- 233

ing participle tag, they will be tagged as ADJ. 234

The original tag set has specific labels for auxil- 235

iaries; however, be and have are always tagged as 236

verbs, even when they function as auxiliaries. To 237

more accurately reflect their syntactic role, we in- 238

troduced a rule-based refinement: be and have will 239

be labeled as AUX (auxiliary) when (i) followed by 240

another verb, or (ii) followed by a subject (noun, 241

proper noun, or pronoun) and another verb. Future 242

work will aim to identify additional syntactic en- 243

vironments in which be and have fulfill auxiliary 244

functions but are not annotated as such. 245

Some POS tags, particularly for verbs, adverbs, 246

and quantifiers, include additional markers such as 247

RP+ or NEG+, respectively indicating the presence 248

of adverbial particles or contracted negative forms. 249

In such cases, the suffix tags are removed, and the 250

token is assigned its core POS tag. 251

The UPOS mapping led a decrease in the num- 252

ber of POS tags from over 200 to 17. By adopting 253

this conversion, datasets, and POS tags are more 254

easily comparable and can be used to train the mod- 255

els. However, the conversion loses the linguistic 256

granularity that was part of the original tag set such 257

as grammatical features (i.e. case, gender, number, 258

etc.). 259

3.2 Structural Analysis of the Genres 260

To assess the structural differences between Old 261

English poetry and prose, we conducted a series 262

of analyses on POS tag distributions using data 263

from the UPOS-mapped versions of the YCOE 264

(prose) and YCOEP (poetry) corpora. The size of 265

the samples used, 5668 sentences, corresponds to 266

the training and development sets employed in the 267

training of the baseline models. 268

We began by analyzing the frequency of each 269

POS tag. Figure 1 shows a comparison between the 270

frequencies of each tag for both poetry and prose. 271

For both genres, nouns, punctuation, and verbs are 272

the most common tags. Nouns are much more 273

frequent in the poetry compared to the prose, with 274

a difference of approximately 10%. Punctuation is 275

similarly more frequent in poetry, while verbs have 276

similar frequencies. The distribution of the POS 277

tags suggests that, in the poetry, the frequency of 278

content words is higher than that of function words. 279

Prose also shows this behavior, but the gap appears 280

to be smaller. We also extracted the sentence-level 281

POS tag sequences across the two corpora: there 282

are 4814 unique sequences in the poetry and 5195 283
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Figure 1: Distribution of POS tag frequencies in samples from the UPOS mapped versions of the YCOEP (poetry)
and YCOE (prose) datasets.

in the prose. Notably, only 90 are shared by both284

genres. This low number of overlaps between the285

two datasets highlights the substantial structural286

difference between Old English poetry and prose,287

and the importance of considering it when training288

models.289

A closer look at these differences is given in290

Table 6, in Appendix A, which displays, for both291

genres, the ten most common bigrams and trigrams,292

along with their probabilities. Among the bigrams,293

only five are common to both corpora. These294

shared bigrams have higher probabilities in the po-295

etry data except for (’DET’, ’NOUN’), which rank296

as the second most frequent pair in the prose data.297

Another interesting bigram is (’NOUN’, ’NOUN’),298

which is present only in the poetry data and has299

one of the highest probabilities. Nouns and punctu-300

ation are the most frequent elements in the poetry301

bigrams: appearing respectively in eight and four302

pairs. In prose, the most common are verbs and303

nouns present in five and four bigrams. The high304

frequencies of these tags are not a surprise if we305

consider the POS tags distribution presented in Fig-306

ure 1. This also supports the supposition about the307

higher frequency of content words in the poetry.308

Regarding trigrams, only two are shared between309

the datasets, and as for the bigrams, these common310

combinations have higher probabilities in the po-311

etry data. Also, in this case, nouns, punctuation,312

and verbs have higher frequencies. In the poetry313

results, nouns are present in each trigram. Punc-314

UniGram Model
Genre Poetry Test Set Prose Test Set
Poetry 9.603 12.353
Prose 10.352 11.377

BiGram Model
Genre Poetry Test Set Prose Test Set
Poetry 9.093 11.349
Prose 10.464 9.866

TriGram Model
Genre Poetry Test Set Prose Test Set
Poetry 7.428 9.5
Prose 8.862 7.994

Table 1: Perplexity Scores for N-Gram Models on sam-
ples from the UPOS mapped versions of the YCOEP
(poetry) and YCOE (prose) datasets. The Genre col-
umn indicates the genre of the training data. Poetry and
Prose Test Set display the perplexity score of the model
computed on the corresponding test test.

tuation tags increase, appearing seven times. The 315

distribution of the POS tags in the poetic trigrams 316

seems to indicate the presence of more fragmented 317

constructions. The prose sample, on the other hand, 318

shows an increasing number of trigrams with nouns 319

and a consistent amount of verbs. Even with the 320

poetic trigrams, we can observe a stronger pres- 321

ence of content words. Functional words are more 322

present in the trigrams, but not at the same level as 323

in the prose ones. 324

To further investigate the genre differences, we 325
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calculated the perplexity scores for unigrams, bi-326

grams and trigrams of two poetry and prose test327

sets with two models: one trained only with poetry328

data and one only with prose data. All the mod-329

els were implemented using the Language Model330

module from the Natural Language Toolkit (NLTK)331

(Bird et al., 2009). Laplace smoothing was used to332

ensure non-zero probabilities for unseen sequences.333

Perplexity was computed using the NLTK’s built-in334

function. The results are presented in Table 1.335

As expected, both models exhibited lower per-336

plexity scores when evaluated on their own test337

set, and higher scores when evaluated on the other338

genre. A general trend across all models is the de-339

crease in perplexity with increasing n-gram size:340

as more context is incorporated, the predicting341

abilities of the models improve. In addition, the342

difference between the in-genre and out-of-genre343

training increases with n-gram size. This indicates344

that the differences between the two genres are345

more pronounced with higher-order n-grams, be-346

ing consistent with observations about structural347

differences between poetry and prose (Nofal, 2011;348

Mitchell, 1985). These findings highlight the im-349

portance of taking into account these variations350

when developing NLP tools.351

4 Experimental Setup352

The poetry dataset, YCOEP, contains 6299 sen-353

tences. For the baseline model, the poetry data354

were divided into training set (80%), development355

set (10%), and test set (10%). This resulted in 5039356

sentences for training, 629 for development, and357

631 for test sets. To create a comparable dataset for358

the prose genre, a subset of the YCOE corpus was359

selected: a sample of 5668 sentences—matching360

the combined size of the poetry training and devel-361

opment sets. We did not include the test set in the362

prose sample because all the models were tested363

on the poetry test set from the original split.364

In our first experiment, we investigated the mod-365

els’ performances in a scenario of limited target366

genre data combined with a greater amount of sup-367

port data. In this experiment, the same data used368

to train the poetry-only baseline model were used369

as target genre data. The support data consisted of370

progressively larger subsets of prose data, up to the371

full prose dataset consisting of 109,703 lines. The372

prose data was always only divided into a training373

set (90%) and a development set (10%).374

Our second experiment was designed with two375

primary objectives: (i) to determine the minimum 376

amount of target genre data required to maintain 377

acceptable model performance, and (ii) to examine 378

the impact of progressively reducing the amount 379

of target genre data while keeping the quantity of 380

support genre data constant. In this experiment, the 381

prose data used to train the baseline models was 382

used as support genre data. The amount of poetry 383

data was progressively decreased until it reached 384

57 sentences; the data were divided into a training 385

set (90%) and a development set (10%). 386

All models were trained with MaChAmp, a 387

toolkit for multi-task learning and fine-tuning of- 388

fering a wide variety of tasks. It offers an easy 389

configuration, especially for dealing with multi- 390

ple datasets, together with a wide range of NLP 391

tasks (i.e., POS tagging, text classification, etc.). 392

It utilizes a shared pre-trained encoder, which is 393

fine-tuned during training. Each task is equipped 394

with its decoder (van der Goot et al., 2021). For 395

our experiments, we employed the seq task type, 396

for which MaChAmp applies a greedy softmax 397

classification layer over the contextualized token 398

embeddings provided by the encoder. All the mod- 399

els were based on multilingual BERT, the default 400

language model in MaChAmp, and trained with 401

default hyperparameters. Each model was trained 402

for 20 epochs with three different random seeds. 403

The evaluation was performed exclusively on the 404

poetry test set from the original data split. For each 405

seed, we computed accuracy and macro F1 score 406

across all tags; the results will report the average 407

performance over the three seeds. 408

5 Results 409

Tables 2, 3, and 4 present the results respectively 410

for the baseline models, the first and the second 411

experiments, for both tag sets. 412

5.1 Baseline 413

Table 2 reports the results obtained from the base- 414

line models. The first model (poe) was trained only 415

on poetry data, and despite relying on the smallest 416

dataset, it showed strong performance with both 417

tag sets. By reducing the number of tags from 418

200 to 17, both accuracy and F1 score values in- 419

crease. This approach helps reduce the number 420

of rare classes leading to more informative results, 421

but at the same time, a deeper level of linguistic 422

information is lost. 423

The second model (pro) was trained solely on 424
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OG Tag Set UPOS Tag Set
Genre Acc. F1 Acc. F1

poe (5668) 0.909 0.708 0.961 0.944
pro (5668) 0.762 0.464 0.879 0.840
poe, pro
(11,336)

0.917 0.707 0.966 0.948

Table 2: Results for baseline POS taggers trained the
Original (OG) tag set and the Universal Dependencies
(UD) tag set. The data belong to either poetry, prose
genres, or a combination of both.

prose data and evaluated on poetry data. Compared425

to the first model, the performances across both426

tag sets, drop significantly. With the original tag427

set, model accuracy declines from 90% to 76%,428

accompanied by a decrease in F1 score from 70%429

to 46%. The same trend is observed with the UPOS430

tag set, although the decline is less pronounced.431

This behavior can be explained by the different432

syntactical structures of the two genres. As it has433

been shown in section 3.2, the distribution of the434

POS tags in the prose differs significantly from the435

poetry one; these differences are so broad that the436

model is not able to learn to correctly predict the437

poetry POS tags.438

The third model (poe, pro) is trained with data439

from both genres, which results in the largest440

dataset (11,336 sentences) among the three. This441

model has better performances than the second,442

but not compared to the first: the second model443

is outperformed because of the presence of the444

target genre which is missing from the second445

model. Compared to the first model, there is only a446

marginal improvement in accuracy and almost no447

change in the F1 score. One might expect to have448

higher results with a larger dataset, but this is not449

the case. Even with the same amount of target and450

support data, the differences between the two gen-451

res are too broad for the model to learn information452

suitable to tag data from the target genre.453

5.2 Limited Target Data and Increasing454

Support Data Scenario455

The first experiment involves a constant amount of456

poetry (5668 lines) combined with progressively457

larger subsets of prose data, up to the full prose458

dataset consisting of 109,703 lines. The results of459

the experiment are presented in Table 3.460

Consistent with the findings from Table 2, the461

UPOS tag set has higher scores than the original462

one, especially for what concerns the F1 score. Ac-463

OG Tag Set UPOS Tag Set
Size Acc. F1 Acc. F1

0 0.909 0.708 0.961 0.944
1417 0.916 0.705 0.963 0.945
2834 0.916 0.698 0.964 0.946
5668 0.917 0.707 0.966 0.948

11,336 0.919 0.692 0.966 0.948
22,672 0.917 0.680 0.969 0.953
34,008 0.921 0.676 0.970 0.952
45,344 0.920 0.676 0.969 0.949
56,680 0.920 0.697 0.969 0.945
68,016 0.923 0.684 0.969 0.945
79,352 0.921 0.684 0.970 0.942
90,688 0.921 0.672 0.969 0.944
109,703 0.921 0.688 0.970 0.942

Table 3: Results for the first experiment. In this exper-
iment, the amount of poetry is consistent (5668 lines)
while the amount of prose increases systematically. The
Size column indicates the amount of prose added to the
dataset. Italic is used to indicate the baseline results.

curacy also improves, but the difference is notably 464

smaller than the one observed for the other mea- 465

sure. 466

With both tag sets, independently of the amount 467

of prose data, the accuracy increases slightly com- 468

pared to the poetry-only model (i.e. size 0 model). 469

The F1 score is more or less consistent with the 470

UPOS tag set, but it declines more with the origi- 471

nal tag set. As for the baseline models, we might 472

expect outperforming results as the dataset size in- 473

creases, but this is not happening. Even the last 474

model, trained with the largest dataset (109,703 475

lines) has either lower results than the baseline 476

(OG tag set) or almost the same values (UPOS). 477

These results suggest that indiscriminately increas- 478

ing training data is not a universally effective strat- 479

egy: the intrinsic differences between the two gen- 480

res could be too diverse for the model to learn 481

properly the patterns. 482

Interestingly, the models trained with smaller 483

subsets of prose data—comprising 1417, 2834, and 484

5668 lines—have slightly higher results than those 485

trained with larger amounts of prose. This finding 486

could signal that a limited quantity of support data 487

could contribute to the training of the model. It 488

could be the case that selecting a smaller quantity 489

of data with similar patterns to the target genre, 490

could refine the predictions without overwhelming 491

the target genre’s patterns. Future studies will focus 492
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OG Tag Set UPOS Tag Set
Size Acc. F1 Acc. F1
5668 0.917 0.707 0.966 0.948
4534 0.913 0.676 0.964 0.947
3779 0.908 0.661 0.961 0.939
2834 0.897 0.626 0.957 0.934
1889 0.883 0.598 0.949 0.930
945 0.857 0.554 0.936 0.924
472 0.824 0.519 0.919 0.907
227 0.802 0.491 0.904 0.891
113 0.784 0.482 0.893 0.878
57 0.775 0.471 0.889 0.867
0 0.762 0.464 0.879 0.840

Table 4: Results for the second experiment. The amount
of prose data is set to 5668 lines, while the amount of
poetry decreases. The Size column indicates the amount
of poetry for each model. Italic is used to indicate the
baseline results.

on this finding.493

5.3 Decreasing Target Data and Consistent494

Support Data Scenario495

Table 4 presents the results for the second experi-496

ment: the amount of prose data remains constant497

(5668 lines), while the amount of poetry data is498

progressively reduced across models.499

For both tag sets, accuracy, and F1 score values500

decline as the size of the poetry data decreases. The501

decline is more pronounced with the OG tag set,502

especially for the F1 score, which drops by 23%503

points compared to the 70% of the poe, pro base-504

line model. This progressive decline is again an505

indication of the differences between the two gen-506

res. When the proportion of target data decreases,507

the model has fewer genre-specific patterns to learn508

from; thus, the model struggles to predict unseen509

patterns. However, it is noteworthy that even the510

model trained with the smallest amount of poetry511

data—only 57 lines—achieves slightly better per-512

formances than the baseline model trained with513

only prose data (i.e. size 0 model). This finding514

emphasizes the importance of the target genre in515

the training data. Even in a minimal amount, the516

target genre can improve the performance of the517

model, suggesting that the specific features of a518

genre cannot be learned even from large quantities519

of out-of-genre data.520

6 Conclusions and Future Work 521

The study explores the differences between Old 522

English poetry and prose, focusing on the POS tag- 523

ging task. Two datasets, YCOE and YCOEP, were 524

mapped to the UPOS tag set and used to establish a 525

baseline and conduct two cross-genre experiments. 526

Additionally, a series of analyses of the distribu- 527

tions of the POS tags within the sentences of both 528

datasets have been conducted to investigate the dif- 529

ferences between the two genres. 530

Baseline results demonstrated that when the dif- 531

ferences between target and support genres are too 532

wide, the model struggles to correctly predict the 533

target POS tags. This limitation was also present 534

when the training data included the same amount 535

of target and support data, suggesting that quantity 536

cannot account for genre-specific patterns in the 537

data. 538

The first experiment involved a constant amount 539

of target data combined with an increasing amount 540

of support data. Results showed that indiscrim- 541

inately enlarging the training data is not always 542

an effective solution. If the divergence between 543

the two genres is substantial, selecting the largest 544

amount of support data could simply lead to the 545

same performance as the absence of the support 546

data. Conversely, selecting a smaller and more con- 547

trolled amount of support data could result in more 548

refined performances. 549

The second experiment fixed the amount of sup- 550

port data while gradually decreasing the target data. 551

As expected, the performance of the models de- 552

clined as the target data was reduced: the model 553

had fewer genre-specific instances to learn from, 554

so it was unable to correctly predict unseen target 555

data. However, even a minimal amount of target 556

data can result in better performance compared to 557

the complete absence of the genre itself. 558

These findings highlight the necessity of devel- 559

oping linguistic analysis tools able to handle a wide 560

range of genres with equal proficiency. Moreover, 561

this study contributes to the development of more 562

robust NLP tools for underrepresented historical 563

languages and supports broader efforts to preserve 564

and analyze linguistic heritage. 565

Future research will focus on selecting small 566

support datasets that mirror the sentence-level POS 567

tag sequences in the target data. Since this paper 568

explores only data concatenation for combining 569

data from different genres, future work will inves- 570

tigate more advanced methods such as treebank 571
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embeddings (Stymne et al., 2018). In future works,572

we aim to investigate further ways to deal with573

historical, low-resource languages. Additional un-574

derrepresented historical languages and other tasks575

relevant to the linguistic analyses will also be taken576

into consideration.577

7 Limitations578

This study offers insight into the linguistic differ-579

ences between Old English poetry and prose, and580

how these differences can affect linguistic analysis581

tools, such as POS taggers. In doing so, it also582

encounters some limitations.583

Firstly, Old English is a morphologically rich584

language, and the granularity of the original tag585

sets reflects this complexity. As a result, losing586

linguistic information when converting these de-587

tailed tags to UPOS is inevitable. While we made588

an effort to map the original tags in a reliable way,589

there may still be conversion errors influencing590

the UPOS quality. Additionally, the study relies591

solely on combining data from different genres as592

a method of concatenation; future work will inves-593

tigate alternative approaches.594

Secondly, the models were trained with595

MaChAmp default hyperparameter settings. A596

more focused investigation into hyperparameter597

optimization could influence the models’ perfor-598

mances, especially given the unique characteristics599

of Old English poetic data.600
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A Appendix 676

POS Mapping and Tag Distributions 677

Table 5 presents the tag set conversion scheme. The POS and UPOS columns denote the name of the label 678

and its corresponding Universal POS tag, while the YCOEP and YCOE columns list the corresponding 679

tags according to our conversion. Table 6 reports the ten most common bigrams and trigrams for each 680

genre, along with their probabilities, based on a representative sample of the datasets. 681
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Table 5: Mapping of YCOEP and YCOE to UPOS.
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Poetry
BiGram Prob. TriGram Prob.
(’NOUN’, ’PUNCT’) 7.44% (’NOUN’, ’VERB’, ’PUNCT’) 3.56%
(’VERB’, ’PUNCT’) 5.67% (’ADJ’, ’NOUN’, ’PUNCT’) 2.07%
(’NOUN’, ’VERB’) 5.59% (’NOUN’, ’NOUN’, ’PUNCT’) 2.03%
(’ADP’, ’NOUN’) 4.66% (’ADP’, ’NOUN’, ’PUNCT’) 1.78%
(’NOUN’, ’NOUN’) 4.59% (’NOUN’, ’PUNCT’, ’NOUN’) 1.41%
(’ADJ’, ’NOUN’) 3.65% (’NOUN’, ’ADJ’, ’PUNCT’) 1.40%
(’PUNCT’, ’NOUN’) 3.36% (’NOUN’, ’ADP’, ’NOUN’) 1.23%
(’DET’, ’NOUN’) 2.44% (’VERB’, ’PUNCT’, ’NOUN’) 1.16%
(’NOUN’, ’ADJ’) 2.42% (’NOUN’, ’NOUN’, ’VERB’) 1.15%
(’ADJ’, ’PUNCT’) 2.39% (’ADP’, ’NOUN’, ’NOUN’) 1.08%

Prose
BiGram Prob. TriGram Prob.
(’NOUN’, ’PUNCT’) 4.99% (’ADP’, ’DET’, ’NOUN’) 1.72%
(’DET’, ’NOUN’) 4.96% (’DET’, ’ADJ’, ’NOUN’) 1.45%
(’VERB’, ’PUNCT’) 3.95% (’NOUN’, ’VERB’, ’PUNCT’) 1.29%
(’PRON’, ’VERB’) 3.10% (’DET’, ’NOUN’, ’PUNCT’) 1.10%
(’NOUN’, ’VERB’) 3.00% (’ADJ’, ’NOUN’, ’PUNCT’) 1.10%
(’ADJ’, ’NOUN’) 2.91% (’DET’, ’NOUN’, ’VERB’) 1.09%
(’ADP’, ’DET’) 2.89% (’VERB’, ’DET’, ’NOUN’) 0.95%
(’ADV’, ’VERB’) 2.42% (’ADP’, ’PRON’, ’NOUN’) 0.85%
(’ADP’, ’PRON’) 2.35% (’VERB’, ’ADP’, ’DET’) 0.76%
(’VERB’, ’ADP’) 2.29% (’PRON’, ’VERB’, ’PUNCT’) 0.75%

Table 6: Ten most frequent bigrams and trigrams with probabilities of representative samples from YCOEP and
YCOE.
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