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Abstract

Generating and voting multiple answers is an001
effective method to mitigate reasoning incon-002
sistencies of large language models (LLMs).003
Prior works have shown that multiple reasoning004
formats outperform a single format when gen-005
erating multiple answers. However, previous006
works using multiple formats rely on formats007
labeled by humans, which could be unsuitable008
for all tasks and have high labeling costs. To009
address this issue, we adapt suitable formats to010
the given tasks by generating and selecting for-011
mats. We first propose how to measure the rea-012
soning error when generating multiple answers.013
Then, we introduce FORMAT-ADAPTER, which014
utilizes LLMs to generate and select suitable015
reasoning formats by minimizing the error mea-016
surement we present. We conduct experiments017
on math and commonsense reasoning tasks,018
where FORMAT-ADAPTER achieves a 4.3%019
performance improvement on average over pre-020
vious works, demonstrating the effectiveness.021

1 Introduction022

The prior research has revealed that, due to the023

inconsistency, one question could yield different024

responses when suffering minor variations in the025

input or parameters, resulting in incorrect results026

(Wang et al., 2022). To address this issue, previous027

works propose to generate multiple responses to028

mitigate the impact of model inconsistencies (Wang029

et al., 2023; Yao et al., 2023; Besta et al., 2024).030

Specifically, such methods generate multiple an-031

swers to a given question by varying parameters032

and then select the most appropriate response as033

the final answer by scoring and voting.034

However, the above works rely on the fixed035

reasoning format1, which limits the model perfor-036

mance since different questions could suit different037

reasoning formats (Cheng et al., 2023; Chen et al.,038

1In this paper, we define the reasoning format as LLMs
how to present the reasoning process.

Question: Mary is two years younger than Joan, 
who is five years older than Jessa. If Jessa is 20 years 
old, what is the sum of the ages of three girls?

English Response:  …, so answer is 65.
Chinese Response: …，所以答案为68。
German Response: ..., also ist die Antwort 65.

Voted Answer: 65

Question: Mary is two years younger than Joan, 
who is five years older than Jessa. If Jessa is 20 years 
old, what is the sum of the ages of three girls?

Chinese Response:  …，所以答案为68。
Character Response: …, the answer is sixty-eight.
LaTex Response: ..., the answer is $68$.

Voted Answer: 68

Answer Format: The question can be answered 
with Chinese, Character, and LaTex.

(a) Reasoning Format Labeled by Human 

(b) Reasoning Format Generated by LLM 

Figure 1: The comparison between the previous work (a)
and FORMAT-ADAPTER (b) instructed to reason with
different formats. The red parts denote the incorrect
answers and the green parts denote the correct ones. The
previous work employs the formats labeled by humans,
which could be not suitable for the given question and
LLM. FORMAT-ADAPTER generates and selects the
suitable formats, achieving better performance.

2023; He et al., 2024), as shown in Figure 1. There- 039

fore, many prior works try to enhance the reason- 040

ing performance by employing various reasoning 041

formats (Luo et al., 2024; Zhang et al., 2024b). 042

For example, CLIP (Qin et al., 2023) proposes 043

using varied natural languages to generate differ- 044

ent answers in numerical reasoning tasks. Simi- 045

larly, FlexTaF (Zhang et al., 2024a) addresses table 046

reasoning tasks by generating different answers 047

through diverse table formats. 048

However, the above methods rely on manually 049

designed reasoning formats, which have the follow- 050

ing issues: (i) Manually designed formats could not 051

be suitable for the task; (ii) Manually designing 052

formats for each task incurs significant overhead. 053

To address these issues, in this paper: (i) We dis- 054
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cuss why adapting multiple formats outperforms055

using a single format during reasoning; (ii) We056

propose using LLMs to generate and select suit-057

able formats to enhance reasoning performance.058

We first propose how to measure the error of the059

reasoning with multiple responses. Based on the060

measurement, we discuss that generating with a sin-061

gle format can only enhance reasoning robustness062

while using multiple formats can further enhance063

reasoning capabilities. Then, we propose FORMAT-064

ADAPTER, which utilizes LLMs to generate and065

select suitable reasoning formats. We use LLMs to066

derive reasoning formats without human involve-067

ment, lowering the overhead of the format design.068

Besides, we propose to adapt reasoning formats by069

reducing the error measurement we present, ensur-070

ing that the format is suitable for the task.071

To evaluate the effectiveness of FORMAT-072

ADAPTER, we adapt our method to two mainstream073

reasoning tasks: math reasoning (GSM8K (Cobbe074

et al., 2021), MATH (Saxton et al., 2019)) and com-075

monsense reasoning (ARC-Challenge (Yadav et al.,076

2019), GPQA (Yadav et al., 2019)). The experimen-077

tal results show that, compared with baselines with078

the single format, FORMAT-ADAPTER brings 4.1%079

performance improvement on average, proving the080

effectiveness of FORMAT-ADAPTER. We also com-081

pare FORMAT-ADAPTER with baselines using mul-082

tiple reasoning formats, where our method brings083

4.7% improvement on average, showing the neces-084

sity of the format selection.085

Our contributions are as follows:086

• To shed light on further research, we discuss why087

generating multiple answers with multiple for-088

mats outperforms single format;089

• To enhance the reasoning ability of LLMs, we090

present FORMAT-ADAPTER, which generates091

and selects suitable formats using LLMs;092

• Experiments show that our method brings 4.3%093

improvement on average over all baselines, show-094

ing the effectiveness of FORMAT-ADAPTER.095

2 Preliminaries096

To prove the effectiveness of employing multiple097

reasoning formats and shed light on future research,098

in this section, we discuss: (i) How to measure the099

error of reasoning with a single reasoning format of100

LLMs; (ii) How to measure the error of reasoning101

employing multiple reasoning formats of LLMs102

and why it outperforms using the single format.103

Figure 2: The comparison between using the single for-
mat (left) and multiple formats (right) with the same
number of geenrated answers. The yellow ⃝ denotes
the correct answer, the blue • denotes different predic-
tions, and the blue ✩ denotes the average prediction.
Compared with the single format, the average predic-
tion of multiple formats is closer to the correct answer,
showing better performance.

2.1 Error of Single Reasoning Format 104

First, we discuss the error of the general ensemble 105

method (Sagi and Rokach, 2018), since generating 106

multiple responses and voting can be regarded as 107

an ensemble method. In this paper, we use the error 108

function L(x, y) as follows: 109

L(x, y) =

{
1 if x ̸= y

0 if x = y
(1) 110

The function L represents whether the prediction 111

result matches the correct answer exactly. We 112

define D = {(xi, yi)}|D| as the experimental 113

dataset, {ϕi}m as the set of m predictors, and 114

ϕ̄ = avg(ϕim) as the ensemble predictors. Proved 115

by Wood et al. (2024), the error of ensemble learn- 116

ing with m predictors on the dataset D can be ex- 117

pressed as the error over the dataset minus the di- 118

vergence among the individual predictors, that is: 119

ED

[
L(ϕ̄, y)

]
=

1

m

m∑
i=1

ED [L (ϕi, y)]

− ED

[
1

m

m∑
i=1

L
(
ϕi, ϕ̄

)] (2) 120

Then we discuss the error of generating multiple 121

responses using LLMs. For a model employing a 122

single reasoning format, we assume the used format 123

is f and the model is ϕ. Since only parameters 124

(e.g., random seed, temperature) are altered during 125

reasoning, we can regard the predictor as applying 126

a perturbation to the model inherent performance 127

ϕ◦f, expressed as ϕi = ϕ◦f+δi, where δi denotes 128

the perturbation. It can be derived that generating 129

one single answer using ϕi can be present as: 130
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ED [L(ϕi, y)] = ED [L (ϕ ◦ f+ δi, y)] (3)131

We assume an ideal scenario where the aver-132

age of all predictors represents the inherent perfor-133

mance of the model, i.e., limm→∞ ϕ̄ = ϕ ◦ f. It134

can be proven that the error in generating multiple135

answers using a single reasoning format satisfies:136

ED

[
L(ϕ̄, y)

]
= ED [L (ϕ ◦ f, y)] (4)137

Appendix A.1 presents the prove of Equation 4.138

It can be seen that, compared with Equation 3, gen-139

erating multiple answers can eliminate the pertur-140

bation δ, enhancing the robustness. However, when141

using single format f , Equation 4 is determined by142

ϕ, showing that enhancing performance relies on143

improving the model capability.144

2.2 Error of Multiple Reasoning Format145

In the following, we discuss the error of using mul-146

tiple reasoning formats and why it outperforms the147

single format. During reasoning, we employ multi-148

ple formats {fi}m with one single model ϕ, so we149

can assume the predictors to be ϕi = ϕ ◦ fi + δi. It150

can be proved that the reasoning error follows:151

ED

[
L(ϕ̄, y)

]
=

1

m

m∑
i=1

ED [L(ϕ ◦ fi, y)]

− ED[
1

m

m∑
i=1

L(ϕ ◦ fi, ϕ̄)]
(5)152

The prove of Equation 5 can be seen in Ap-153

pendix A.2. In the equation, the first term denotes154

the average error over all predictions and correct155

answers, and the second term measures the diver-156

gence between different reasoning formats. It can157

be observed that, even with the same model, we can158

combine different reasoning formats to minimize159

error, thereby improving performance, as shown in160

the right part of Figure 2.161

3 Methodology162

This section introduces FORMAT-ADAPTER, which163

leverages LLMs to generate and select the suit-164

able reasoning formats to enhance reasoning per-165

formance. An illustration of our method is shown166

in Figure 3. The prompts we used are provided167

in Appendix B. We also discuss the efficiency of168

FORMAT-ADAPTER in Appendix E.169

3.1 Format Generation 170

This step is designed to generate candidate reason- 171

ing formats, ensuring both the relevancy and diver- 172

sity of the generated formats. Relevancy means 173

that the generated reasoning formats are relevant 174

to the given task. Diversity demands that the gener- 175

ated reasoning formats be varied to ensure suitable 176

reasoning formats for various user questions. 177

To ensure relevancy, several demonstrations and 178

an example of the task are provided during gen- 179

eration to help LLMs learn how to produce task- 180

relevant reasoning formats. To ensure diversity, we 181

design the instruction to ask LLMs to generate rea- 182

soning formats across multiple categories, where 183

each category consists of multiple formats. For 184

instance, as shown in Figure 3, Natural Language 185

is the reasoning format category, while English and 186

Chinese are the reasoning formats of this category. 187

In summary, the input includes several demonstra- 188

tions, the task definition, and an example of the 189

task, while the output consists of multiple reason- 190

ing formats. Appendix D discusses the generated 191

formats under each setting. 192

3.2 Answer Generation 193

This step generates corresponding answers for each 194

generated reasoning format. First, the instruction 195

is rewritten according to each reasoning format to 196

ensure that the answer generation follows the given 197

reasoning format. We take the original instruction 198

of the task (Appendix B) and the reasoning for- 199

mat as input and ask LLMs to output the rewritten 200

instruction based on the reasoning format. Then, 201

the rewritten instruction is used to generate differ- 202

ent reasoning answers for the given user question. 203

Following prior work (Qin et al., 2023), zero-shot 204

learning is applied by inputting the rewritten in- 205

struction and the user question to output answers 206

in the specified reasoning format. 207

3.3 Answer Scoring 208

After obtaining answers in different reasoning for- 209

mats, based on Equation 5, we aim to select the 210

suitable reasoning formats that minimize the er- 211

ror. However, in Equation 5, the error between the 212

prediction and the answer L(ϕ ◦ fi, y) is difficult 213

to compute, as the correct answer y is unknown. 214

Therefore, we use LLMs to score the answers in 215

each reasoning format to estimate the probability 216

that the predicted answer is correct. Following 217

Zheng et al. (2023), we input the user question and 218
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1. Format Generation
Instruction: Generate possible reasoning 
formats for the given task. \n Task: Given 
the following problem, reason and give a 
final answer to the problem.

Reasoning Formats:
Natural Language - English, Chinese, …
Math Notation - LaTex, Markdown, …
Number Format - Decimal, Character, …

4. Answer Selection

Answer: 68

3. Answer Scoring
LaTex (Math Notation)

Instruction: Score the response to the 
question. \n Question: Mary is two … 
\n Response: Jeassa is $20$ years …

Score: 8

Chinese (Natural Language)
Instruction: Score the response to the 
question. \n Question: Mary is two … 
\n Response: Jeassa今年20岁 …

Score: 9

English (Natural Language)
Instruction: Score the response to the 
question (1-10). \n Question: Mary is 
two … \n Response: Jeassa is 20…

Score: 4

2. Answer Generation
LaTex (Math Notation)

Instruction: Joan is 25, 2 older than 
Mary, 5 older than Jessa, what is their 
sum ages? \n Answer with LaTex.

Answer: Joan is $5$ years older than 
Jessa, so …, Therefore, the sum of the 
ages of the three girls is $65$ years.

Chinese (Natural Language)
Instruction: Joan is 25, 2 older than 
Mary, 5 older than Jessa, what is their 
sum ages? \n Answer with Chinese.

Answer: Joan比Jessa大5岁，因此...。
综上所述, 三个女孩的年龄总合为
68岁。

English (Natural Language)
Instruction: Joan is 25, 2 older than 
Mary, 5 older than Jessa, what is their 
sum ages? \n Answer with English.

Answer: Joan is 5 years older than 
Jessa, so …, Therefore, the sum of the 
ages of the three girls is 65 years.

Figure 3: The pipeline of FORMAT-ADAPTER, which consists of: (i) Format Generation: Generate possible
reasoning formats of the given task; (ii) Answer Generation: Generate the answer using each reasoning format; (iii)
Answer Scoring: Score whether each generated answer is correct using LLMs; (iv) Answer Selection: Select the
final answer with Equation 5. Red and green represent the reasoning formats of incorrect and correct respectively.

the predicted answer, outputting a score from 1 to219

10 to represent the degree to the probability that220

the answer is correct. To ensure that there is the221

same scale between the first term and the second222

term of Equation 5, we divide the rating by 10 to223

correspond to the interval of [0, 1].224

3.4 Answer Selection225

Based on the predicted answers and corresponding226

scores of different reasoning formats, we discuss227

how to select the final answers based on Equation 5.228

Specifically, given the dataset D and the model229

ϕ, we hope to find suitable reasoning formats to230

minimize the error that satisfies:231

{fi}n = argmin
{fi}n⊆{fi}m

ED [L(q̄, y)] (6)232

In Equation 5, the first term can be directly cal-233

culated by averaging scores obtained in §3.3. The234

second term requires calculating the average dif-235

ference between all results and the average result,236

where we take the average prediction ϕ̄(x) as the237

answer appearing most frequently among all out-238

comes. Considering computational efficiency, we239

adopt a greedy algorithm to select formats: we240

add each format fi one by one to the selected re-241

sults, where if the value of Equation 5 decreases,242

we retain fi; otherwise, we remove fi. Due to the243

inherent scoring errors of LLMs, we do not directly244

use the answer with the highest score within the se-245

lected set. Instead, we choose the most frequently246

occurring answer as the final answer.247

4 Experiment248

4.1 Experimental Setup249

4.1.1 Datasets250

To validate the effectiveness of our method, fol-251

lowing Dubey et al. (2024), we conduct experi-252

ments on two mainstream reasoning tasks: com-253

monsense reasoning (ARC-Challenge-Hard (Ya-254

dav et al., 2019), GPQA (Rein et al., 2024)) and 255

math reasoning (GSM8K (Cobbe et al., 2021), 256

MATH (Saxton et al., 2019)). Commonsense rea- 257

soning requires the model to apply commonsense 258

knowledge to comprehend and answer questions. 259

On the other hand, math reasoning demands the 260

model to solve mathematical problems. 261

Due to the high cost of generating multiple 262

answers, we employ the subsets of the above 263

benchmarks to reduce computational overhead 264

while maintaining a robust performance evalua- 265

tion. Specifically, for GSM8K and ARC-Challenge 266

(ARC-C), we sample 256 questions that are not 267

well solved by the current LLMs, referred to as 268

GSM8K-Hard and ARC-C-Hard, respectively. For 269

MATH, we utilize the version of MATH500 (Light- 270

man et al., 2024), which samples 500 questions 271

from the original dataset. For GPQA, we employ 272

the original test set, comprising 448 questions. 273

4.1.2 Models 274

We conduct the experiments with the models of 275

Llama3.1-Instruct (Dubey et al., 2024) and GPT- 276

4o (OpenAI et al., 2024). Llama3.1 is one of the 277

most mainstream and high-performing open-source 278

LLMs. GPT-4o, on the other hand, currently rep- 279

resents one of the most powerful LLMs in terms 280

of reasoning capabilities. Our selection ensures 281

coverage of diverse application scenarios. 282

4.1.3 Baselines 283

To better reflect the effectiveness of FORMAT- 284

ADAPTER, we compare our method with two types 285

of baselines. The first type uses the single rea- 286

soning format, including Single, Self-Consistency 287

(SC) (Wang et al., 2023), Tree-of-Thought (ToT) 288

(Yao et al., 2023), and DTV (Zhou et al., 2024). 289

Another type uses multiple reasoning formats, in- 290

cluding CLIP (Qin et al., 2023), MultiPoT (Luo 291

et al., 2024), and FlexTaF (Zhang et al., 2024a). 292

We introduce the above baselines in Appendix C. 293
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4.1.4 Metrics294

We use Exact Match (EM) as the evaluation metric295

for all datasets, which measures whether the pre-296

dicted result is completely identical to the ground297

truth. Additionally, we evaluate methods that gen-298

erate multiple answers under two settings: Vote and299

Oracle. Vote refers to selecting one answer from300

all generated answers as the final result, reflect-301

ing the actual performance of the method. Oracle,302

on the other hand, considers a question correct if303

there exists one of the generated answers matches304

the ground truth, reflecting the performance upper305

bound of the method.306

4.1.5 Implement Details307

Following the previous work (Qin et al., 2023),308

we evaluate FORMAT-ADAPTER using zero-shot.309

The numbers and types of reasoning formats of310

FORMAT-ADAPTER under different settings can be311

seen in Appendix D.312

4.2 Main Experiment313

4.2.1 Baselines with Single Format314

The experimental results of FORMAT-ADAPTER315

compared with baselines using the single reason-316

ing format (Appendix C) are shown in Table 1.317

The table shows that, compared with the best base-318

line results under each setting, FORMAT-ADAPTER319

brings 4.1% performance improvement on average,320

showing the effectiveness of FORMAT-ADAPTER.321

We also compare the efficiency across different322

methods in Appendix E.3. Besides, from Table 1,323

we can also observe that:324

Model The improvement brought by FORMAT-325

ADAPTER on different models depends on the dif-326

ficulty of the dataset. For relatively simple datasets327

like GSM8K and ARC-Challenge, our method328

demonstrates more significant improvements on329

models with a small scale. Conversely, for more330

challenging datasets such as MATH and GPQA,331

our method achieves more notable improvements332

on larger models. This is because, for complex333

datasets, smaller models lack the necessary knowl-334

edge to solve such problems due to their limited335

scale, where simply altering the reasoning format336

cannot introduce new knowledge, leading to negli-337

gible performance gains. On the other hand, mod-338

els with larger scales already exhibit strong perfor-339

mance for simpler datasets, making the improve-340

ments brought by our method less pronounced com-341

pared to smaller models.342

Metric FORMAT-ADAPTER demonstrates perfor- 343

mance improvements in both the Vote and Ora- 344

cle settings, indicating that our method not only 345

enhances actual performance but also effectively 346

encourages the model to utilize diverse reasoning 347

formats to generate correct answers. These results 348

also confirm that the most suitable reasoning format 349

varies across different types of questions. However, 350

there remains a significant performance gap be- 351

tween the Vote and Oracle settings in our method, 352

which can be attributed to the following reasons: (i) 353

The scoring quality of LLMs is suboptimal, making 354

it challenging to accurately assess whether a pre- 355

dicted result is correct; (ii) Specifically, for datasets 356

such as ARC-Challenge and GPQA, where the an- 357

swers are choices, LLMs could produce correct re- 358

sults while following incorrect reasoning processes, 359

resulting in lower scores, which can also explain 360

why the performance gap between Vote and Ora- 361

cle is larger for these datasets compared to math 362

reasoning datasets. 363

4.2.2 Baselines with Multiple Format 364

The performance comparison between FORMAT- 365

ADAPTER and baselines employing multiple rea- 366

soning formats is presented in Table 2. Follow- 367

ing the setup of MultiPoT, we select 263 problems 368

from MATH500 that can be resolved using code- 369

based solutions. About FlexTaF, we conduct ex- 370

periments on the table QA task with 100 data from 371

WikiTQ (Pasupat and Liang, 2015) sampled by 372

Zhang et al. (2024a). As observed from the table, 373

FORMAT-ADAPTER achieves an average improve- 374

ment of 4.7% over the best performance of the 375

baselines under each setting, demonstrating the ef- 376

fectiveness of our method. 377

4.3 Ablation Study 378

To demonstrate the effectiveness of each step of 379

FORMAT-ADAPTER, we conduct ablation studies. 380

The experimental results are shown in Table 3. 381

From the table, we can observe that removing any 382

individual step results in a performance decline, 383

thereby validating the importance of each step in 384

FORMAT-ADAPTER. Furthermore, the table re- 385

veals the following insights: (i) Removing the Se- 386

lect step leads to the most significant performance 387

drop, indicating that in many questions, only a few 388

reasoning formats yield correct answers, necessitat- 389

ing the Select step to identify the correct solutions; 390

(ii) The performance degradation of the ablation 391

study is more pronounced in smaller-scale models 392
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Model Method GSM8K-Hard MATH500 ARC-C-Hard GPQA
Vote Oracle Vote Oracle Vote Oracle Vote Oracle

Llama3.1-8b

Single 23.0 − 47.8 − 16.8 − 28.1 −
SC 36.7 55.1 51.4 63.0 18.4 23.4 30.8 59.2
ToT 43.0 53.9 52.8 56.8 24.2 33.8 32.8 46.7
DTV 51.6 56.2 55.4 56.4 39.1 42.6 32.6 50.0
FORMAT-ADAPTER 54.7 89.8 56.8 75.0 57.4 91.4 33.9 93.8

Llama3.1-70b

Single 66.0 − 63.4 − 68.0 − 43.1 −
SC 70.3 77.3 64.4 72.8 69.1 69.9 46.2 66.5
ToT 71.5 77.6 67.2 75.2 70.7 72.3 48.0 73.2
DTV 71.7 84.3 65.8 81.8 69.9 73.8 50.2 75.9
FORMAT-ADAPTER 76.2 94.9 70.4 85.4 71.5 88.7 51.0 96.4

GPT-4o
Single 73.4 − 71.0 − 77.0 − 48.9 −
SC 74.1 82.8 71.4 83.2 78.9 83.2 49.1 70.8
FORMAT-ADAPTER 78.4 95.1 76.8 86.6 80.1 96.9 51.6 96.6

Table 1: EM of FORMAT-ADAPTER and baselines using the single reasoning format. The best results of each setting
are marked in bold. Due to the limitations of computing resources, we only compare FORMAT-ADAPTER with
Self-Consistency on GPT-4o.

Dataset Method 8b 70b

MATH263
CLIP 53.0 66.9
MultiPoT 57.4 72.2
FORMAT-ADAPTER 60.1 77.2

WikiTQ100 FlexTaF 38.0 60.0
FORMAT-ADAPTER 48.0 61.0

Table 2: EM of FORMAT-ADAPTER and baselines us-
ing multiple reasoning formats on Llama3.1. The best
results of each setting are marked in bold.

compared to larger ones, which suggests that mod-393

els with smaller scales generate fewer reasoning394

formats capable of producing correct answers, re-395

lying more heavily on the Rewrite and Select steps396

to achieve correct results.397

4.4 Analysis398

In this section, we adapt analysis experiments to un-399

derstand better how FORMAT-ADAPTER improves400

the reasoning performance and to guide the param-401

eter selection. Due to the high reasoning cost, we402

only employ Llama3.1 as the experimental LLMs.403

We also adapt the case study to understand bet-404

ter how FORMAT-ADAPTER improves the perfor-405

mance, which is discussed in Appendix G.406

4.4.1 Reasoning Error407

To demonstrate that Equation 5 effectively reflects408

the reasoning error, we conduct statistical analysis409

on MATH to evaluate the model performance cor-410

responding to different values of Equation 5. The411

experimental results are shown in Figure 4, from412

which we can observe that: (i) As the value of Equa-413

tion 5 gradually increases, the model performance414

consistently declines, indicating that the error is in-415

0.1 0.14 0.18 0.22 0.26
40

42

44

46

Value of Equation 5

E
M

of
M

A
T

H
50

0

Figure 4: The performance on MATH with different
formats using Llama3.1-8b. Different blue • denotes the
result using different formats, where the formats used
are randomly sampled from that generated by FORMAT-
ADAPTER. The correlation coefficient is −0.652.

deed progressively growing; (ii) The error obtained 416

in Figure 4 is predominantly concentrated around 417

0.22, suggesting that most reasoning formats yield 418

similar results, while these results are inferior to 419

the best results, indicating that the majority of rea- 420

soning formats do not produce the correct answers, 421

showing the necessity to select the most suitable 422

reasoning format for each question. 423

4.4.2 Reasoning Format Category 424

To examine the performance of different reasoning 425

formats and inspire future work, we analyze the 426

average performance improvement achieved under 427

various settings with different reasoning format cat- 428

egories. We also list the most suitable reasoning 429

format for each task in Appendix D. The results 430

are shown in Figure 5, from which we can see 431

that: (i) For the results using the single reason- 432

ing format category, its performance improvement 433
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Model Method GSM8K-Hard MATH500 ARC-C-Hard GPQA

Llama3.1-8b

FORMAT-ADAPTER 54.7 56.8 57.4 33.5
- Rewrite 51.6 (−3.1) 53.6 (−3.2) 52.0 (−5.4) 32.4 (−1.1)
- Select 49.2 (−5.5) 47.8 (−9.0) 54.7 (−2.7) 25.4 (−8.1)
- Score 53.9 (−0.8) 54.2 (−2.6) 52.7 (−4.7) 30.1 (−3.4)

Llama3.1-70b

FORMAT-ADAPTER 76.2 70.4 71.5 51.0
- Rewrite 75.4 (−0.8) 69.6 (−0.8) 68.8 (−2.7) 47.1 (−3.9)
- Select 75.0 (−1.2) 68.6 (−1.8) 66.4 (−5.1) 44.2 (−6.8)
- Score 73.8 (−2.4) 70.2 (−0.2) 69.9 (−1.6) 47.3 (−3.7)

Table 3: The ablation study results under: (i) Rewrite: Generate answers without rewriting instructions; (ii) Select:
Vote the answer from the responses with the highest score; (iii) Score: Set all answers with the same score of 1.0.

+0 +5 +10

Overall

Math Notation

Question Format

Output Format

Answer Format

Natural Language

Explain Level

10.6

0.3

1.5

3.4

3.7

6.3

6.8

∆̄EM

Figure 5: The average performance improvement
brought by FORMAT-ADAPTER with different reason-
ing categories having more than four formats. ∆̄EM

denotes the average EM improvement compared to Self-
Consistency. Overall denotes the performance using all
reasoning categories generated by FORMAT-ADAPTER.

is determined by the variation in answers gener-434

ated by the corresponding formats of this category.435

For the categories with low improvements (e.g.,436

Math Notation), the answers across different for-437

mats are largely similar, with performance close438

to that of Self-Consistency. In contrast, reasoning439

categories with higher performance improvements440

(e.g., Explain Level) exhibit greater variability in441

the answers generated by different formats, mak-442

ing it more likely to include the correct result; (ii)443

Even for the best-performing single category, its444

performance improvement is still lower than that445

achieved by using all reasoning categories (Over-446

all), which indicates that the most suitable reason-447

ing formats vary across questions, and combining448

different reasoning categories and formats during449

reasoning is necessary to achieve optimal results.450

4.4.3 Reasoning Format Scale451

Considering the computational resource limita-452

tions in practical applications, we evaluate the per-453

formance of FORMAT-ADAPTER under different454

scales of reasoning formats. The experimental455

results, as shown in Figure 6, reveal that perfor-456

mance consistently improves across different set-457

5 10 15 20 25
+0

+2

+4

+6

+8

+10

Format Scale

∆
EM

MATH + 8b MATH + 70b
GPQA + 8b GPQA + 70b

Figure 6: The average performance improvement
brought by FORMAT-ADAPTER on MATH and GPQA
using Llama3.1. ∆EM denotes the EM improvement com-
pared with the result using the single format.

tings as the scale of formats increases, demonstrat- 458

ing the necessity of incorporating more reasoning 459

formats to enhance performance. Besides, when a 460

small number (< 5) of formats are used, FORMAT- 461

ADAPTER also brings a significant improvement, 462

proving the effectiveness of FORMAT-ADAPTER 463

under low computational resources. 464

Additionally, the performance improvement in 465

each setting follows a trend: it initially increases 466

significantly, then stabilizes, and finally experi- 467

ences another notable rise. This phenomenon can 468

be explained as follows: (i) Initially, the primary 469

performance bottleneck lies in the inconsistency 470

of LLMs, where increasing the number of reason- 471

ing formats enhances the robustness of reasoning, 472

thereby improving the performance. (ii) Once us- 473

ing a sufficient number of reasoning formats, the 474

performance bottleneck shifts to whether the rea- 475

soning formats are suitable for the user question, 476

where adding new formats makes it more likely 477

that the format is suitable for the question, leading 478

to further performance improvements. 479
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Figure 7: The average ratio over all datasets of each
reasoning format category that is selected by FORMAT-
ADAPTER (blue) and that contains the format that can
solve the question correctly (Oracle, green).

4.4.4 Format Selection Ratio480

To better understand the impact of different reason-481

ing formats on reasoning performance, we com-482

pute the ratio of formats selected by FORMAT-483

ADAPTER or containing the correct answer, as484

shown in Figure 7. From the figure, we can ob-485

serve the following: (i) For different reasoning486

formats, the ratio selected by FORMAT-ADAPTER487

follows a trend similar to that of Oracle, indicating488

that FORMAT-ADAPTER tends to select the appro-489

priate formats, i.e., those that contain the correct490

answer, thus demonstrating the effectiveness of491

FORMAT-ADAPTER; (ii) Compared to the average492

performance of Oracle with FORMAT-ADAPTER in493

Table 1 (89.4%), the best single format still shows494

a performance gap of 15.1%, indicating that differ-495

ent questions suit different formats, suggesting that496

multiple formats are necessary during reasoning.497

(iii) FORMAT-ADAPTER selects a relatively high498

proportion (> 70%) for each category, indicating499

that LLMs tend to assign higher scores during the500

Score step, resulting in that FORMAT-ADAPTER501

selecting many categories that do not contain the502

correct answer, suggesting the need for further im-503

provement in the scoring method in future work.504

5 Related Works505

Previous studies have shown that LLMs could ex-506

hibit inconsistency during reasoning, producing507

inconsistent answers when faced with input or pa-508

rameter perturbations (Adiwardana et al., 2020;509

Camburu et al., 2020; Elazar et al., 2021). To ad-510

dress this issue, Wang et al. (2023) proposes Self-511

Consistency, which generates multiple outputs for512

the same input and selects the final answer through513

voting, thereby reducing the impact of perturba- 514

tions. Subsequent works have sought to improve 515

upon Self-Consistency to further enhance the per- 516

formance (Li et al., 2024; Besta et al., 2024; Wang 517

et al., 2024). For example, Tree-of-Thought (Yao 518

et al., 2023) decomposes the reasoning process and 519

ensures consistency at each reasoning step as a 520

tree, while DTV (Zhou et al., 2024) employs Is- 521

abelle formalism to represent answers, improving 522

the accuracy of answer selection. Notably, many 523

studies have demonstrated that employing diverse 524

reasoning formats to generate answers outperforms 525

relying on a single format to produce multiple out- 526

puts (Zhang et al., 2024a,b; He et al., 2024). For 527

instance, CLIP (Qin et al., 2023) uses different nat- 528

ural language formulations to generate answers, 529

and MultiPoT (Luo et al., 2024) leverages multiple 530

programming languages for answer generation. 531

However, the above methods rely on predefined 532

reasoning formats manually annotated by humans, 533

which can be inefficient and suboptimal, as the 534

most suitable reasoning format varies across ques- 535

tions. To address this limitation, we first analyze 536

why utilizing multiple reasoning formats outper- 537

forms single-format reasoning and propose an opti- 538

mization objective based on this insight. Guided by 539

this objective, we leverage LLMs to generate and 540

select the most suitable reasoning format, thereby 541

reducing the cost of human annotations and im- 542

proving reasoning performance. 543

6 Conclusion 544

In this paper, we propose FORMAT-ADAPTER, 545

which generates multiple answers using different 546

reasoning formats, reducing inconsistencies and 547

improving the performance of LLMs. First, we 548

present how to measure reasoning errors when gen- 549

erating multiple answers, showing that multiple rea- 550

soning formats outperform a single format. Then, 551

we present FORMAT-ADAPTER, which uses LLMs 552

to generate and select the suitable reasoning for- 553

mats, improving reasoning performance by reduc- 554

ing the error measurement we present. We conduct 555

experiments on math and commonsense reason- 556

ing, where FORMAT-ADAPTER improves perfor- 557

mance by an average of 4.3% compared to previous 558

methods, demonstrating its effectiveness. We also 559

analyze the relationship between our error measure- 560

ment and performance, showing a negative corre- 561

lation that confirms its accuracy in measuring rea- 562

soning errors when generating multiple answers. 563
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Limitations564

(i) We have not yet experimented with FORMAT-565

ADAPTER on more tasks, such as question answer-566

ing and code generation, where in the future, we567

will apply FORMAT-ADAPTER to a wider range568

of tasks to further demonstrate its effectiveness;569

(ii) Generating multiple answers incurs significant570

computational overhead, where in future work, we571

will explore ways to reduce the computational cost572

while maintaining or even improving reasoning per-573

formance.574

Ethics Statement575

All datasets and models used in this paper are pub-576

licly available, and our usage follows their licenses577

and terms.578
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A Prove of Equations1018

Lemma 1. Let m,ϕ, ϕ̄ follow the definition in1019

§2.1. If limm→∞ ϕ̄ = ϕ ◦ f, we can derive that1020

limm→∞ δm = 0.1021

Proof. Considering that ϕ̄ = avg(ϕi) = avg(ϕ ◦1022

f+ δi), we can derive that1023

avg(ϕ ◦ f+ δi) = ϕ ◦ f(m → ∞)

Therefore, avg(δi) = 0(m → ∞). Assume, for1024

contradiction, that limm→∞ δm ̸= 0. Then, there1025

exists some ϵ > 0 such that for large enough m,1026

δm ≥ ϵ. For large m, the average of the first m1027

terms is1028

δ1 + δ2 + · · ·+ δm
m

1029

Since the average tends to 0, for sufficiently large1030

m, we must have1031

δ1 + δ2 + · · ·+ δm
m

< ϵ1032

However, if infinitely many δm ≥ ϵ, this con-1033

tradicts the fact that the average tends to 0. Thus,1034

limm→∞ δm = 0.1035

Considering Lemma 1, in the following prove,1036

we substitute m → ∞ with δm → 0.1037

A.1 Prove of Equation 41038

Theorem 1. Let D,L,m, ϕ, ϕ̄ follow the definition
in §2.1. We can derive that:

lim
δi→0

ED

[
L(ϕ̄, y)

]
=

1

m

m∑
i=1

L (ϕ ◦ f, y)

Proof.

1

m

m∑
i=1

ED [L (ϕi, y)] (7)1039

=
1

m

m∑
i=1

ED [L (ϕ ◦ f+ δi, y)] (8)1040

= ED [L (ϕ ◦ f, y)] (δi → 0) (9)1041

Considering that:1042

ϕ̄ =
1

m

m∑
i=1

ϕi (10)1043

=
1

m

m∑
i=1

ϕ ◦ f(δi → 0) (11)1044

= ϕ ◦ f (12)1045

We can derive that: 1046

ED

[
1

m

m∑
i=1

L
(
ϕi, ϕ̄

)]
(13) 1047

= ED

[
1

m

m∑
i=1

L
(
ϕ ◦ f+ δi, ϕ̄

)]
(14) 1048

= ED

[
1

m

m∑
i=1

L (ϕ ◦ f, ϕ ◦ f)

]
(δi → 0) (15) 1049

= 0 (16) 1050

Based on Equation 2, we can derive that: 1051

ED

[
L(ϕ̄, y)

]
(17) 1052

=
1

m

m∑
i=1

ED [L (ϕi, y)] (18) 1053

− ED

[
1

m

m∑
i=1

L
(
ϕi, ϕ̄

)]
(19) 1054

= ED [L (ϕ ◦ f, y)] (δi → 0) (20) 1055

1056

A.2 Prove of Equation 5 1057

Theorem 2. Let D,L,m, ϕ, ϕ̄ follow the definition 1058

in §2.2. we can derive that: 1059

lim
δi→0

ED

[
L(ϕ̄, y)

]
(21) 1060

=
1

m

m∑
i=1

ED [L(ϕ ◦ fi, y)] (22) 1061

− ED[
1

m

m∑
i=1

L(ϕ ◦ fi, ϕ̄)] (23) 1062

Proof.

1

m

m∑
i=1

ED [L (ϕi, y)] (24) 1063

=
1

m

m∑
i=1

ED [L (ϕ ◦ fi + δi, y)] (25) 1064

=
1

m

m∑
i=1

L (ϕ ◦ fi, y) (δi → 0) (26) 1065

lim
δi→0

ED

[
1

m

m∑
i=1

L
(
ϕi, ϕ̄

)]
(27) 1066

= ED

[
1

m

m∑
i=1

L
(
ϕ ◦ fi, ϕ̄

)]
(28) 1067
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Based on Equation 2, we can derive that:1068

ED

[
L(ϕ̄, y)

]
(29)1069

=
1

m

m∑
i=1

ED [L (ϕi, y)] (30)1070

− ED

[
1

m

m∑
i=1

L
(
ϕi, ϕ̄

)]
(31)1071

=
1

m

m∑
i=1

ED [L(ϕ ◦ fi, y)] (32)1072

− ED[
1

m

m∑
i=1

L(ϕ ◦ fi, ϕ̄)](δi → 0) (33)1073

1074

B Prompts of FORMAT-ADAPTER1075

The prompts of FORMAT-ADAPTER are shown in1076

Table 4. The prompt for the instruction rewriting1077

is provided in the code since this prompt is too1078

long. The prompts of the answer generation of1079

each task follow Dubey et al. (2024), which can be1080

found in https://huggingface.co/datasets/1081

meta-llama/Llama-3.1-8B-Instruct-evals.1082

C Baselines of Main Experiments1083

C.1 Single Format1084

Single is to generate one answer using one format1085

with Chain-of-Thought (Wei et al., 2022). The1086

prompts we used follow Dubey et al. (2024).1087

Self-Consistency (SC) is similar to Single, while1088

we generate multiple answers for each question.1089

The generation number is the same as the for-1090

mat number of FORMAT-ADAPTER for each task1091

and we set temperature as 0.5, top_p as 0.9. The1092

prompts are the same with Single.1093

Tree-of-Thought (ToT) is to generate the reason-1094

ing process step by step, where it votes the results1095

of each step, which is used as the input for the1096

next step. The parameters and prompts we used are1097

following the default of the paper.1098

DTV asks models to generate Isabelle formula-1099

tions (Nipkow et al., 2002) to answer the questions,1100

which can be executed automatically to ensure the1101

logical correctness of the consistent answers. The1102

parameters and prompts we used are following the1103

default of the paper.1104

C.2 Multiple Format 1105

CLIP asks LLMs to answer the given questions 1106

in different natural languages since different ques- 1107

tions could suit different languages. The natural 1108

languages, parameters, and prompts we used follow 1109

the default of the paper. 1110

MultiPoT aims to improve Program-of- 1111

Thought (Chen et al., 2023), which asks LLMs to 1112

solve problems with different program languages. 1113

The program languages, parameters, and prompts 1114

we used follow the default of the paper. 1115

FlexTaF is designed to solve the table reasoning 1116

task, which demands LLMs to reason with different 1117

tabular formats. The table formats, parameters, and 1118

prompts we used follow the default of the paper. 1119

D Reasoning Formats of 1120

FORMAT-ADAPTER 1121

In this section, we list the reasoning formats gen- 1122

erated by different LLMs on various datasets, as 1123

shown in Table 5. We rename some reasoning cate- 1124

gories in the experiments of §4.4 to ensure that the 1125

similar categories can be compared together. From 1126

the table, we can observe that: (i) Compared to 1127

small-scale LLMs, large-scale LLMs are capable 1128

of generating a wider variety of reasoning formats, 1129

leading to a more significant performance improve- 1130

ment as demonstrated in Table 2; (ii) Compared 1131

with simple datasets (e.g., GSM8K), a greater num- 1132

ber of reasoning formats are generated on more 1133

complex datasets (e.g., MATH, GPQA), as more 1134

solving approaches are available for complex ques- 1135

tions, thus resulting in more diverse reasoning for- 1136

mats. 1137

E Efficiency of FORMAT-ADAPTER 1138

In this section, we discuss the efficiency of 1139

FORMAT-ADAPTER. We focus on two main as- 1140

pects: the efficiency of the format generation, and 1141

the efficiency during inference. 1142

E.1 Efficiency during Format Generation 1143

Let the number of generated formats be M , and 1144

tM represents the average time that LLM M takes 1145

to process a single data. Considering that format 1146

generation requires both generation and rewriting, 1147

the efficiency of format generation is 2MtM = 1148

O(MtM). 1149

Based on the discussion, we can adjust M to 1150

control the efficiency of format generation. Fur- 1151
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The prompt of Format Generation

You are requested to generate possible answer formats that can be changed for the given task, where I want to
generate different answers in different formats of the given task.
For each task, you MUST generate the possible answer formats quoted with ** of the task, the number of answer
formats of each task MUST > 3.
Here are several examples:

—

Task: Code Generation.
In this task, you are given a question, and then you should generate the Python code to answer the question.
Input: Today is the last day of the first quarter of 2008. What is the date one year ago from today?
Output:
ˋˋˋpython
from datetime import datetime, timedelta
today = datetime(2008, 3, 31)
one_year_ago = today - timedelta(days=365)
ˋˋˋ
The possible answer formats that can be changed are:
1. Natural Language: The natural languages of questions can be changed, like change as **Chinese, French, German,
Spanish**.
2. Code Language: The code languages of answers can be changed, like change to **Java, C++, R, JavaScript**.

—

Based on the above examples, generate the possible answer formats to be changed for the following task.

Task: {task_name}
{task_definition}
Output: {answer}

The prompt of Answer Scoring

Please act as an impartial judge and evaluate the quality of the response provided by an AI assistant to the user
question displayed below. Your evaluation should consider correctness and helpfulness. You will be given a
assistant’s answer. Identify and correct any mistakes. Be as objective as possible. After providing your explanation,
you must rate the response on a scale of 1 to 10 by strictly following this format: "[rating]", for example: "Rating:
[5]".

[Question]
{question}

[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Table 4: The prompts of FORMAT-ADAPTER.

thermore, in practical applications, since format1152

generation is performed offline, the cost of this step1153

can be ignored during online inference.1154

E.2 Efficiency during Reasoning1155

Let the number of formats selected for each query1156

during inference be denoted as m, the total number1157

of user queries be N , and ts represents the time1158

to select a single format. Since inference involves1159

format selection, answer generation, and answer1160

scoring, the total inference efficiency is given by1161

NMts + 2mNtM. Given that ts ≪ tM in prac-1162

tice, the overall inference efficiency simplifies to1163

O(mNtM).1164

It can be observed that the inference efficiency1165

of FORMAT-ADAPTER is comparable to that of 1166

Self-Consistency, while FORMAT-ADAPTER offers 1167

a significant performance improvement. Consid- 1168

ering that prior research indicates that there is a 1169

positive correlation between model performance 1170

and inference time (Snell et al., 2024; Zhong et al., 1171

2024), it is important to balance efficiency and 1172

performance based on the specific application sce- 1173

nario. For example, when computational resources 1174

are limited, the number of reasoning formats used 1175

can be reduced to enhance inference efficiency. 1176
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Model GSM8K-Hard MATH500 ARC-C-Hard GPQA

Llama3.1-8b

natural language (6), code
language (2), mathematical
notation (2), text format (2),
answer style (2), response
format (1)

natural language (6),
step-by-step format (3),
text format (2), explanation
level (1), mathematical
notation (2)

natural language (8),
answer format (2), code
language (6), explanation
level (4), answer style (2),
output format (3)

natural language (5),
answer format (5),
explanation level (6),
code language (5), answer
style (4), explanation format
(5), step-by-step format (4),
explanation style (5),
mathematical notation (4)

Llama3.1-70b

mathematical notation (4),
natural language (4), problem
format (4), answer format (4),
reasoning style (3),
unit of measurement (3)

mathematical notation (3),
problem format (5),
solution approach (3),
answer format (3), unit
system (3), problem
complexity (3)

natural language (4),
answer format (1), question
type (1), answer choice
format (4),
context format (3),
answer justification (1)

natural language (4),
answer format (9), explanation
format (1),
question type (4),
candidate answer format
(7), explanation style (4),
answer choice format (7),
mathematical notation (6)

GPT-4o

natural language (4),
mathematical expression (4),
explanation style (4),
number representation (5)

natural language (6),
explanation format (2),
notation style (2), answer
presentation (2), units in
solution (2), solution format
(3), mathematical
representation (3), concluding
sentence format (3)

natural language (5),
numerical representation (3),
answer structure (2), answer
explanation (4), response
format (3), question format (4),
contextual explanation (2),
answer representation (8)

natural language (4),
numerical representation (3),
answer presentation (2),
explanation detail (2),
answer format (3)

Table 5: The reasoning categories generated by FORMAT-ADAPTER on different models and datasets. The number
after each category is the format number corresponding to the category. The category with the best performance
under each setting is marked in bold.

Method SC ToT DTV FORMAT-ADAPTER

Tokens 3889.9 24611.4 17816.4 25297.0

Table 6: The average output tokens per question on MATH using Llama3.1-8b.

E.3 Average Output Tokens of Different1177

Method1178

To compare the efficiency of FORMAT-ADAPTER1179

with other baselines in practical applications, we1180

measure the average number of tokens output per1181

question, as shown in Table 6. Although FORMAT-1182

ADAPTER is less efficient than Self-Consistency,1183

our method is closer to that of Tree-of-Thought.1184

Considering the performance improvements of1185

FORMAT-ADAPTER over both Self-Consistency1186

and Tree-of-Thought, a balance between efficiency1187

and performance must be considered in practical1188

applications.1189

F Performance Using All Generated1190

Formats1191

To validate the necessity of the reasoning format1192

selection of FORMAT-ADAPTER, we compare its1193

performance with that of using all formats without1194

selection. The experimental results, as shown in1195

Table 7, indicate that FORMAT-ADAPTER consis-1196

tently outperforms that directly using all reasoning1197

formats across all settings, which demonstrates the1198

importance of selecting appropriate reasoning for-1199

mats.1200

Answer with Set Notation:
All primes: P = {2, 3, 5, 7, 11, 13}
Even primes: E = {2}
Odd primes: O = {3, 5, 7, 11, 13}
Sum is even if both choose even 
primes or both choose odd primes.
P(E, E) = 1 / 36
P(O, O) = 25 / 36
P(even) = 1 / 36 + 25 / 36 = 13 / 18
So the answer is: \boxed{13 / 18}

Answer with Original Format:
The probability of Paul choosing an 
odd prime is 5/6, and the 
probability of Jesse choosing an 
odd prime is also 5/6. Therefore, 
the probability of both choosing 
odd primes is:
5 / 6 ✕ 5 / 6 = 25 / 36
The total probability of an even 
sum is \boxed{25 / 36}.

Question:
Paul and Jesse each choose a number at random from the first six prime 
numbers. What is the probability that the sum of the numbers is even?

Figure 8: An example sampled from MATH answered
using different reasoning formats. The correct part is
marked in red, and the incorrect part is marked in green.

G Case Study 1201

To better understand how FORMAT-ADAPTER im- 1202

proves reasoning performance, we present a case 1203

study, as shown in Figure 8. From the figure, it can 1204

be observed that when using the original reasoning 1205

format, the model overlooks that 2 is also an odd 1206

number, leading to an incorrect answer. However, 1207

when reasoning with the set notation, the model 1208

successfully accounts for all odd numbers, result- 1209

ing in the correct answer. Therefore, utilizing dif- 1210

ferent reasoning formats helps the model approach 1211

questions from multiple perspectives and different 1212
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Model Method GSM8K-Hard MATH500 ARC-C-Hard GPQA

Llama3.1-8b All 53.9 54.0 42.2 33.9
FORMAT-ADAPTER 54.7 56.8 57.4 33.9

Llama3.1-70b All 73.8 70.2 69.9 47.5
FORMAT-ADAPTER 76.2 70.4 71.5 51.0

Table 7: The performance with all formats or the formats selected by FORMAT-ADAPTER. All denotes using all
generated formats. The best performance under each setting is marked in bold.

questions require different reasoning formats. As1213

such, it is essential to integrate various reasoning1214

formats to obtain the correct solution.1215
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