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Abstract

India, a country with a large population, pos-
sesses two official and twenty-two scheduled
languages, making it the most linguistically
diverse nation. Despite being one of the sched-
uled languages, Santali remains a low-resource
language. Although Ol Chiki is recognized as
the official script for Santali, many continue
to use Bengali, Devanagari, Odia, and Roman
scripts. In tribute to the upcoming centennial
anniversary of the Ol Chiki script, we present
an Automatic Speech Recognition for Santali
in the Ol Chiki script. Our approach involves
cross-lingual transfer learning by utilizing the
Whisper framework pre-trained in Bengali and
Hindi on the Santali language, using Ol Chiki
script transcriptions. With the adoption of the
Bengali pre-trained framework, we achieved
a Word Error Rate (WER) score of 23.59 %,
whereas the adaptation of the Hindi pre-trained
framework resulted in a score of 28.75 % WER.
These outcomes were obtained using the Whis-
per Small framework.

1 Introduction
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Figure 1: Overview of the Whisper-based ASR system fine-
tuned for Santali speech recognition. The input audio is con-
verted into an 80-channel Mel spectrogram and processed
by convolutional sub-sampling and sinusoidal positional en-
coding. The encoder, composed of Transformer blocks with
self-attention and multi-layer perceptrons, extracts audio fea-
tures. The decoder, with self-attention, cross-attention, and
learned positional encoding, generates character-level tran-
scriptions in the Ol Chiki script, guided by cross-attention
between encoder and decoder representations.

Speech recognition has emerged as an impor-
tant technology in the field of human-computer
interaction, bridging the gap between spoken lan-
guage and digital systems. With the advent of ad-
vanced deep learning, Automatic Speech Recog-
nition (ASR) systems have been significantly im-
proved, achieving human-level performance for
widely spoken languages such as English, Man-
darin, and Spanish (Graves et al., 2013; Amodei
et al., 2016; Baevski et al., 2020). However, de-
veloping robust ASR systems for low-resource
languages remains a challenging task due to the
scarcity of annotated datasets, linguistic resources,
and pre-trained language models (Besacier et al.,
2014; Arivazhagan et al., 2019). One such low-
resourced language is Santali, which is predomi-
nantly spoken by approximately 7.6 million peo-
ple in India, Bangladesh, Nepal, and Bhutan. De-
spite its recognition as one of India’s important
languages, technological advancements in speech
processing for Santali are still in an early stage.

Existing research in speech recognition for low-
resource languages have explored various model-
ing techniques, including Hidden Markov Models
(HMM) (Rabiner, 1989), Gaussian Mixture Models
(GMM) (Reynolds et al., 2009), and deep learning
based frameworks such as Transformers and Con-
volutional Neural Networks (CNN) (Graves et al.,
2006; Gulati et al., 2020). For instance, Singh et al.
(2023) demonstrated the efficacy of model adapta-
tion for Bengali and Bhojpuri, while Priya et al.
(2022) improved ASR performance using sequence
modelling and transformer-based spell correctors.
Additionally, Shetty and Sagaya Mary N.J. (2020)
highlighted the advantages of multilingual frame-
works for low-resource Indian languages. Existing
studies on Santali have focused on language pro-
cessing tools, such as a finite-state morphological
analyzer by Akhtar et al. (2017) and a dialect classi-
fier using deep autoencoders by Sahoo et al. (2021).
In ASR, Kumar et al. (2020) showed that triphone



models outperform monophone models for Santali
digits in Roman script. However, despite these
advancements, the development of ASR systems
specifically developed for Santali remains largely
unexplored. Existing approaches have either re-
lied on Roman or regional scripts such as Bengali,
Hindji, and Odia, neglecting the Ol Chiki script of
Santali.

Our investigations distinguish themselves by fo-
cusing on Santali speech transcribed in the Ol
Chiki script, unlike previous studies that used
Roman script, bridging a crucial gap in ASR re-
search. Our approach addresses these limitations
by fine-tuning OpenAI’s Whisper framework (Rad-
ford et al., 2022), a state-of-the-art (SOTA) ASR
model. We used pre-trained in Bengali and Hindi,
two linguistically and geographically proximate
languages, to enhance the recognition of Santali
phonetic patterns, applying cross-lingual transfer
learning to improve ASR performance. Unlike pre-
vious works, we leverage Whisper’s multilingual
capabilities to adapt the model for Santali ASR
for Ol Chiki script. This approach marks a sig-
nificant step toward developing inclusive and ac-
curate speech recognition systems for the Santali-
speaking community, addressing both linguistic
diversity and technological accessibility. Our work
not only advances the field of low-resource ASR
but also sets a precedent for future research on
indigenous languages, ensuring that linguistic di-
versity is preserved and celebrated in the digital
age.

Our Contributions: The primary contributions
of our work are summarized as follows:

* We develop the first ASR system specifically
for Santali speech in Ol Chiki script, marking
a significant step toward digital inclusion for the
Santali-speaking community.

* Our approach employs cross-lingual transfer
learning by fine-tuning Whisper models pre-
trained in Bengali and Hindi, achieving WERs
of 23.59% and 28.75%, respectively, demonstrat-
ing the effectiveness of linguistic proximity in
low-resource scenarios.

* We provide a comprehensive evaluation of var-
ious Whisper model sizes (Tiny, Base, Small,
Medium, Large), mentioning the trade-offs be-
tween model complexity and recognition perfor-
mance.

2 Proposed Methodology

Task Description: The objective of this study is to
develop an ASR system tailored specifically for the
Santali language in the Ol Chiki script. Given an
audio input sequence X = {x1,x9,..., 27}, Tt €
R?, where T is the number of time steps and
d is the feature dimension, the system aims to
predict the corresponding text transcription. The
goal is to generate a sequence of characters ¥ =
{y1,92,...,yL}, yi € V, where L is the number
of characters and V denotes the vocabulary of Ol
Chiki characters. The ASR model aims to maxi-
mize the conditional probability P(Y | X;60) =
Hle Py, | X,y1,--.,y1-1;0), where 0 denotes
the model parameters.

2.1 Encoder-Decoder Framework

Our proposed ASR system is built upon Whis-
per (Radford et al., 2022) framework, which is
an encoder-decoder model. Overview of our frame-
work is shown in Figure 1. The model is fine-tuned
on Santali speech data using cross-lingual trans-
fer learning from pre-trained Bengali and Hindi
models due to proximity and phonetic similarities.

Feature Extraction: The audio waveform is
first preprocessed to standardize the input features.
Each audio sample is resampled to a sampling rate
of 16 kHz and converted to a 16-bit mono channel.
Then, an 80-channel log-Mel spectrogram, X &
RT*80 i5 computed, for the input to the encoder.

Encoder: The encoder processes the input spec-
trogram using N Transformer blocks. Each block
consists of a multi-head self-attention layer and a
feedforward neural network with residual connec-
tions:

Hy =X,

H, = LayerNorm(H n—1+SelfAttention( H,,—; ))
H, = LayerNorm(Hn+FFN(Hn)),n =1,....,N
where SelfAttention(H ) is computed as:

. QKT
SelfAttention(Q, K, V') = softmax ( > 1%
Vi
with query @, key K, and value V' matrices ob-
tained from the input H.

Decoder: The decoder autoregressively gener-
ates text output one token at a time by applying
masked multi-head attention. Given the encoded
representation Hy, the decoder generates output
tokens as:

Zy = Embedding(y<star>)



Z; = LayerNorm(Z;_1+MaskedAttention(Z;_1))
Z; = LayerNorm(Z; + CrossAttention(Z;, Hy)),
l=1,...,L

where CrossAttention(Z, Hy ) is defined as:

. QKT
CrossAttention(Q, K, V') = softmax Vv
Vg

Finally, a linear layer followed by a softmax func-
tion is applied to predict the next character:

Py | X,u1,. .., yi—1) = softmax(WoZ; + b,)

Training Procedure: The model is fine-tuned
using the cross-entropy loss function:

L
L= —Zlogp(yz | X,y1,. . 01-1)
=1

The final layer of the pre-trained Whisper Small
model is fine-tuned while all other layers are
frozen.

Inference: During inference, the decoder gen-
erates tokens sequentially using greedy decoding:

g = argmaXP(yl | X, 01, a?)lfl)
y eV

3 Experiment Set Up

3.1 Dataset Description

Table 1: Summary of the Santali speech corpus used for train-
ing and evaluation. The table lists the number of audio samples
in the training, validation, and test sets. Note that the test set
for IndicVoices is not yet released (*).

Sl. No. Corpus Name Train Valid Test

IndicVoices -
! (Javed et al., 2024) 45389 485 -

Common Voice

2 (Ardila et al., 2020) 315 462 147

Total

45,704 947 147

For experimental validation, we used the San-
tali Speech Dataset with the Ol Chiki script tran-
scriptions, compiled from two sources: Mozilla
Common Voice (Ardila et al., 2020) and Al4Bharat
IndicVoices (Javed et al., 2024). On average, Com-
mon Voice segments last 4.3 seconds ( 6 words),
while IndicVoices segments are longer at 6.4 sec-
onds (13 words). Dataset statistics for training,
validation, and test splits are provided in Table 1.

3.2 Research Questions

To explore the effectiveness of our finetuned ASR
system for Santali using cross-lingual transfer
learning, we propose the following research ques-
tions (RQs).

* RQ1: Which language, Bengali or Hindi, pro-
vides better cross-lingual transfer learning perfor-
mance for Santali speech recognition, and what
factors contribute to this difference?

* RQ2: How does the model size (Tiny, Base,
Small, Medium, Large) influence the WER when
fine-tuned with Bengali and Hindi pre-trained
models, and why does the Small variant outper-
form others?

¢ RQ3: How do different datasets (Common Voice
vs. IndicVoices) affect the fine-tuning perfor-
mance of the Whisper model, and what dataset
characteristics contribute to the observed WER
differences?

3.3 Implementation Details

The training parameters of the Whisper framework
are summarized in Table 2. Fine-tuning was per-
formed using a learning rate of 1 x 107> with the
“AdamW” optimizer. Only the final layer was up-
dated during training, while all other layers were
frozen. Since Santali is not among the supported
languages in Whisper, we used models pre-trained
in Bengali and, for comparison, also fine-tuned a
Hindi pre-trained model on Santali data.

Table 2: Architecture parameter(s) of the Whisper framework

No. of No. of

Framework Layers Width Heads Parameters

Tiny 4 384 6 39M

Base 6 512 8 74M

Small 12 768 12 244M

Medium 24 1024 16 T769M

Large 32 1280 20 1550M
4 Results

In this section, each research question is discussed
in detail, with key findings highlighted.

Table 3: WER (in %) of trained Santali Corpus on Whisper
Small Framework in the Bengali pre-trained language.

No Fine-tuning Common Voice Fine-tuning IndicVoice Fine-tuning

189.93 23.59 44.28

Language Comparison: Bengali vs. Hindi
(RQ1): In response to RQ1, Tables 3 and 6 show



that the Whisper Small model fine-tuned with Ben-
gali achieves a lower WER (23.59%) compared to
the Hindi pre-trained model (28.75%). This per-
formance gap is due to the greater phonetic and
syntactic similarity between Bengali and Santali,
such as shared vowel nasalization, consonant struc-
tures, and SOV word order, which facilitates more
effective model adaptation during fine-tuning.

Table 4: WER (in %) of trained Santali Corpus on Whisper
Framework (based on their sizes) in the Bengali pre-trained
language.

Framework No Fine-tuning Fine-tuned

Tiny 124.57 97.42
Base 188.82 98.89
Small 189.93 23.59
Medium 211.18 99.51
Large 187.59 27.27

Table 5: WER (in %) of trained Santali Corpus on Whisper
Framework (based on their sizes) in the Hindi pre-trained
language.

Framework No Fine-tuning Fine-tuned

Tiny 124.57 101.11
Base 188.82 99.88
Small 182.05 28.75
Medium 190.05 100.00
Large 187.59 30.10

Table 6: WER (in %) of trained Santali Corpus on Whisper
Small Framework in the Hindi pre-trained language.

No Fine-tuning Common Voice Fine-tuning IndicVoice Fine-tuning
182.05 28.75 45.67

Impact of Model Size (RQ2): For RQ2, Ta-
bles 4 and 5 show that the Whisper Small model
achieves the lowest WER—23.59% for Bengali
and 28.75% for Hindi, outperforming both smaller
(Tiny, Base) and larger (Medium, Large) variants.
Its balanced architecture (12 layers, 768 hidden di-
mensions) allows it to effectively capture phonetic
patterns without overfitting. In contrast, larger mod-
els are harder to optimize with limited data, while
smaller ones lack sufficient capacity to model com-
plex linguistic features.

Dataset Influence: Common Voice vs. In-
dicVoices (RQ3): For RQ3, Tables 3 and 6 show
that fine-tuning on the Common Voice dataset
yields lower WERs (23.59% for Bengali, 28.75%
for Hindi) than IndicVoices (44.28% and 45.67%,
respectively). This performance gap is likely due to

Common Voice’s shorter utterances (4.3 seconds,
6 words), which allow for more precise alignment
between audio and text. In contrast, the longer
and more variable utterances in IndicVoices (6.4
seconds, 13 words) introduce complexity that chal-
lenges the model during training.

5 Conclusions & Future Work

This paper has presented an initial, but important,
effort in developing an ASR system for Santali
using the Ol Chiki script. By fine-tuning the Whis-
per framework with cross-lingual transfer learning
on Bengali and Hindi, we have demonstrated the
feasibility of creating accurate speech recognition
models for under-resourced languages. Our find-
ings indicate that fine-tuning the Whisper Small
model on the Common Voice dataset yields the
most promising results, achieving WERs of 23.59%
and 28.75% with Bengali and Hindi pre-training,
respectively. These results demonstrate that trans-
fer learning offers a viable path to address the ASR
challenges faced by under-resourced languages, sig-
nificantly improving access to digital technologies
for their speakers by preserving linguistic diversity.
Although this study provides a strong foundation
for Santali ASR, several areas are unexplored for
future research. These include:

* Expanding Training Data. The performance of
the ASR system could be further improved by
increasing the size and diversity of the Santali
speech dataset.

* Exploring Other Pre-trained Models. While
this work focused on Bengali and Hindi pre-
trained models, exploring other linguistically re-
lated languages could potentially yield better re-
sults.

* Adapting the Model for Different Accents and
Dialects. Santali exhibits regional variations in
pronunciation and vocabulary. Future research
could focus on adapting the ASR system to better
handle these variations through techniques such
as transfer learning or domain adaptation.

* Incorporating a Language Model. Integrating a
language model trained on Santali text data could
help improve the accuracy of the ASR system by
providing contextual information and reducing
word error rates.

By addressing these challenges and pursuing these
future research directions, we can further advance
the Santali ASR field and contribute to preserving
and promoting this valuable language.



Limitations massively-multilingual speech corpus. In Proceed-
ings of the 12th Conference on Language Resources

Our study makes a meaningful contribution to and Evaluation (LREC 2020), pages 4211-4215.

speech technology for the Santali language, but

it has certain limitations. These include Naveen Arivazhagan, Ankur Bapna, Orhan Firat,

Dmitry Lepikhin, Melvin Johnson, Maxim Krikun,
Mia Xu Chen, Yuan Cao, George Foster, Colin
Cherry, and 1 others. 2019. Massively multilingual
neural machine translation in the wild: Findings and
challenges. arXiv preprint arXiv:1907.05019.

* The scope of our experiments is constrained by
the limited size and diversity of available Santali
speech data, particularly in the “Ol Chiki” script.
This limitation may impact the generalisation of
the model to broader dialectal and acoustic varia-
tions within the Santali-speaking population.

Alexei Baevski, Yuhao Zhou, Abdelrahman Mohamed,
and Michael Auli. 2020. wav2vec 2.0: A framework
for self-supervised learning of speech representations.

Advances in neural information processing systems,

¢ Although our approach leverages cross-lingual
g PP 8 g 33:12449-12460.

transfer from Bengali and Hindi due to their lin-
guistic proximity to Santali, these source lan-
guages are not perfectly aligned regarding pho-
netic and syntactic characteristics. As a result,
some Santali-specific nuances may not be fully
captured by the adapted models.

Laurent Besacier, Etienne Barnard, Alexey Karpov, and
Tanja Schultz. 2014. Automatic speech recognition
for under-resourced languages: A survey. Speech
communication, 56:85-100.

Alex Graves, Santiago Ferndndez, Faustino Gomez, and

The evaluation is limited to the Whisper Small
variant. Although we briefly explored models
of varying sizes, comprehensive tuning and op-
timization of larger or alternative architectures

Jiirgen Schmidhuber. 2006. Connectionist temporal
classification: labelling unsegmented sequence data
with recurrent neural networks. In Proceedings of the
23rd international conference on Machine learning,

pages 369-376.

were outside the scope of this work due to com-

. ) Alex Graves, Abdel-rahman Mohamed, and Geoffrey
putational constraints.

Hinton. 2013. Speech recognition with deep recur-
rent neural networks. In 2013 IEEE international

conference on acoustics, speech and signal process-
ing, pages 6645-6649. leee.
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