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Abstract

Curating large-scale fully annotated datasets is expensive, laborious, and cumbersome, es-
pecially for medical images. Several methods have been proposed in the literature that
make use of weak annotations in the form of scribbles. However, these approaches require
large amounts of scribble annotations, and are only applied to the segmentation of regular
organs, which are often unavailable for the disease species that fall in the long-tailed dis-
tribution. Motivated by the fact that the medical labels have anatomy distribution priors,
we propose a scribble-supervised clustering-based framework, called MedCL, to learn the
inherent anatomy distribution of medical labels. Our approach consists of two steps: i) Mix
the features with intra- and inter-image mix operations, and ii) Perform feature clustering
and regularize the anatomy distribution at both local and global levels. Combined with a
small amount of weak supervision, the proposed MedCL is able to segment both regular
organs and challenging irregular pathologies. We implement MedCL based on SAM and
UNet backbones, and evaluate the performance on three open datasets of regular structure
(MSCMRseg), multiple organs (BTCV) and irregular pathology (MyoPS). It is shown that
even with less scribble supervision, MedCL substantially outperforms the conventional seg-
mentation methods. Our code is available at https://github.com/BWGZK-keke/MedCL.
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1. Introduction

Manually labeling medical images is an arduous task that requires remarkable efforts from
clinical experts. To alleviate this challenge, many recent approaches use sparsely annotated
data for model training, termed weakly supervised learning (WSL) (Lin et al., 2016; Bai
et al., 2018; Ji et al., 2019; Luo et al., 2022; Han et al., 2024). WSL leverages weak super-
vision such as scribbles, points, bounding boxes, and image-level labels (Tajbakhsh et al.,
2020), by modeling shape priors (Kervadec et al., 2021) and developing novel loss func-
tions (Kervadec et al., 2019). Existing WSL medical image segmentation methods focus
mainly on scribbles, which are suitable to annotate nested structures (Can et al., 2018).
These methods make use of large amounts of scribble annotations to compensate for the
lack of fully supervised data. The existing scribble-supervised segmentation approaches can
be divided into two categories. The first group of works aims to generate pseudo-labels that
are then used for supervised training (Luo et al., 2022; Bai et al., 2018; Lin et al., 2016; Ji
et al., 2019; Han et al., 2024). However, these models are susceptible to noise introduced
by inaccurate segmentation results. The second line of approaches focuses on regularization
techniques, to constrain the prediction with size priors (Zhang and Zhuang, 2022b) and the
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Figure 1: An overview of the proposed MedCL based on the SAM architecture.

consistency of the augmented versions (Zhang and Zhuang, 2022a; Zhang and Patel, 2024).
These techniques work for regular organs, but sometimes fail in capturing the characteristics
of irregular pathologies. Unlike existing methods, we propose to investigate the inherent
anatomy distribution priors and take it as the principle to guide the image segmentation.

There exists a group of mix-based augmentation techniques (Zhang et al., 2018; DeVries
and Taylor, 2017; Yun et al., 2019; Kim et al., 2020, 2021), termed as mixup. The mixup
operation could lead to unrealistic results and change the shape of features significantly.
To overcome this, several techniques (Zhang and Zhuang, 2022b,a; Zhang and Patel, 2024)
have been proposed to leverage mix-invariant properties for regularization. However, these
works treat mix-up as a regularization strategy and fail to increase the diversity of the
original training samples. To tackle the above mentioned problems, we propose MedCL to
learn anatomy distribution in an unsupervised manner. Existing unsupervised represen-
tation learning methods (Caron et al., 2018, 2019, 2020; Chen and He, 2021; Chen et al.,
2020a; Wu et al., 2018; Chaitanya et al., 2020; Wu et al., 2024) are primarily designed for
pre-training and often rely on large batch sizes to achieve optimal performance. In con-
trast, MedCL adopts a two-stage process of feature mixing and clustering, enabling models
to be trained from scratch while effectively capturing the anatomical patterns inherent in
medical semantics. Firstly, we propose a weak-to-strong mix strategies to thoroughly mix
image features at both intra- and inter- image levels. Secondly, we perform the feature
clustering and require the compactness within center, discriminability between centers, and
the consistent anatomy distribution across all centers.

Our contributions are summarized as follows: 1) We propose a novel unsupervised
clustering-based framework, i.e., MedCL, to learn the anatomy distribution priors for med-
ical image segmentation, with two implementations using SAM (Kirillov et al., 2023) and
UNet (Ronneberger et al., 2015) backbones. 2) A feature-shuffling mechanism has been de-
rived to generate a variety of image-prompt pairs for clustering. 3) We introduce the feature
clustering approach to learn the inherent anatomy relationships among semantics. Specif-
ically, we apply constraints to obtain compact, distinguishable, and regularly distributed
feature clusters. 4) Evaluated on three open datasets,the proposed MedCL demonstrates
promising performance significantly better than existing methods with fewer scribbles.
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2. Method

As shown in Figure 1, MedCL is composed of two steps, including feature mixing and
clustering. Firstly, we mix image features at intra- and inter- image levels. Then, the feature
clustering is conducted with the online mapping and is regularized with anatomy properties.
Finally, we apply MedCL to the medical image segmentation task, and combine it with the
weak supervision, i.e., scribble and image-level labels, to achieve better performance.

2.1. Mixing features

Intra-mix: We surmise that the image rotated with a small angle is a resemble of the
artifact. Therefore we propose to mix the image x of dimension h × w with its rotated
version R(x, θ). We sample the intra-image mix ratio β′ from the beta distribution and
obtain the mixed image x′ as x′ = β′x + (1 − β′)R(x, θ). Correspondingly, we define y′

as the segmentation of mixed image x′. We further introduce bounding boxes to enable
the multi-scale mix while preserving the shape characteristics within the region of interest.
We first randomly sample bounding boxes from the image, and train model to predict
the segmentation results of the bounding boxes. Then, we perform mixup outside of the
bounding boxes. Denoting the bounding box with the binary mask Ib, we modify the mix
operation as x′ = Ibx+ (1− Ib)[β

′x+ (1− β′)R(x, θ)].
To facilitate model training, we randomly sample text prompts for each class and gen-

erate their combinations. For m classes, we begin by sampling text prompts ϕi for each
class ωi, resulting in Φ1 = {ϕi}mi=1, which instructs the model to generate segmentation for
individual classes. Next, we sample class subsets Ωk of size k and derive the corresponding
text prompt combinations Φ′

k = {ϕi | i ∈ Ωk}. For simplicity, we progressively increase
k from 2 to m, allowing Ωk to gradually expand until it covers the entire class set. The
resulting text prompt combinations are denoted as: Φ = {Φ1,Φ

′
2, . . . ,Φ

′
m}, These combi-

nations instruct the model to generate segmentation results for multiple combined classes.
Let (x′, Ib,Φ) represent the mixed pairs, including intra-mixed image, the bounding box
mask, and the text prompts. The corresponding ground truth segmentation is denoted by
y = {yi}mi=1∪{y′k}mk=2, where y has a dimension of h×w×(2m−1). Each component yi and
y′k has a dimension of h× w × 1. Here, yi represents the segmentation probability map for
class ωi, while y

′
k is the combined segmentation of class subset Ωk, defined as y′k =

⋃
i∈Ωk

yi.
The union operation defines the total area covered by the segmentation labels.

Inter-mix: To perform the mix across images, we simply mix two images, fuse the
bounding boxes, and interpolate the text tokens accordingly. Let (x′1, Ib1 ,Φ1) and (x′2, Ib2 ,Φ2)
be the two training sample pairs, we derive the mixed samples (x12, Ib12 ,Φ12) as x12 =
βx′1+(1−β)x′2, Ib12 = Ib1 ∪Ib2 , Φ12 = βe(Φ1)+(1−β)e(Φ2), respectively. The text tokens
e(Φ) are extracted with a prompt encoder e(·), and the inter-mix ratio β is sampled from the
beta distribution. The prediction of x12 is denoted as ŷ12 = M(ŷ′

1, ŷ
′
2) = βy′

1 + (1− β)ŷ′
2,

where the addition refers to pixel-wise addition of the probability maps. We thereby apply
the mix consistency loss (Lmix) to segmentation ŷ12 = f(x12, Ib12 ,Φ12):

Lmix = sim(ŷ12,M(ŷ′
1, ŷ

′
2)), (1)

where sim(z1, z2) = − z1·z2
∥z1∥2·∥z2∥2 . we aim to minimize the negative cosine similarity between

the mixed segmentation M(ŷ′
1, ŷ

′
2) and the segmentation of the mixed image ŷ12.
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Sampling: We sample the augmented image multiple times to increase the number of
features for clustering. Inspired by previous work (Caron et al., 2020), we first randomly
crop regions of an image from a range of resolutions. Secondly, the intra- and inter- image
mix are performed to obtain the mixed pairs of (x′, Ib,Φ). Finally, we repeatedly sample
training images from the mixed pairs to completely blend the features within the entire
database, and achieve about 40 times amplification of training samples for each epoch.

2.2. Cluster features

Online mapping: For prediction ŷ with dimensions (2m− 1)× h× w, we aim to map it
to a set of anatomical prototypes a = [a1, . . . , ad] of size (2m − 1) × d. By flattening the
predictions, the multi-label probability map ŷ is reshaped to dimension (2m−1)×n, where
n = h × w. A mapping P of size d × n is defined to maximize the similarity between the
prediction ŷ and the prototypes a. The optimization objective is formulated as follows:

max
P∈Rd×n

Tr(P TaT ŷ)− w
d×n∑
i=1

Pi logPi, (2)

where the second term with weight w is taken for regularization, aimed to control the
smoothness of mapping P . The solution of Eq.(2) is denotes as P ∗, which is derived as the
normalized exponential matrix (Cuturi, 2013):

P ∗ = Diag(U)exp

(
aT ŷ

w

)
Diag(V ), (3)

where U ∈ Rd and V ∈ Rn indicate the re-normalization vectors, which are efficiently
determined using the Sinkhorn-Knopp algorithm (Cuturi, 2013; Caron et al., 2020). We
optimize the algorithm on a per-batch basis; the corresponding pseudocode is provided in
Appendix Section 7.

Anatomy regularization: We assume the anatomy prototype clusters should meet
the following criteria: (1) Compactness: the density of prototype distribution within clus-
ters. (2) Discriminability: Clear boundaries between clusters. (3) Anatomy consistency:
Consistent distribution priors across all clusters. The cluster loss Lcluster is defined as:

Lcluster = − log

[ ∑
b,i exp(

1
τ sim(ab

i ,a
∗
i )∑

b,i exp(
1
τ sim(ab

i ,a
∗
i ) +

∑
i,j 1i ̸=j exp(

1
τ sim(a∗

i ,a
∗
j ))

]
, (4)

where a∗
i and a∗

j (i, j ∈ [1,m]) denotes the cluster center of prototypes {ab
i}Bb=1 for class ωi,

which is calculated by a∗
i =

1
B

∑B
b=1 a

b
i ; b refers to the index of samples within the batches

of size B; τ is the temperature parameter controlling sharpness (Wu et al., 2018). Then,∑
b,i exp(

1
τ sim(ab

i ,a
∗
i ) controls the compactness and

∑
i,j 1i ̸=j exp(

1
τ sim(a∗

i ,a
∗
j )) represents

the discriminability term.

For the third principle, i.e., consistent anatomy distribution, we apply the consistency
constraint to segmentation and prototypes at both global and local levels. By manipulating
the text prompts, we construct the multi-scale regularization for model prediction. For the
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class set Ωk of size from 2 to m, we define the anatomy consistency loss Lac:

Lac =
2m−1∑
j=m+1

[sim(ŷj ,
∑
i∈Ωk

ŷi) + sim(â∗
j ,

∑
i∈Ωk

â∗
i )], (5)

where k = j − m + 1, indicating that the number of categories within Ωk increases along
with j, thereby achieving the multi-scale constraint of distribution from local to global level.
The first term applies the consistency of segmentation and the second term regularizes the
anatomy distribution across prototype clusters.
Weak supervision: Although MedCL is conducted in a unsupervised setting, it can be
easily combined with weak supervision forms of scribbles and image-level labels. For scribble
annotations, we calculate the cross-entropy loss and dice loss for the annotated pixels, and
thereby define the scribble-supervised loss as Lscribble = −

∑m
i=1 [yi log(ŷi) + 2yiŷi/(yi + ŷi)]

where yi denotes the scribble annotations. For image-level labels, we exploit the given
set of categories (Ψ) presented in the image, and require the sum of their probabilities
equal to 1. The weakly-supervised loss of image-level labels is formulated accordingly as:
Lcategory = − log

(∑
i∈Ψ yi

)
, which also minimizes the probability of non-exist classes. Then,

the training objective L is derived as:

L = Lmix + Lcluster + Lac︸ ︷︷ ︸
unsupervised

+Lscribble + Lcategory︸ ︷︷ ︸
supervised

. (6)

3. Experiments

Datasets: MSCMRseg (Gao et al., 2023; Zhuang, 2018) dataset is released by the MIC-
CAI’19 multi-sequence cardiac MR Segmentation challenge. It comprises of late gadolinium
enhancement (LGE) MRI images obtained from 45 patients who underwent cardiomyopa-
thy, The organizers provided annotations for the left ventricle (LV), myocardium (MYO),
and the right ventricle (RV) in these images. Following (Yue et al., 2019), we randomly
partition the images from the 45 patients into three sets: 25 training images, 5 validation
images, and 15 test cases. We adopt the manual scribble annotations released by (Zhang
and Zhuang, 2022a). MyoPS (Luo and Zhuang, 2022; Qiu et al., 2023) was released in the
MICCAI’20 myocardial pathology segmentation challenge, which contains 45 paired mul-
tisequence CMR images of BSSFP, LGE and T2 CMR. MyoPS is a more challenging task
compared to MSCMR structure segmentation, due to the heterogeneous representation of
pathology across different patients. We use scribble annotations released by (Zhang and
Patel, 2024; Zhang and Zhuang, 2023). Following Li et al. (Li et al., 2023), we split the
dataset into 20 pairs for training, 5 for validation, and 20 for testing. BTCV (Landman
et al., 2015) dataset contains 3D abdominal CT scans from 30 subjects, with annotations
provided for 13 organs. Each scan comprises 80 to 225 slices at a resolution of 512×512
pixels. We employ complete annotations and identical data splits as those used in previous
studies to ensure consistency and enable direct comparisons (Tang et al., 2022; Wu et al.,
2024), with 24 images for training and 6 images for validation. Additionally, we include the
results of a 5-fold cross-validation in the appendix (Sec.5) for reference. Preprocessing:
For MSCMRseg and MyoPS, we extract a 256×256 central region for experiments with the
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Table 1: Regular structure segmentation: Dice and HD comparison of MedCL on the
MSCMRseg test set with 5 training scribbles.

Methods Backbone
Dice HD(mm)

LV MYO RV Avg LV MYO RV Avg

PCE UNet .261±.106 .193±.095 .018±.013 .157±.132 259.43±14.19 240.58±13.41 254.20±12.66 251.40±15.39
MixUp (Zhang et al., 2018) UNet .440±.102 .310±.127 .021±.013 .257±.200 259.42±14.18 210.00±12.37 251.98±15.6 240.47±25.96
Cutout (DeVries and Taylor, 2017) UNet .315±.103 .307±.153 .166±.110 .263±.139 259.42±14.18 240.06±16.38 252.18±15.42 250.56±17.04
CutMix (Yun et al., 2019) UNet .335±.119 .282±.099 .017±.013 .211±.166 259.43±14.19 241.30±13.94 258.51±12.91 253.08±15.81
Puzzle Mix (Kim et al., 2020) UNet .084±.029 .351±.104 .010±.008 .148±.160 259.43±14.19 223.22±13.02 256.37±12.56 246.34±21.05
Co-mixup (Kim et al., 2021) UNet .322±.169 .221±.097 .034±.010 .192±.163 259.43±14.19 239.02±13.25 257.04±12.60 251.83±15.98
CycleMix (Zhang and Zhuang, 2022a) UNet .517±.086 .421±.108 .007±.007 .315±.237 213.20±35.65 151.36±55.12 260.56±12.66 208.37±58.88
ShapePU (Zhang and Zhuang, 2022b) UNet .758±.191 .567±.168 .059±.026 .461±.331 209.04±16.09 234.08±18.15 237.86±14.13 226.99±20.45
WSL4 (Luo et al., 2022; Han et al., 2024) UNet .809±.079 .653±.109 .599±.261 .687±.191 140.95±69.06 147.74±59.93 95.07±60.53 127.92±67.49
ModelMix (Zhang and Patel, 2024) UNet .875±.077 .754±.079 .722±.201 .784±.145 78.05±16.11 69.85±30.45 99.20±46.81 82.36±35.09

MedCL
SAM .882±.065 .745±.065 .789±.103 .805±.065 7.50±4.54 10.85±6.56 26.47±12.48 14.94±5.23
UNet .904±.045 .787±.047 .804±.101 .832±.086 56.99±42.85 52.92±42.81 55.41±38.58 55.10±40.54

FullSup-UNet UNet .775±.158 .604±.147 .572±.207 .651±.191 23.50±21.79 34.03±19.25 81.29±11.29 46.27±30.91
FullSup-nnUNet nnUNet .885±.085 .757±.147 .757±.201 .799±.160 21.48±29.68 13.5±12.99 18.27±12.51 17.75±19.87

Figure 2: The visualization of regular organ segmentation from the MSCMRseg dataset.

UNet (Ronneberger et al., 2015) backbone, while for BTCV, we use nnU-Net (Isensee et al.,
2021). For SAM-based models, the region is resized to 1024×1024, and slice intensities are
normalized to [0,1]. Models are trained with a learning rate of 1e−4 on eight NVIDIA RTX
A5000 GPUs. Implementation: The two versions of MedCL, based on SAM (Kirillov
et al., 2023) and UNet (Ronneberger et al., 2015) architecture, are termed as MedCL-SAM
and MedCL-UNet, respectively. For MedCL-SAM, we leverage the pretrained encoder of
MedSAM (Ma and Wang, 2023) and fine-tune its decoder. The text prompts are encoded
using the pre-trained CLIP (Radford et al., 2021). For MedCL-UNet, we disable the input of
bounding box and text prompts, and train the model from scratch. Evaluation Metrics:
Following the practice of medical image segmentation, we report the Dice score and the
Hausdorff distance (HD) for each foreground class of MSCMRseg and MyoPS segmentation
tasks separately.

3.1. Results

Regular structure segmentation: Table 1 presents the Dice and HD results for car-
diac ventricle segmentation using twelve methods on the MSCMRseg dataset. Results for
ModelMix (Zhang and Patel, 2024) are borrowed from the original publication, while other
methods are implemented by us. Note that ModelMix trains models on complementary
datasets, while our approach focuses on a single task without requiring additional data
sources. Both MedCL-SAM and MedSAM-UNet outperform the compared approaches by
large margins in terms of Dice and HD metrics. This is further affirmed by the qualitative
results in Figure 2, which visualizes the worst and median cases selected based on the aver-
age Dice score. The poor performance of PuzzleMix and Co-Mixup is caused by their patch
transportation strategy, a limitation noted in previous work (Zhang and Zhuang, 2022a).
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Table 2: Multi-organ segmentation on BTCV multi-organ segmentation (Dice).
Type Method Spl RKid LKid Gall Eso Liv Sto Aor IVC Veins Pan RAG LAG AVG

w/ general pretraining

MAE3D (Chen et al., 2023; He et al., 2022) 93.98 94.37 94.18 69.86 74.65 96.66 80.40 90.30 83.10 72.65 77.11 71.34 60.54 81.33
SimCLR (Chen et al., 2020b) 92.79 93.52 93.36 60.24 60.64 95.90 79.92 85.56 80.58 63.47 67.77 55.99 50.45 75.14
SimMIM (Xie et al., 2022) 95.56 95.56 95.08 63.56 53.52 98.98 90.42 92.71 85.82 58.63 71.16 60.55 47.73 78.88
MoCo v3 (He et al., 2020; Chen et al., 2021b) 94.92 93.85 92.42 65.28 62.77 96.89 78.64 88.66 82.21 71.15 75.09 66.48 58.81 79.54
Jigsaw (Chen et al., 2021a) 94.62 93.45 93.23 75.63 73.23 95.03 85.61 90.65 83.58 71.71 79.57 65.68 58.05 81.35
PositionLabel (Zhang and Gong, 2023) 94.35 93.15 93.21 75.39 72.34 95.55 87.94 90.34 84.41 71.18 79.02 65.11 60.12 81.09

w/ medical pretraining

MG (Zhou et al., 2021) 91.99 93.52 91.81 65.11 76.14 95.98 86.88 89.65 83.59 71.79 81.50 67.97 63.18 81.45
ROT (Taleb et al., 2020) 91.75 93.18 91.62 65.09 76.55 95.85 86.16 89.74 83.03 71.73 81.51 67.07 62.90 81.25
Vicreg (Bardes et al., 2022) 92.03 92.50 91.62 75.24 74.96 96.07 85.50 89.43 83.08 74.74 78.35 71.14 63.44 81.81
Rubik++ (Tao et al., 2020) 96.21 91.36 92.68 75.22 75.52 97.44 85.94 89.76 82.96 74.47 79.25 71.13 62.10 82.39
PCRL (Zhou et al., 2023) 95.30 91.43 89.62 76.15 72.58 95.88 86.15 89.08 83.42 75.13 80.17 67.50 62.73 81.85
Swin-UNETR (Tang et al., 2022) 95.21 92.03 92.22 74.27 73.39 96.32 84.62 90.78 83.03 75.51 79.87 68.99 61.59 82.11
SwinMIM (Wang et al., 2023) 95.44 92.43 94.37 75.29 73.06 96.44 84.20 90.76 83.10 70.91 79.78 70.11 62.44 82.07
GL-MAE (Zhuang et al., 2023) 95.21 91.22 92.37 76.19 73.66 96.09 86.23 89.80 81.65 75.71 79.68 70.36 60.98 81.92
GVSL (He et al., 2023) 95.27 91.22 92.37 74.92 74.20 96.64 86.02 90.48 82.14 72.42 78.67 67.44 62.73 81.93
VoCo (Wu et al., 2024) 95.73 96.53 94.48 76.02 76.50 97.41 78.43 91.21 86.12 78.19 80.88 71.47 67.88 83.85

from scratch
UNETR (Hatamizadeh et al., 2022) 93.02 94.13 94.12 66.99 70.87 96.11 77.27 89.22 82.10 70.16 76.65 65.32 59.21 79.82
Swin-UNETR (Hatamizadeh et al., 2021) 94.06 93.54 93.80 65.51 74.60 97.09 75.94 91.80 82.36 73.63 75.19 68.00 61.11 80.53
MedCL-nnUNet 96.77 95.29 95.32 62.95 76.71 97.30 90.43 90.48 88.91 79.47 86.53 74.52 73.05 85.21

Table 3: Irregular pathology segmentation: comparison on MyoPS test set using 5 scribbles.

Methods Backbone
Dice HD

Scar Edema Avg Scar Edema Avg

PCE UNet .242±.170 .122±.077 .182±.144 76.22±37.24 124.89±21.27 100.55±38.77
nnPU (Kiryo et al., 2017) UNet .290±.166 .236±.078 .263±.131 126.51±35.27 125.05±20.69 125.78±28.55
CVIR (Garg et al., 2021) UNet .288±.191 .085±.034 .186±.170 45.01±18.44 125.27±20.83 85.14±45.04

ModelMix (Zhang and Patel, 2024) UNet .348±.189 .531±.106 .440±.177 - - -

MedCL
SAM .467±.222 .505±.113 .486±.155 28.06±13.01 31.88±10.57 29.97±6.76
UNet .458±.229 .536±.152 .497±.196 47.84±18.40 42.91±17.64 45.37±17.97

FullSup-UNet UNet .423±.253 .445±.149 .434±.205 117.61±35.08 119.13±22.7 118.37±29.17
FullSup-nnUNet nnUNet .496±.252 .563±.141 .529±.204 43.86±37.27 45.14±33.86 44.50±35.15

Figure 3: Qualitative results of typical pathologies from MyoPS dataset.

Multi-organ segmentation: Table 4 presents the multi-organ segmentation results
on the BTCV dataset. The results of the compared methods are sourced from VOCO (Wu
et al., 2024), which was pre-trained on 1.6K CT scans (including BTCV) and further fine-
tuned using the BTCV dataset. Remarkably, even without pre-training, our model trained
from scratch outperforms VOCO by an average Dice of 1.72%. This highlights the effective-
ness of our proposed method in capturing the anatomical distribution of multiple organs.

Irregular pathology segmentation: We further evaluate MedCL to the challenging
task of myocardial pathology segmentation (MyoPS) with heterogeneous shape features.
We compare the proposed MedCL with scribble-supervised (nnPU (Kiryo et al., 2017),
CVIR (Garg et al., 2021), ModelMix (Zhang and Patel, 2024)) and fully-supervised (Fullsup-
UNet, Fullsup-nnUNet) benchmarks. We borrow the results of ModelMix from the original
paper, without incorporating any additional data sources. Table 3 summarizes the results.
One can find that the advantages of the MedCL are demonstrated evidently in such a difficult
task, achiving comparable performance with fully supervised benchmarks with SAM and
UNet backbones, respectively. Figure 3 presents three typical cases.
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Table 4: Results on BTCV. The best results are bolded. ‘From Scratch’ denotes the super-
vised baseline without self-supervised pretraining.

Type Method Spl RKid LKid Gall Eso Liv Sto Aor IVC Veins Pan RAG LAG AVG

w/ general pretraining

MAE3D (Chen et al., 2023; He et al., 2022) 93.98 94.37 94.18 69.86 74.65 96.66 80.40 90.30 83.10 72.65 77.11 71.34 60.54 81.33
SimCLR (Chen et al., 2020b) 92.79 93.52 93.36 60.24 60.64 95.90 79.92 85.56 80.58 63.47 67.77 55.99 50.45 75.14
SimMIM (Xie et al., 2022) 95.56 95.56 95.08 63.56 53.52 98.98 90.42 92.71 85.82 58.63 71.16 60.55 47.73 78.88
MoCo v3 (He et al., 2020; Chen et al., 2021b) 94.92 93.85 92.42 65.28 62.77 96.89 78.64 88.66 82.21 71.15 75.09 66.48 58.81 79.54
Jigsaw (Chen et al., 2021a) 94.62 93.45 93.23 75.63 73.23 95.03 85.61 90.65 83.58 71.71 79.57 65.68 58.05 81.35
PositionLabel (Zhang and Gong, 2023) 94.35 93.15 93.21 75.39 72.34 95.55 87.94 90.34 84.41 71.18 79.02 65.11 60.12 81.09

w/ medical pretraining

MG (Zhou et al., 2021) 91.99 93.52 91.81 65.11 76.14 95.98 86.88 89.65 83.59 71.79 81.50 67.97 63.18 81.45
ROT (Taleb et al., 2020) 91.75 93.18 91.62 65.09 76.55 95.85 86.16 89.74 83.03 71.73 81.51 67.07 62.90 81.25
Vicreg (Bardes et al., 2022) 92.03 92.50 91.62 75.24 74.96 96.07 85.50 89.43 83.08 74.74 78.35 71.14 63.44 81.81
Rubik++ (Tao et al., 2020) 96.21 91.36 92.68 75.22 75.52 97.44 85.94 89.76 82.96 74.47 79.25 71.13 62.10 82.39
PCRL (Zhou et al., 2023) 95.30 91.43 89.62 76.15 72.58 95.88 86.15 89.08 83.42 75.13 80.17 67.50 62.73 81.85
Swin-UNETR (Tang et al., 2022) 95.21 92.03 92.22 74.27 73.39 96.32 84.62 90.78 83.03 75.51 79.87 68.99 61.59 82.11
SwinMIM (Wang et al., 2023) 95.44 92.43 94.37 75.29 73.06 96.44 84.20 90.76 83.10 70.91 79.78 70.11 62.44 82.07
GL-MAE (Zhuang et al., 2023) 95.21 91.22 92.37 76.19 73.66 96.09 86.23 89.80 81.65 75.71 79.68 70.36 60.98 81.92
GVSL† (He et al., 2023) 95.27 91.22 92.37 74.92 74.20 96.64 86.02 90.48 82.14 72.42 78.67 67.44 62.73 81.93
VoCo (Wu et al., 2024) 95.73 96.53 94.48 76.02 76.50 97.41 78.43 91.21 86.12 78.19 80.88 71.47 67.88 83.85

from scratch
UNETR (Hatamizadeh et al., 2022) 93.02 94.13 94.12 66.99 70.87 96.11 77.27 89.22 82.10 70.16 76.65 65.32 59.21 79.82
Swin-UNETR (Hatamizadeh et al., 2021) 94.06 93.54 93.80 65.51 74.60 97.09 75.94 91.80 82.36 73.63 75.19 68.00 61.11 80.53
ours 95.69 95.04 96.60 84.24 78.65 97.57 90.60 93.78 87.22 75.87 80.99 72.64 63.47 85.57

Supervision sensitivity: By varying the number of scribble annotations, we vali-
date the supervision sensitivity of MedCL and compare it to FullSup-nnUNet and scribble-
supervised model on MSCMRseg and MyoPS, i.e., WSL4, and nnPU. As shown in Figure 4
(a) and (b), our MedCL surpasses the scribble-supervised benchmarks by large margins
on all experiments. Interestingly, one can observe that when the number of annotations
is particularly small (less than 5), scribble-supervised MedCL achieves comparable or even
slightly better performance than FullSup-nnUNet. This indicates the superiority of MedCL
in the situation of extremely weak supervision.

Comparison to SAM-based methods: By changing the shift of the bounding box
prompts, we evaluate the robustness of MedCL-SAM against noisy bounding boxes on
MSCMRseg and MyoPS datasets. As shown in Figure 4 (c) and (d), the performance of
SAM and MedSAM clearly decreases as the bounding box shift increases. In contrast,
MedCL-SAM is robust to bounding box shifts. Thanks to feature shuffling and anatomy-
guided clustering, MedCL achieves the stable performance against noisy prompts.

Ablations: We validate the effectiveness of MedCL components with SAM and UNet
backbones. The models are trained with 5 scribbles and evaluated on the validation set.
We verify the key components of MedCL, including feature mixing (Mix/Lmix), cluster loss
(Lcluster, Eq. 4), and anatomy consistency loss (Lac, Eq. 5). Details are summarized in Ta-
ble 5. Incorporating feature shuffling, Model #2 shows substantial improvement over Model
#1, with an average Dice increase of 17.1% (0.521 vs. 0.350) for SAM and 34.1% (0.563 vs.
0.222) for UNet, highlighting the benefits of our mix augmentation. Model #3, enhanced
with cluster loss (Lcluster), further improves Dice by 20.8% (0.558 vs. 0.350) for UNet and
7.5% (0.638 vs. 0.563) for SAM. Finally, with the addition of anatomy consistency loss
(Lac), our MedCL model achieves the best performance for SAM and UNet, respectively.
We provide the ablations of text prompts (Sec.3), batch size (Sec.2), and investigate the
effectiveness of feature shuffling components (Sec.4), category label (Sec.1) in Appendix.

4. Conclusion

In this work, we have presented MedCL, a novel framework to learn anatomy distribution
for medical image segmentation, with two implementations based on SAM and UNet ar-
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Table 5: Ablation on MSCMRseg validation (* p ≤ 0.05, Wilcoxon test).

Methods Mix/Lmix Lcluster Lac
MedCL-SAM (w/ text prompt) MedCL-UNet (w/o text prompt)

LV MYO RV Avg LV MYO RV Avg

#1 × × × .567±.315 .317±.254 .166±.112 .350±.165 .139±.131 .275±.225 .251±.194 .222±.184
#2 ✓ × × .806±.147* .724±.060* .032±.029 .521±.070* .762±.198* .443±.119* .484±.442* .563±.304*
#3 × ✓ × .885±.051* .606±.066 .183±.300* .558±.130 .654±.202 .581±.173* .678±.304* .638±.220*
#4 ✓ ✓ × .882±.052 .718±.067* .520±.286* .707±.110* .899±.087* .693±.219* .641±.379 .744±.265*

MedCL ✓ ✓ ✓ .894±.067 .784±.065* .821±.122* .833±.083* .914±.059 .779±.076* .791±.198* .828±.133*

Figure 4: The impact of supervision amount (a,b) and bounding box shift (c,d).

chitectures. MedCL exploits supervision via feature mixing, and effectively learns anatomy
priors with regularizations of compactness, discriminability, and distribution consistency.
Evaluated on three challenging segmentation tasks, MedCL demonstrates state-of-the-art
performance with robust and general applicability.

9



Zhang Patel

References

Wenjia Bai, Hideaki Suzuki, Chen Qin, Giacomo Tarroni, Ozan Oktay, Paul M Matthews,
and Daniel Rueckert. Recurrent neural networks for aortic image sequence segmentation
with sparse annotations. In International Conference on Medical Image Computing and
Computer-Assisted Intervention, pages 586–594. Springer, 2018.

Adrien Bardes, Jean Ponce, and Yann LeCun. Vicregl: Self-supervised learning of local
visual features. Advances in Neural Information Processing Systems, 35:8799–8810, 2022.

Yigit Baran Can, Krishna Chaitanya, Basil Mustafa, Lisa M. Koch, Ender Konukoglu, and
Christian F. Baumgartner. Learning to segment medical images with scribble-supervision
alone. In DLMIA/ML-CDS@MICCAI, 2018.

Mathilde Caron, Piotr Bojanowski, Armand Joulin, and Matthijs Douze. Deep clustering
for unsupervised learning of visual features. In Proceedings of the European conference
on computer vision (ECCV), pages 132–149, 2018.

Mathilde Caron, Piotr Bojanowski, Julien Mairal, and Armand Joulin. Unsupervised pre-
training of image features on non-curated data. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 2959–2968, 2019.

Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal, Piotr Bojanowski, and Armand
Joulin. Unsupervised learning of visual features by contrasting cluster assignments. Ad-
vances in neural information processing systems, 33:9912–9924, 2020.

Krishna Chaitanya, Ertunc Erdil, Neerav Karani, and Ender Konukoglu. Contrastive learn-
ing of global and local features for medical image segmentation with limited annotations.
Advances in neural information processing systems, 33:12546–12558, 2020.

Pengguang Chen, Shu Liu, and Jiaya Jia. Jigsaw clustering for unsupervised visual repre-
sentation learning. In Proceedings of the IEEE/CVF conference on computer vision and
pattern recognition, pages 11526–11535, 2021a.

Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. Simclr: A simple
framework for contrastive learning of visual representations. In International Conference
on Learning Representations, volume 2, 2020a.

Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. A simple frame-
work for contrastive learning of visual representations. In International conference on
machine learning, pages 1597–1607. PMLR, 2020b.

Xinlei Chen and Kaiming He. Exploring simple siamese representation learning. In Pro-
ceedings of the IEEE/CVF conference on computer vision and pattern recognition, pages
15750–15758, 2021.

Xinlei Chen, Saining Xie, and Kaiming He. An empirical study of training self-supervised
vision transformers. In Proceedings of the IEEE/CVF international conference on com-
puter vision, pages 9640–9649, 2021b.

10



MedCL

Zekai Chen, Devansh Agarwal, Kshitij Aggarwal, Wiem Safta, Mariann Micsinai Balan,
and Kevin Brown. Masked image modeling advances 3d medical image analysis. In
Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision,
pages 1970–1980, 2023.

Marco Cuturi. Sinkhorn distances: Lightspeed computation of optimal transport. Advances
in neural information processing systems, 26, 2013.

Terrance DeVries and Graham W Taylor. Improved regularization of convolutional neural
networks with cutout. arXiv preprint arXiv:1708.04552, 2017.

Shangqi Gao, Hangqi Zhou, Yibo Gao, and Xiahai Zhuang. Bayeseg: Bayesian modeling for
medical image segmentation with interpretable generalizability. Medical Image Analysis,
89:102889, 2023.

Saurabh Garg, YifanWu, Alexander J Smola, Sivaraman Balakrishnan, and Zachary Lipton.
Mixture proportion estimation and pu learning: A modern approach. Advances in Neural
Information Processing Systems, 34, 2021.

Meng Han, Xiangde Luo, Xiangjiang Xie, Wenjun Liao, Shichuan Zhang, Tao Song, Guotai
Wang, and Shaoting Zhang. Dmsps: Dynamically mixed soft pseudo-label supervision
for scribble-supervised medical image segmentation. Medical Image Analysis, 97:103274,
2024.

Ali Hatamizadeh, Vishwesh Nath, Yucheng Tang, Dong Yang, Holger R Roth, and Daguang
Xu. Swin unetr: Swin transformers for semantic segmentation of brain tumors in mri
images. In International MICCAI brainlesion workshop, pages 272–284. Springer, 2021.

Ali Hatamizadeh, Yucheng Tang, Vishwesh Nath, Dong Yang, Andriy Myronenko, Bennett
Landman, Holger R Roth, and Daguang Xu. Unetr: Transformers for 3d medical image
segmentation. In Proceedings of the IEEE/CVF winter conference on applications of
computer vision, pages 574–584, 2022.

Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross Girshick. Momentum contrast for
unsupervised visual representation learning. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition, pages 9729–9738, 2020.

Kaiming He, Xinlei Chen, Saining Xie, Yanghao Li, Piotr Dollár, and Ross Girshick. Masked
autoencoders are scalable vision learners. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition, pages 16000–16009, 2022.

Yuting He, Guanyu Yang, Rongjun Ge, Yang Chen, Jean-Louis Coatrieux, Boyu Wang, and
Shuo Li. Geometric visual similarity learning in 3d medical image self-supervised pre-
training. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 9538–9547, 2023.

Fabian Isensee, Paul F Jaeger, Simon AA Kohl, Jens Petersen, and Klaus H Maier-Hein.
nnu-net: a self-configuring method for deep learning-based biomedical image segmenta-
tion. Nature methods, 18(2):203–211, 2021.

11



Zhang Patel

Zhanghexuan Ji, Yan Shen, Chunwei Ma, and Mingchen Gao. Scribble-based hierarchical
weakly supervised learning for brain tumor segmentation. In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages 175–183. Springer,
2019.

Hoel Kervadec, Jose Dolz, Meng Tang, Eric Granger, Yuri Boykov, and Ismail Ben Ayed.
Constrained-cnn losses for weakly supervised segmentation. Medical image analysis, 54:
88–99, 2019.

Hoel Kervadec, Houda Bahig, Laurent Letourneau-Guillon, Jose Dolz, and Ismail Ben Ayed.
Beyond pixel-wise supervision for segmentation: A few global shape descriptors might be
surprisingly good! In Medical Imaging with Deep Learning, pages 354–368. PMLR, 2021.

Jang-Hyun Kim, Wonho Choo, and Hyun Oh Song. Puzzle mix: Exploiting saliency and
local statistics for optimal mixup. In International Conference on Machine Learning
(ICML), 2020.

JangHyun Kim, Wonho Choo, Hosan Jeong, and Hyun Oh Song. Co-mixup: Saliency
guided joint mixup with supermodular diversity. In International Conference on Learning
Representations, 2021.

Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao, Chloe Rolland, Laura Gustafson,
Tete Xiao, Spencer Whitehead, Alexander C Berg, Wan-Yen Lo, et al. Segment anything.
arXiv preprint arXiv:2304.02643, 2023.

Ryuichi Kiryo, Gang Niu, Marthinus C du Plessis, and Masashi Sugiyama. Positive-
unlabeled learning with non-negative risk estimator. In Advances in Neural Information
Processing Systems, volume 30, 2017.

Bennett Landman, Zhoubing Xu, J Igelsias, Martin Styner, Thomas Langerak, and Arno
Klein. Miccai multi-atlas labeling beyond the cranial vault–workshop and challenge. In
Proc. MICCAI Multi-Atlas Labeling Beyond Cranial Vault—Workshop Challenge, vol-
ume 5, page 12, 2015.

Lei Li, Fuping Wu, Sihan Wang, Xinzhe Luo, Carlos Mart́ın-Isla, Shuwei Zhai, Jianpeng
Zhang, Yanfei Liu, Zhen Zhang, Markus J Ankenbrand, et al. Myops: A benchmark of
myocardial pathology segmentation combining three-sequence cardiac magnetic resonance
images. Medical Image Analysis, 87:102808, 2023.

Di Lin, Jifeng Dai, Jiaya Jia, Kaiming He, and Jian Sun. Scribblesup: Scribble-supervised
convolutional networks for semantic segmentation. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pages 3159–3167, 2016.

Xiangde Luo, Minhao Hu, Wenjun Liao, Shuwei Zhai, Tao Song, Guotai Wang, and Shaoting
Zhang. Scribble-supervised medical image segmentation via dual-branch network and
dynamically mixed pseudo labels supervision. In International Conference on Medical
Image Computing and Computer-Assisted Intervention, pages 528–538. Springer, 2022.

12



MedCL

Xinzhe Luo and Xiahai Zhuang. X-metric: An n-dimensional information-theoretic frame-
work for groupwise registration and deep combined computing. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 45(7):9206–9224, 2022.

Jun Ma and Bo Wang. Segment anything in medical images. arXiv preprint
arXiv:2304.12306, 2023.

Junyi Qiu, Lei Li, Sihan Wang, Ke Zhang, Yinyin Chen, Shan Yang, and Xiahai Zhuang.
Myops-net: Myocardial pathology segmentation with flexible combination of multi-
sequence cmr images. Medical image analysis, 84:102694, 2023.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini
Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning
transferable visual models from natural language supervision. In International conference
on machine learning, pages 8748–8763. PMLR, 2021.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for
biomedical image segmentation. In Medical Image Computing and Computer-Assisted
Intervention–MICCAI 2015: 18th International Conference, Munich, Germany, October
5-9, 2015, Proceedings, Part III 18, pages 234–241. Springer, 2015.

Nima Tajbakhsh, Laura Jeyaseelan, Qian Li, Jeffrey N Chiang, Zhihao Wu, and Xiaowei
Ding. Embracing imperfect datasets: A review of deep learning solutions for medical
image segmentation. Medical Image Analysis, 63:101693, 2020.

Aiham Taleb, Winfried Loetzsch, Noel Danz, Julius Severin, Thomas Gaertner, Benjamin
Bergner, and Christoph Lippert. 3d self-supervised methods for medical imaging. Ad-
vances in neural information processing systems, 33:18158–18172, 2020.

Yucheng Tang, Dong Yang, Wenqi Li, Holger R Roth, Bennett Landman, Daguang Xu,
Vishwesh Nath, and Ali Hatamizadeh. Self-supervised pre-training of swin transformers
for 3d medical image analysis. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, pages 20730–20740, 2022.

Xing Tao, Yuexiang Li, Wenhui Zhou, Kai Ma, and Yefeng Zheng. Revisiting rubik’s cube:
Self-supervised learning with volume-wise transformation for 3d medical image segmenta-
tion. In Medical Image Computing and Computer Assisted Intervention–MICCAI 2020:
23rd International Conference, Lima, Peru, October 4–8, 2020, Proceedings, Part IV 23,
pages 238–248. Springer, 2020.

Yiqing Wang, Zihan Li, Jieru Mei, Zihao Wei, Li Liu, Chen Wang, Shengtian Sang, Alan L
Yuille, Cihang Xie, and Yuyin Zhou. Swinmm: masked multi-view with swin transform-
ers for 3d medical image segmentation. In International Conference on Medical Image
Computing and Computer-Assisted Intervention, pages 486–496. Springer, 2023.

Linshan Wu, Jiaxin Zhuang, and Hao Chen. Voco: A simple-yet-effective volume contrastive
learning framework for 3d medical image analysis. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pages 22873–22882, 2024.

13



Zhang Patel

Zhirong Wu, Yuanjun Xiong, Stella X Yu, and Dahua Lin. Unsupervised feature learning
via non-parametric instance discrimination. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 3733–3742, 2018.

Zhenda Xie, Zheng Zhang, Yue Cao, Yutong Lin, Jianmin Bao, Zhuliang Yao, Qi Dai, and
Han Hu. Simmim: A simple framework for masked image modeling. In Proceedings of
the IEEE/CVF conference on computer vision and pattern recognition, pages 9653–9663,
2022.

Qian Yue, Xinzhe Luo, Qing Ye, Lingchao Xu, and Xiahai Zhuang. Cardiac segmentation
from lge mri using deep neural network incorporating shape and spatial priors. In Inter-
national Conference on Medical Image Computing and Computer-Assisted Intervention,
pages 559–567. Springer, 2019.

Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and
Youngjoon Yoo. Cutmix: Regularization strategy to train strong classifiers with lo-
calizable features. In International Conference on Computer Vision (ICCV), 2019.

Hongyi Zhang, Moustapha Cisse, Yann N. Dauphin, and David Lopez-Paz. mixup: Beyond
empirical risk minimization. International Conference on Learning Representations, 2018.
URL https://openreview.net/forum?id=r1Ddp1-Rb.

Ke Zhang and Vishal M Patel. Modelmix: A new model-mixup strategy to minimize vicinal
risk across tasks for few-scribble based cardiac segmentation. In International Confer-
ence on Medical Image Computing and Computer-Assisted Intervention, pages 456–466.
Springer, 2024.

Ke Zhang and Xiahai Zhuang. Cyclemix: A holistic strategy for medical image segmentation
from scribble supervision. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 11656–11665, 2022a.

Ke Zhang and Xiahai Zhuang. Shapepu: A new pu learning framework regularized by global
consistency for scribble supervised cardiac segmentation. In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages 162–172. Springer,
2022b.

Ke Zhang and Xiahai Zhuang. Zscribbleseg: Zen and the art of scribble supervised medical
image segmentation. arXiv preprint arXiv:2301.04882, 2023.

Zhemin Zhang and Xun Gong. Positional label for self-supervised vision transformer. In
Proceedings of the AAAI Conference on Artificial Intelligence, volume 37, pages 3516–
3524, 2023.

Hong-Yu Zhou, Chixiang Lu, Chaoqi Chen, Sibei Yang, and Yizhou Yu. A unified visual
information preservation framework for self-supervised pre-training in medical image anal-
ysis. IEEE Transactions on Pattern Analysis and Machine Intelligence, 45(7):8020–8035,
2023.

Zongwei Zhou, Vatsal Sodha, Jiaxuan Pang, Michael B Gotway, and Jianming Liang. Mod-
els genesis. Medical image analysis, 67:101840, 2021.

14

https://openreview.net/forum?id=r1Ddp1-Rb


MedCL

Jia-Xin Zhuang, Luyang Luo, and Hao Chen. Advancing volumetric medical image segmen-
tation via global-local masked autoencoder. arXiv preprint arXiv:2306.08913, 2023.

Xiahai Zhuang. Multivariate mixture model for myocardial segmentation combining multi-
source images. IEEE transactions on pattern analysis and machine intelligence, 41(12):
2933–2946, 2018.

15



Zhang Patel

We evaluate the effect of loss calculations for category labels (Sec.1), batch size influence
(Sec.2), text prompt types (Sec.3), and components of feature shuffling (Sec.4). Cross-
validation results on BTCV are detailed in Sec.5, and typical scribbles from MSCMRseg
and MyoPS are shown in Sec.6.

.1. Category labels

Table I: The effect of label categories on MyoPS dataset.

Method Lsup-category
1 scribble 3 scribbles 5 scribbles 10 scribbles

Scar Edema AVG Scar Edema AVG Scar Edema AVG Scar Edema AVG

nnPU - .230 .192 .231 .397 .080 .238 .290 .236 .263 .477 .084 .280
MedCL-UNet* × .302 .262 .282 .402 .426 .414 .449 .522 .486 .470 .527 .498
MedCL-UNet ✓ .218 .508 .363 .391 .495 .443 .458 .536 .497 .517 .647 .582

FullSup-nnUNet - .121 .314 .218 .230 .460 .350 .496 .563 .529 .590 .643 .617

We compare the detailed performance of MedCL-UNet* (without Lsup-category) and com-
pared methods using MyoPS dataset, including MedCL-UNet, nnPU, and FullSup-nnUNet.
We vary the training scribbles from 1 to 10, and summarize the detailed results in Table I.
One can observe that even without Lsup-category, MedCL-UNet∗ still evidently surpasses
scribble-supervised method nnPU, demonstrating the effectiveness of proposed feature shuf-
fling and clustering strategies.

.2. Batch size

Table II: The effect of batch sizes on MSCMR dataset.
Batch Size LV MYO RV Avg

16 .890±.076 .773±.058 .778±.087 .814±.091
32 .899±.048 .784±.047 .768±.163 .817±.116
64 .907±.045 .787±.047 .804±.047 .832±.086

Table II reports the performance of MedCL-UNet with a batch size ranges from 16 to 64.
All models are trained with 5 scribbles using MSCMRseg dataset. Our MedCL-UNet works
consistently well over the range of batch size, with a slight drop of 1.8% (0.814 vs 0.832)
for batch size 16 or 1.5% (0.817 vs 0.832) for batch size 32. This demonstrates that our
MedCL performs robustly even on small batch sizes.

.3. Types of text prompts

Table IV compares MedCL-SAM to MedSAM and SAM with determinstic and ambiguous
text prompts. The determinstic prompt refers to noun, i.e., ”Myocardium”, and ”Left Ven-
trical”. The ambiguous prompts refers to the sentence description, such as “Myocardium
typically appears dark or black in LGE images, and have circular shape. SAM and MedSAM
are the latest segmentation benchmarks pre-trained with large-scale natural and medical
image datasets, respectively, while MedCL-SAM is initialized with the weights of MedCL
and finetuned with 5 scribbles. One can find that our MedCL-SAM achieves promising
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Table V: Multi-organ segmentation on BTCV (Dice): ”From Scratch” denotes the super-
vised baseline without self-supervised pretraining.

Type Method Spl RKid LKid Gall Eso Liv Sto Aor IVC Veins Pan RAG LAG AVG

w/ general pretraining

MAE3D (Chen et al., 2023; He et al., 2022) 93.98 94.37 94.18 69.86 74.65 96.66 80.40 90.30 83.10 72.65 77.11 71.34 60.54 81.33
SimCLR (Chen et al., 2020b) 92.79 93.52 93.36 60.24 60.64 95.90 79.92 85.56 80.58 63.47 67.77 55.99 50.45 75.14
SimMIM (Xie et al., 2022) 95.56 95.56 95.08 63.56 53.52 98.98 90.42 92.71 85.82 58.63 71.16 60.55 47.73 78.88
MoCo v3 (He et al., 2020; Chen et al., 2021b) 94.92 93.85 92.42 65.28 62.77 96.89 78.64 88.66 82.21 71.15 75.09 66.48 58.81 79.54
Jigsaw (Chen et al., 2021a) 94.62 93.45 93.23 75.63 73.23 95.03 85.61 90.65 83.58 71.71 79.57 65.68 58.05 81.35
PositionLabel (Zhang and Gong, 2023) 94.35 93.15 93.21 75.39 72.34 95.55 87.94 90.34 84.41 71.18 79.02 65.11 60.12 81.09

w/ medical pretraining

MG (Zhou et al., 2021) 91.99 93.52 91.81 65.11 76.14 95.98 86.88 89.65 83.59 71.79 81.50 67.97 63.18 81.45
ROT (Taleb et al., 2020) 91.75 93.18 91.62 65.09 76.55 95.85 86.16 89.74 83.03 71.73 81.51 67.07 62.90 81.25
Vicreg (Bardes et al., 2022) 92.03 92.50 91.62 75.24 74.96 96.07 85.50 89.43 83.08 74.74 78.35 71.14 63.44 81.81
Rubik++ (Tao et al., 2020) 96.21 91.36 92.68 75.22 75.52 97.44 85.94 89.76 82.96 74.47 79.25 71.13 62.10 82.39
PCRL (Zhou et al., 2023) 95.30 91.43 89.62 76.15 72.58 95.88 86.15 89.08 83.42 75.13 80.17 67.50 62.73 81.85
Swin-UNETR (Tang et al., 2022) 95.21 92.03 92.22 74.27 73.39 96.32 84.62 90.78 83.03 75.51 79.87 68.99 61.59 82.11
SwinMIM (Wang et al., 2023) 95.44 92.43 94.37 75.29 73.06 96.44 84.20 90.76 83.10 70.91 79.78 70.11 62.44 82.07
GL-MAE (Zhuang et al., 2023) 95.21 91.22 92.37 76.19 73.66 96.09 86.23 89.80 81.65 75.71 79.68 70.36 60.98 81.92
GVSL (He et al., 2023) 95.27 91.22 92.37 74.92 74.20 96.64 86.02 90.48 82.14 72.42 78.67 67.44 62.73 81.93
VoCo (Wu et al., 2024) 95.73 96.53 94.48 76.02 76.50 97.41 78.43 91.21 86.12 78.19 80.88 71.47 67.88 83.85

from scratch

UNETR (Hatamizadeh et al., 2022) 93.02 94.13 94.12 66.99 70.87 96.11 77.27 89.22 82.10 70.16 76.65 65.32 59.21 79.82
Swin-UNETR (Hatamizadeh et al., 2021) 94.06 93.54 93.80 65.51 74.60 97.09 75.94 91.80 82.36 73.63 75.19 68.00 61.11 80.53
MedCL(Same split with compared methods) 96.77 95.29 95.32 62.95 76.71 97.30 90.43 90.48 88.91 79.47 86.53 74.52 73.05 85.21
MedCL(Cross-validation) 95.69 95.04 96.60 84.24 78.65 97.57 90.60 93.78 87.22 75.87 80.99 72.64 63.47 85.57

MedCL (Cross-validation)

Fold1 95.66 95.72 96.70 74.39 81.18 96.77 73.93 92.33 93.64 84.09 74.20 73.46 64.62 84.36
Fold2 97.35 92.33 96.66 72.87 82.78 97.87 94.83 93.92 87.51 88.25 83.12 84.50 80.58 88.66
Fold3 92.93 95.44 96.31 89.47 75.30 97.67 94.07 94.21 75.06 65.68 78.01 72.69 27.73 81.12
Fold4 96.81 96.11 96.66 93.89 77.28 97.86 95.17 94.52 89.72 56.65 83.23 61.95 87.54 86.72
Fold5 95.70 95.60 96.68 90.57 76.72 97.66 95.00 93.91 90.15 84.68 86.38 70.60 56.90 86.97

Table III: The influence of text prompt types on MSCMRseg dataset.
Methods Text prompt LV MYO RV Avg

SAM Deterministic .037±.013 .042±.011 .039±.011 .040±.010
MedSAM Deterministic .041±.034 .024±.006 .026±.009 .030±.012
MedCL-SAM Deterministic .879±.078 .744±.066 .793±.087 .805±.062
SAM Ambiguous .040±.010 .037±.013 .042±.011 .039±.011
MedSAM Ambiguous .023±.007 .026±.006 .024±.008 .024±.005
MedCL-SAM Ambiguous .633±.206 .563±.099 .399±.159 .532±.116

Table IV: Examples of text prompt on MSCMRseg dataset.
Noun (Deterministic) Description (Ambiguous)

RV (Right Ventricle) Right ventricle has complex shape, triangular from the frontal aspect and crescentic from the apex.
Myo (Myocardium) Myocardium typically appears dark or black in LGE images, and has a circular shape.
LV (Left Ventricle) Left ventricle is typically observed as a roughly elliptical or oblong structure.

results with various text prompts, although the performance decreases on ambiguous de-
scriptions of long sentence. By contrast, SAM and MedSAM fail to tackle text prompts for
these tasks, indicating the necessity of our proposed anatomy prior guided fine-tuning.

We provide the list of text prompts in the table Table IV. Using the MSCMR dataset
as an example, there are three classes: RV, Myo, and LV. We utilize two groups of text
prompts: the noun group and the sentence description group.

We sample class combinations following the pattern below. As described in the manuscript,
we first sample text prompts for each class. Taking MSCMRseg as an example, there are
three foreground classes: RV, Myo, and LV. The initial sampled prompt is therefore [RV,
Myo, LV]. Next, we sample combinations of these classes, with the number of classes in each
combination ranging from 2 to m (where m is the total number of foreground classes). For
MSCMRseg, the possible combinations are: [RV and LV, RV and Myo, Myo and LV, RV
and Myo and LV]. For example, when sampling two-class combinations, we might select [RV
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Table V: Ablation study of intra-mix components on MSCMRseg.

Methods
Intra-Mix

Inter-Mix
Dice

Bounding box Rotation LV MYO RV Avg

#1 × × × .139 .275 .251 .222
#2 ✓ × × .700 .431 .296 .476
#3 ✓ ✓ × .661 .527 .325 .505
#4 × × ✓ .700 .416 .501 .539
#5 ✓ ✓ ✓ .762 .443 .484 .563

and LV]. For three-class combinations, we get [RV and Myo and LV]. The final sampled set,
in this case, could be [RV, Myo, LV, RV and LV, RV and Myo and LV], which has a dimen-
sion of 5. In general, for foreground classes, the total number of possible sampled prompts
is (e.g., 2×3-1=5). This progressive sampling strategy allows us to gradually expand the
set of class combinations until it covers all possible subsets of the class set.

Additionally, we apply data augmentation during the sampling process. For example,
the conjunction ”and” can be replaced with synonyms (e.g., ”with”, ”along with”), and
class names such as RV can be substituted with equivalent terms like Right Ventricle.

.4. Components of feature mixing

For intra-mix, the bounding boxes control the range, while the rotated angles determine
the intensity. The two operations work in an complementary way. Following the settings of
ablations in Table 6, we provide the results of ablations in Table V.

.5. Cross-validation on BTCV dataset

For a fair comparison, we report results using the same dataset split provided by VoCo (Wu
et al., 2024), consistent with prior studies (Chen et al., 2023; Zhou et al., 2021; Zhuang
et al., 2023; Tang et al., 2022). To ensure a more comprehensive evaluation, we also perform
five-fold cross-validation on MedCL, with the results presented in Table V. Notably, our
cross-validation results also significantly outperform the methods in comparison.

.6. Scribble visualization

Figure I: Visualization of scribbles from MSCMRseg and MyoPS dataset.

We visualize the scribble examples from the MSCMR and MyoPS datasets. For the
MSCMRseg dataset, we utilize the manual scribbles provided by (Zhang and Zhuang,
2022a), while for the MyoPS dataset, we adopt the scribbles released by (Zhang and Patel,
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2024; Zhang and Zhuang, 2023). Note that for the BTCV dataset, we use full annotations
instead of scribbles, aligning with previous studies (Wu et al., 2024; Chen et al., 2023; Zhou
et al., 2021; Zhuang et al., 2023; Tang et al., 2022).

.7. Pseudo code to optimize mapping P

We use a linear layer to implement the mapping and optimize the parameters of the lin-
ear layers to maximize the similarity between the segmentation probability map and the
prototype. The optimization procedure is described in the following pseudo-code.

# a_t: the transpose of prototypes, d x (2m-1)

# y_hat: flatted model prediction, (2m-1) x n

# model: convnet + Mapping head

# w: the weight for regularization for smoothness

scores = torch.mm(a_t, y_hat) # prototype scores: (d x n)

with torch.no_grad():

q = sinkhorn(scores)

p = Softmax(scores / w)

loss = - mean(q * log(p))

# Sinkhorn algorithm to compute optimal transport matrix

function sinkhorn(scores, eps=0.05, niters=3):

P = exp(scores / eps).T # Exponentiate and transpose the scores

P /= sum(P) # Normalize P by row sum

d, n = P.shape # Get the dimensions of P

u, r, c = zeros(d), ones(d) / d, ones(n) / n # Initialize scaling vectors

for _ in range(niters): # Iterate for a fixed number of iterations

u = sum(P, dim=1) # Update u as row sum of P

P *= (r / u).unsqueeze(1) # Scale P by row scaling factor

P *= (c / sum(P, dim=0)).unsqueeze(0) # Scale P by column scaling factor

return (P / sum(P, dim=0, keepdim=True)).T # Normalize and return the final result

For regularization, w is a parameter that controls the smoothness of the mapping. We
have observed that a high value of w, which enforces strong entropy regularization, often
leads to a trivial solution where all samples collapse into a single representation and are
uniformly assigned to all prototypes. Therefore, in practice, we maintain a low value for w.
We solve the optimization using the Sinkhorn-Knopp algorithm (Cuturi, 2013). The param-
eter optimization during the clustering process follows the approach outlined in previous
work (Caron et al., 2020).
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.8. The contribution of the unsupervised and supervised loss

We evaluate the contribution of the unsupervised and supervised loss components through
two experimental setups as follows: (a) Fixed supervised loss with added unsupervised
losses: As detailed in Table 4 of the manuscript, when the unsupervised losses were in-
corporated,while keeping the supervised loss unchanged, the average Dice score improved
significantly from 0.350 to 0.833. This result demonstrates the effectiveness of the proposed
unsupervised approaches. (b) Fixed unsupervised loss with varying supervised losses: As
shown in Table I, the impact of the supervised loss was further examined by varying the
number of scribble annotations (from 1 to 10), with and without category information. In all
cases, the model incorporating unsupervised losses (denoted as MedCL-UNet) consistently
outperformed the compared approaches. Meanwhile, as the number of scribble annotations
increased from 1 to 10, the average Dice score on a challenging pathology segmentation task
improved from 36.3% to 58.2%. Based on the results of the two experimental setups, we
clarify that our proposed unsupervised losses, which constitute the primary contribution of
our method, yield significant performance improvements across diverse scenarios. Further-
more, our findings indicate that when annotations are limited, the supervised losses provide
essential guidance to the model in identifying the target regions of interest.

.9. The effect of each loss terms

We provided extensive ablation studies to assess the contributions of the various loss terms
in Table 4 of manuscript (Ablations of unsupervised losses), Table I of Appendix Sec 1(Abla-
tions of supervised loss), and Table IV (detailed ablations for Lmix). We clarify the ablation
details in the descriptions below: For unsupervised Loss: This component consists of Lmix,
Lcluster, and Lac. As shown in Table 4 of the manuscript. Detailed ablation results on
the effects of intra-mix and inter-mix can be found in Table V. For supervised Loss: The
supervised component is comprised of Lscribble and Lcategory. Table I presents the baseline
performance when using the combined supervised loss, while Table 1 in Appendix Section
3 provides a detailed analysis of the individual contributions of Lscribble and Lcategory. Even
though the contribution of Lcategory is significant, the model trained without Lcategory still
outperforms other scribble-supervised baselines such as nnPU and nnUNet. For Lscribble, it
calculate cross-entropy and Dice loss for annotated pixels as serves as the baseline. Our ab-
lation studies highlight the crucial contribution of each loss term to the overall performance
improvements.

.10. Rationale of MedCL

We clarify that the main goal of our work is to model the anatomy distribution for better
image segmentation. We use feature clustering to capture this distribution. Since medical
datasets are often small and sparsely annotated, we introduce feature shuffling to gener-
ate augmented features, improving clustering quality. Regarding text prompting, this is
specific to cases where we apply our method to SAM-based architectures. In such cases,
feature-level shuffling involves generating diverse segmentation masks, and we use prompt
sampling (via text prompts) to guide the model in producing augmented outputs that cover
different classes. Thus, text prompting is used as a practical way to perform feature shuf-
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fling by generating diverse segmentation masks through varied prompts, but it is not a core
conceptual contribution on its own.
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