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Abstract

This paper presents a model that predicts001
whether (A) a sentence contains an emotion002
or not, (B) according to which mode(s) it003
is expressed, (C) whether the emotion is ba-004
sic or complex, and (D) which emotional005
category it is. The originality of the paper006
lies in the focus on written texts (encyclope-007
dia, novels, newspapers)—as opposed to the008
more widely studied conversational (sometimes009
multi-modal) situation—towards the analysis010
of text complexity in which emotions are one of011
the analysis factors according to certain works012
in psycho-linguistics. Within this particular013
scope, the major contribution of the paper is to014
introduce the identification of the modes of ex-015
pression of the emotions, ranging from a direct016
lexical mode to the most indirect one where017
emotions are only suggested. The experiments018
are carried out on French texts for children.019
They show that the task is rather difficult but020
leading to acceptable results in comparison to021
what human annotators agree on. The results022
also seem to indicate that the task cannot be023
simply solved by prompting a large language024
model and requires a specialized model.025

1 Introduction026

When studying emotions in language, there are two027

main underlying topics: the categories of emotions028

which are reflected (i.e. their nature, their number)029

and the ways they are expressed (i.e. by which030

linguistic cues when analysing written texts, as it031

is our case study). In linguistics, emotions are rec-032

ognized as a complex phenomenon, especially due033

to the diversity of linguistic markers used to ex-034

press them, directly (via emotions names or labels,035

e.g., "happy" for category of joy, "regret" for cat-036

egory of guilt) or indirectly (e.g. description of037

events which are associated to emotional feelings038

mainly through social norms and conventions).This039

linguistic descriptive complexity obviously has its040

corollary when investigating processes involved in041

understanding of texts as it is pointed out in psycho- 042

linguistics. NLP works on emotions usually only 043

focus on one mode of expression of emotions: the 044

emotions names or labels (e.g., "happy" for cate- 045

gory of joy, "regret" for category of guilt). This 046

limitation makes it difficult to integrate the emo- 047

tional dimension for tasks that require fine-grained 048

analysis and a better analysis of emotional density 049

of texts, such as analyzing the complexity of texts 050

from the point of view of different kinds of readers. 051

To this end, this papers proposes a new and orig- 052

inal emotion identification model that introduces 053

the notion of mode of expression in addition to 054

the usual information on emotional categories (e.g., 055

joy, fear, etc.). In practice, the model classifies the 056

emotions in texts through four tasks: (A) predicting 057

whether or not a sentence contains an emotion; (B) 058

if so, how it is expressed (the mode); (C) whether it 059

is a basic or complex category of emotion; and (D) 060

which emotional category it falls into. This relies 061

on the psycho-linguistically motivated annotation 062

scheme proposed by Etienne et al. (2022), along 063

with an annotated corpus of French texts. After 064

adapting the data to the framed tasks, the model is 065

instantiated as a multi-task CamemBERT model. 066

Evaluation shows that the proposed model 067

outperforms expert approaches, non-neural ap- 068

proaches (SVM and XGBoost), and even ChatGPT. 069

These conclusions are particularly interesting since, 070

on the one hand, the proposed model significantly 071

outperforms traditional approaches while remain- 072

ing computationally affordable, and on the other 073

hand, it tackles a problem for which a generic large 074

language model like ChatGPT appears to be strug- 075

gling. Moreover, the conducted human evaluation 076

shows that the prediction errors made by the pro- 077

posed model usually range in the same proportions 078

as those made by humans. 079

In the remainder, Section 2 presents an overview 080

of theoretical frameworks and work on emotion 081

identification in texts in NLP. Section 3 formalises 082
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and details the classification tasks A-D. Section 4083

then details the experimental data, and preliminary084

choices on the final training process. Finally, Sec-085

tion 5 reports objective and human evaluations.086

2 Literature Review087

First of all, emotion analysis covers a significant088

portion of research focuses on conversations (Po-089

ria et al., 2019). This typically includes iden-090

tifying when and how emotions are realized in091

chats/forums (Demszky et al., 2020a), speech tran-092

scripts (Zhou and Choi, 2018), or multi-modal dia-093

logues (Busso et al., 2008; Poria et al., 2018; Chen094

et al., 2018). The present work does not belong095

to this area of research. Instead, it focuses on the096

problem of spotting and characterizing emotions in097

written texts ("in texts" for short), like in novels or098

articles.099

Analyzing emotions in texts puts forward dif-100

ferent aspects of emotions. As pointed out in101

(Klinger, 2023) and in (Troiano, 2023), more re-102

cent approaches of emotion analysis in NLP aim to103

gain a deeper understanding of which textual units104

support emotion predictions outside of emotional105

direct lexicon terms (e.g.,"happy", "anger"). To this106

end, they are more willing to rely on psychological107

and/or linguistic models of emotions. We adopt the108

same mindset here as we are interested at dealing109

both with direct and indirect modes of expression110

of emotions in texts. Like Troiano (2023), we aim111

to see how well computational models can be ex-112

pected to perform when interpreting the kind of113

indirect expressed emotions. This section provides114

a brief overview of different approaches to study-115

ing emotions in texts and justifies the choice of the116

scheme and the data (annotated with this scheme)117

used in the rest of the paper. It also positions our118

work among the NLP studies on automatic emotion119

identification.120

2.1 Frames to Study Emotions in Texts121

A whole range of works in psycho-linguistics have122

studied the impact of characters’ emotions on text123

comprehension, and have thus long shown the key124

role they play in the understanding process of texts125

(e.g., Dijkstra et al., 1995; Dyer, 1983). For in-126

stance, recent works highlighted two factors that in-127

fluence children’s understanding of emotions, and128

so of texts themselves: the type of emotion ex-129

pressed, basic or complex —complex emotions130

(e.g.,pride, shame) being harder to grasp since they131

require knowledge on social norms— (Davidson, 132

2006; Blanc and Quenette, 2017); as well as the 133

way emotions are expressed (Creissen and Blanc, 134

2017)), directly through an emotional label, indi- 135

rectly through the mentioning of an emotional be- 136

haviour, or through the description of an emotional 137

situation, the latter being the hardest to understand. 138

Of course, the notion of emotional category is also 139

addressed in psycho-linguistics, and it has been 140

shown that some emotional categories take longer 141

to be mastered by children (e.g., Baron-Cohen et al., 142

2010). 143

Many literature reviews in NLP (see for exam- 144

ple Bostan and Klinger, 2018; Acheampong et al., 145

2020; Öhman, 2020) underline the great hetero- 146

geneity of emotion annotation schemes —and an- 147

notated corpora—, thus clearly highlighting the dif- 148

ficulty of emotion analysis. Indeed, this diversity 149

affects all aspects of these works, from the notions 150

(e.g., number and types of emotional categories) 151

and type of data studied (e.g., newspapers, tweets), 152

to the annotation procedures (e.g., crowd-sourcing, 153

expert-annotation) and evaluation methods imple- 154

mented (e.g., with or without inter-annotator agree- 155

ment). Though some works endeavor to take into 156

account broader sets of notions and linguistic cues 157

to analyze emotions (e.g.,Casel et al., 2021; Kim 158

and Klinger, 2019), the most commonly used con- 159

cept remains the notion of emotional category, of- 160

ten tackled through a list of basic emotions intro- 161

duced either by Ekman (1992) (anger, disgust, fear, 162

joy, sadness, and surprise) or Plutchik (1980) (Ek- 163

man’s categories, anticipation, and trust), with a 164

focus on one way of expressing emotions: emo- 165

tional lexicon. 166

The current work adopts the frame proposed by 167

Etienne et al. (2022). It relies on a fine-grained 168

emotion annotation scheme, and comes with a man- 169

ually annotated corpus whose size is compatible 170

with machine learning experiments. To our knowl- 171

edge, this is the only work that could pertain to the 172

goal of analyzing emotions in texts with dealing 173

both direct and indirect ways of expressing them. 174

It thus permits to access at a large coverage of emo- 175

tions which is a key step for NLP . 176

2.2 Automatic Identification of Emotions 177

In NLP, emotion analysis in texts is usually seen 178

as a classification task that requires emotion an- 179

notated corpora to develop models able to solve 180

this task. As opposed to analysing conversations 181

where several benchmarks exist, the heterogene- 182
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ity of annotation schemes and annotated corpora183

(cf. Section 2.1) is then reflected in the diversity184

of classes predicted, items classified, and methods185

used to develop and evaluate the classifiers. Hence,186

the way results are presented also varies from one187

paper to another, which makes comparing perfor-188

mances harder. The following presents the main189

approaches and key trends in the results obtained.190

Predicted information. While a few works191

only predict the presence/absence of emotional in-192

formation in a given item (Alm et al., 2005; Aman193

and Szpakowicz, 2007), most propositions classify194

items according to the emotional categories. The195

focus is often on basic emotions (Strapparava and196

Mihalcea, 2007; Mohammad, 2012; Abdaoui et al.,197

2017; Demszky et al., 2020b; Öhman et al., 2020;198

Bianchi et al., 2021), though some works use a199

mix of basic and complex emotions (Balahur et al.,200

2012; Fraisse and Paroubek, 2015; Abdaoui et al.,201

2017; Mohammad et al., 2018; Liu et al., 2019;202

Demszky et al., 2020b). Furthermore, there is a203

long history of building and relying on emotional204

lexicons and the diversity of linguistic markers of205

emotions is not systematically taken into account,206

though mentioned in several works (Alm et al.,207

2005; Mohammad, 2012; Kim and Klinger, 2018;208

Demszky et al., 2020b)). Some works do study209

other means of expression. For instance, Kim and210

Klinger (2019) analyzes non-verbal expressions of211

emotions by characters in a corpus of fan fictions212

(e.g.,looks, gestures). Balahur et al. (2012) aim at213

detecting indirect emotions—that is to say, emo-214

tions not denoted by an emotional term—in a cor-215

pus of short texts describing situations in which216

the writer has felt an emotion. However, each217

these works focus on a unique way of expressing218

emotions (non-verbal expressions of emotion in219

(Kim and Klinger, 2019) and indirect emotions220

in (Balahur et al., 2012)). For their part, based221

on Scherer’s (2005) emotion component process222

model, (Casel et al., 2021) annotated and then pre-223

dicted several components of emotions, such as224

physiological symptoms and motor expressions of225

emotions, or cognitive appraisal of events. Though226

(Casel et al., 2021) deals with a broader set of227

cues, those are not strictly linguistically motivated.228

Hence, by relying on (Etienne et al., 2022), the true229

originality of our work lies in the consideration230

of different modes of expression of emotions not231

solely direct ones (see details in Section 3.2).232

Technical approaches. Historically, Support233

Vector Machine (SVM) models have been widely234

used to classify sentences (Aman and Szpakowicz, 235

2007; Mohammad, 2012)) or texts (Abdaoui et al., 236

2017; Balahur et al., 2012; Fraisse and Paroubek, 237

2015; Mohammad, 2012) according to the emo- 238

tional category they express. Until the rise of the 239

embeddings, inputs were mostly symbolic: bags- 240

of-words or n-grams, features based on emotional 241

resources such as WordNetAffect (Aman and Sz- 242

pakowicz, 2007; Balahur et al., 2012; Strapparava 243

and Mihalcea, 2007) or emotional lexicons (Strap- 244

parava and Mihalcea, 2007; Abdaoui et al., 2017; 245

Kim and Klinger, 2018). 246

More recently, neural networks (Kim and 247

Klinger, 2018) and Transformer architectures (Liu 248

et al., 2019; Demszky et al., 2020b; Öhman et al., 249

2020; Bianchi et al., 2021) trust the state of the art, 250

although performances are uneven from class to 251

class, with F1 scores rarely above 0.75-0.80. Re- 252

garding French, no Transformer-based model has 253

been proposed yet to our knowledge. 254

Overall, the NLP literature shows that the auto- 255

matic emotion analysis is a complex NLP task, that 256

even Transformer models do not manage to solve 257

entirely. To monitor the progress of this task, ex- 258

periments will compare the results of our proposed 259

model with related work. 260

3 Tasks and Proposed Model 261

Constructed in the global perspective of analyz- 262

ing the complexity of texts, the aim of this work 263

is to propose a Transformer model for identifying 264

emotions that integrates 4 different levels of emo- 265

tion analysis. Each level corresponds to a machine 266

learning task treated as a classification problem. 267

The granularity used for prediction is the sentence 268

level The resolution of these tasks (referred to as 269

Tasks A to D) is carried at the sentence level, as 270

opposed to the text level. This enables, for instance, 271

studying how the presence of emotions can evolve 272

along a text. It is important to highlight that sen- 273

tences can contain several emotions. Hence, all 274

tasks are multi-label classification tasks. Further- 275

more, all tasks are learned together in a multi-task 276

fashion, leading to a unique model. This section 277

first details each task, and then the models’ settings. 278

3.1 Task A: Presence of Emotion 279

The first task aims at predicting the presence of 280

emotional information in a given sentence (binary 281

prediction). It offers two advantages: on the one 282

hand, it constitutes the easiest task in automatic 283
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emotion analysis; on the other hand, it reflects a284

text complexity factor. Indeed, it has been shown285

that the mere presence of emotional information286

(no matter the emotional category expressed or how287

it is expressed) can enhance text comprehension288

(e.g., for children in Davidson et al., 2001).289

3.2 Task B: Expression Mode290

As mentioned in Section 2, the expression mode291

focuses on the linguistic means used to convey the292

presence of an emotion in a text. It allows for a293

finer and broader linguistic analysis of emotion,294

and it also reflects a complexity marker of texts.295

Following Etienne et al. (2022), Task B considers296

4 expression modes. The first one is a direct mode297

while the next three ones can be seen as indirect298

modes: Labeled emotions which refer to emo-299

tions directly denoted by an emotional label, i.e. an300

emotional lexicon term (e.g., happy, scare); Behav-301

ioral emotions which refer to emotions expressed302

by the description of an emotional behaviour, such303

as physiological manifestations (e.g., cry, smile), or304

more complex behaviours (e.g., to slap someone);305

Displayed emotions which refer to emotions ex-306

pressed by very heterogeneous surface linguistic307

characteristics of utterances that reflect mainly the308

speaker’s emotional state (e.g., interjections, short309

sentences); Suggested emotions which refer to310

emotions expressed by the description of a situation311

associated to an emotional feeling through social312

norms and conventions (e.g., seeing a good friend313

after a long time suggests joy).314

3.3 Task C: Emotion Type315

Task C aims at predicting the presence of two emo-316

tion types (basic and complex) in a given sentence317

(2 simultaneous binary predictions). To our knowl-318

edge, this notion has yet never been studied as is319

in automatic emotion analysis (even though both320

basic and complex emotional categories have been321

used in NLP (cf. Section 2.2)). This is likely due322

to the fact that the type of an emotion expressed is323

directly linked to its emotional category. However,324

the notion of emotion type constitutes a complexity325

marker in itself, since complex emotions are harder326

to understand for children for example (cf. Sec-327

tion 2.1). That is why we decided to design a task328

specifically aimed at identifying this notion.329

3.4 Task D: Emotional Category330

Most widely used in NLP emotion analysis tasks,331

the notion of emotional category also constitutes332

a complexity marker in text for children (cf. Sec- 333

tion 2.1). In line with Etienne et al. (2022), Task D 334

is designed to label 11+1 emotional categories, 335

namely Ekman’s 6 basic emotions (anger, disgust, 336

fear, joy, sadness, and surprise) and 5 complex 337

emotions (admiration, embarrassment, guilt, jeal- 338

ousy, and pride). A last category, named other, 339

is used to capture markers that express any other 340

emotion (e.g., hatred, disdain, love, etc.). 341

3.5 Proposed Model 342

The proposed model results from fine-tuning the 343

base version of the pre-trained transformer model 344

CamemBERT (Martin et al., 2020)1. This is 345

110M-parameters 12-layers encoder model based 346

on BERT and trained on 138GB of French 347

texts (Suárez et al., 2019). While fine-tuning more 348

recent and larger (generative) language models like 349

Llama2 or Mistral would probably lead to better 350

results, the choice of a reasonably-sized model is 351

motivated by two reasons. First, the objective of 352

the paper is to show that, contrary to several other 353

NLP tasks, fine-grained emotion characterization 354

in texts cannot be performed by prompting generic 355

(i.e., non-specialized) large language models. The 356

second reason is that our work target a light-weight 357

solution, such that emotion characterization can 358

be integrated as a processor for text complexity 359

analysis in a massive collection of texts of a public 360

search engine. So, even if providing results for 361

larger fine-tuned models is in the roadmap, this is 362

not performed in this paper. 363

In practice, the baseline CamemBERT model’s 364

fine-tuning is updated by replacing its last token 365

prediction layer with a binary classification layer, 366

and no layer is frozen. To bootstrap the model, a 367

first fine-tuning was performed on the sole binary 368

Task A for 3 epochs, since this seemed to be the 369

easiest task to start with. The final multi-task model 370

is a continuation of this first fine-tuning during 371

6 more epochs where the classification layer is 372

extended to integrate Tasks B, C, and D.2 Given 373

an input sample, the final model handles all tasks 374

(A-D) at once. 375

4 Data and Developmental Work 376

This section first describes the data used to train 377

the model before commenting on preliminary ex- 378

periments conducted to train this model. 379

1https://huggingface.co/camembert-base
2For each fine-tuning, the optimizer is Adam with a learn-

ing rate of 10-5 (w/o decay) and a batch size of 8.
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4.1 Data380

The corpus is the one provided along the annotation381

scheme (Etienne et al., 2022). It is made of 1,594382

French texts (28K sentences) destined to children383

from 6 to 14 years old, dispatched into 3 genres:384

newspaper. It comes with expert annotations de-385

limiting emotional units (chunks) within the texts.386

Each unit is described with its expression mode387

and emotional category.388

Preparation Annotations at the chunk level389

were merged to the sentence level. Hence, a given390

sentence can cover several emotional units (hence391

the consideration of multi-label classifications).392

The presence of emotion and emotion types were393

derived from the expression mode and emotion cat-394

egory labels. In the end, each sentence is associated395

with a vector of 19 flags. Examples of (in-context)396

sentences are provided in Table 1.The data is split397

into train, dev, and test subsets based on the number398

of sentences (70/10/20%, respectively). Partition-399

ing is such that all sentences of a text are situated400

in the same subset, in order to avoid training bias401

based on particularities of texts (e.g., the name of a402

character).403

Distribution Table 2 presents the proportion404

of labels of each classification task within the sub-405

sets of the corpus. Several imbalances emerge. (A)406

Only 15-20% of sentences are emotional, with per-407

centages similar across subsets. This observation408

applies to all other labels. (B) Expression modes all409

represent similar proportions, though the label ’dis-410

played’ is the less frequent (3% of the sentences)411

and ’suggested’ the most common (6%). When412

combined, the percentages of expression modes413

labels are higher than those of the ’emotional’ la-414

bel. This is due to the fact that a sentence can415

hold several emotional units, expressed by differ-416

ent expression modes. (C) Emotion types labels417

are greatly imbalanced, with a clear dominance418

of basic emotions. The sum of ’basic’ and ’com-419

plex’ labels percentages is lower than those of emo-420

tional sentences, most likely because emotional421

units expressing the emotional category ’other’ are422

not associated to an emotion type. (D) Like emo-423

tion types labels, emotional categories labels are424

highly imbalanced. Dominant labels are ’anger’,425

’fear’, ’joy’, ’sadness’, ’surprise’, and ’other’. Emo-426

tional categories labels are scarce in general (al-427

ways under 5% of sentences), but some are even428

rarer (though still present), in particular ’disgust’,429

’guilt’, and ’jealousy’.430

4.2 Developmental Work 431

To obtain the best classifiers, several factors influ- 432

encing their performances have been experimented 433

on the development set. 434

Corpus balancing Different strategies have 435

been studied to tackle the imbalance of the classes 436

(see Section 4.1), including subsampling majority 437

classes and weighting classification losses accord- 438

ing to the inverse frequency of each class. No sig- 439

nificant difference in performances was observed 440

and no strategy is used in the final experiments. 441

Contextualization Intuitively, inferring an 442

emotion from a sentence requires to understand the 443

context. In this regard, annotations from (Etienne 444

et al., 2022) were carried out based on the entire 445

text. Hence, we compared training the model either 446

based on single (context-free) sentence, or triplets 447

of sentences where the target sentence to label is 448

surrounded by its previous and following sentence 449

(if they exist)3. For all tasks, better performances 450

were obtained with contextualization. This is what 451

is used in the final experiments. 452

5 Automatic and Human Evaluations 453

This section compares our model with other ap- 454

proaches using automatic evaluation, and provides 455

a qualitative analysis through human evaluation. 456

5.1 Comparison with Baselines 457

To better grasp the feasibility of Tasks A-D and the 458

suitability of CamemBERT to solve them, the pro- 459

posed model is compared to 3 types of baselines. 460

SVM SVM models were trained since this is 461

an historical approach in the field (see Section 2.2). 462

Two types of input features were used: (i) Bag- 463

of-tokens where tokens are from CamemBERT’s 464

tokenizer, restricted to those observed on the train- 465

ing set - the resulting size of the input vector 466

is 18,437; (ii) Sentence embeddings of size 768 467

obtained with SentenceTransformer (Reimers and 468

Gurevych, 2019) and CamemBERT4. 469

XGBoost XGBoost models were trained since 470

this is a more recent competitive light-weight tech- 471

nique for many classification tasks, especially with 472

unbalanced data (Chen and Guestrin, 2016). Set- 473

tings for input features are the same as for SVMs. 474

ChatGPT Since many NLP tasks have recently 475

been outperformed by large language models, our 476

3Format is “before: preceding</s>current:
target</s>after: following</s>”.

4https://huggingface.co/dangvantuan/
sentence-camembert-base
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Table 1: Examples of sentences (translated from French) and ref. labels for Tasks A, B, C, and D.

Table 2: Distribution of labels

approach is compared to ChatGPT (Ouyang et al.,477

2022). For a given input sample, ChatGPT is478

prompted in a few-shot manner to annotate it with479

binary labels (yes/no). Consecutively for each task480

and label, a natural language description of what481

is expected is given to the model before asking to482

answer. Examples from the training set are also483

provided for each label.5 The approach was tested484

with different prompts, including either (i) 2 up to 4485

positive examples only or (ii) 3 or 4 negative exam-486

ples as well. For one input sample to label for all487

tasks, the prompts are 4,000 and 6,000 tokens long,488

for cases (i) and (ii), respectively. Hence, contrary489

to SVM and XGBoost, the approach is not frugal490

but it does not require any training.491

Table 3 sums up performances of best baseline492

models for each task and compares them to our493

proposed model. For SVMs and XGBoost, these494

performances are reached with the bag-of-tokens495

5To make it unambiguous, examples are always mono-
label for the target task under consideration.

Table 3: Performances of baseline models

inputs. For ChatGPT, the best prompts are the ones 496

without negative examples.6 Models are evaluated 497

through recall (R), precision (P), and F-measure 498

(F1) scores. When given at task level (as opposed 499

to label level), performances correspond to macro- 500

averages, i.e., the same weight is given to each 501

label predicted. For each approach, variants have 502

been experimented on the development set and all 503

results presented here are obtained on the test set. 504

Overall, it appears that our proposed model signifi- 505

cantly outperform SVM, XGBoost and ChatGPT 506

regarding F1 scores for all tasks, with values which 507

are almost double of the second best ranked model 508

for Tasks B, C and D. It especially appears that all 509

baselines tend to favor either recall (ChatGPT) or 510

precision (SVM, XGBoost), whereas our model is 511

balanced. Finally, results of ChatGPT are not low. 512

This shows that the task is difficult and requires a 513

specific expertise or training. 514

6If accepted, all prompts and results will be in appendices.
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Table 4: Comparison with diverse works.

Table 5: Comparison on tasks that can be derived from
currently available public resources.

5.2 Comparison with Related Work515

Our classifier’s performances cannot be directly516

compared with those of other NLP emotion analy-517

sis models, due to the lack of any work truly similar.518

As we said before, the very major difference is the519

inclusion of the expression modes.Nonetheless, this520

section reports complementary results to provide a521

better intuition of how our model performs.522

Closest comparable works Table 4 sums up523

performances from the 3 closest works we could524

find from the scientific literature. These works have525

been chosen because they all predict labels at the526

same (or at a similar) granularity level as our own527

classifier. More precisely: (Öhman et al., 2020)528

allows for a comparison with another Tansformer529

model; (Fraisse and Paroubek, 2015) with another530

work on French; and (Kim and Klinger, 2018) with531

another NLP work which uses emotion annotation532

at the linguistic marker level (v.s. at a sentence533

or text level). All of them only focus on the sole534

emotional categories. What emerges from this table535

is that, whatever model is put in comparison, our536

classifier always performs as well or even better.537

Existing resources Two resources available for538

French are interesting for emotion identification:539

TextBlob7, a sentiment analysis library that embeds 540

a French lexicon where terms are associated with a 541

negative and positive weight reflecting their polar- 542

ity; Emotaix (Piolat and Bannour, 2009), another 543

lexicon where terms are associated to emotional cat- 544

egories for the sole labeled mode. Emotaix also pro- 545

vides terms associated with the behavioral modes, 546

but here without any information about the corre- 547

sponding emotional category. Several tasks han- 548

dled by our model were replicated with TextBlob 549

and Emotaix. To take into account scope differ- 550

ences between these resources and our proposed 551

model, Task B was limited to the sole behavioral 552

and labeled modes while Task D was limited to the 553

labeled mode. Furthermore, our model got experi- 554

mented on an emotion polarity prediction task on 555

our test set since TextBlob is designed for this use 556

case. To predict the polarity based on our model, 557

emotional categories were predicted, and empiri- 558

cally mapped to the positive or negative polarity 559

(e.g.,’anger’ is ’negative’, ’joy’ is ’positive’). Ta- 560

ble 5 reports results obtained by implementing clas- 561

sifiers based on these resources. Overall, they show 562

that the proposed model performs significantly bet- 563

ter than TextBlob and Emotaix, including in the 564

emotion polarity task for which it was not specifi- 565

cally designed. The only task for which competi- 566

tion remains is the prediction of categories when 567

the mode is labeled, which is the easiest situation 568

compared to considering all modes. 569

5.3 Detailed Analysis 570

This section details the results for each task, and 571

then presents the human evaluation. 572

Label-wise results Table 6 presents detailed 573

results of our classifier on the prediction of the 19 574

labels of all tasks. Additional observations that can 575

be made are as follows. (B) Regarding the expres- 576

sion modes, it can be noted that labeled emotions 577

are very well recognized (F1 > 0.8), as opposed 578

to suggested emotions (F1 < 0.5). This comes as 579

no surprise, since labeled emotions are the easiest 580

for human annotators to identify, while suggested 581

emotions come with the blurriest boundaries, and 582

are therefore the most difficult for humans them- 583

selves to analyze. (C) The prediction performance 584

for emotion types appears for its part to be linked 585

to the results of the prediction of emotional cat- 586

egories, as the label ’basic’ is better recognized 587

than the ’complex’ label. (D) Finally, 3 emotional 588

7https://textblob.readthedocs.io/
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Table 6: Performances of best model

Table 7: Agreement of experts.

categories are never predicted (’guilt’, ’disgust’,589

and ’jealousy’). They are the rarest labels of the590

training set and there was therefore probably not591

enough occurrences for the model to learn how to592

predict them. As a matter of fact, best predicted593

emotional categories are basic, more frequent emo-594

tions, namely labels ’surprise’, ’fear’, ’anger’ (cf.595

Table 2). However, even though ’surprise’ is the596

best predicted label of task D, it is not the most597

represented in the training set. On the contrary,598

’sadness’ is not well recognized, even though it599

is one of the most frequent emotional categories.600

This can be explained by the interaction between601

¨the expression mode and the emotional category.602

Indeed, if there is a strong association between603

an emotional category and an expression mode in604

the training set, the model will recognize the cat-605

egory better when it is expressed by this mode.606

For instance, complementary analysis shows that607

’surprise’, which is predominantly displayed in the608

corpus, is on average 14 times better recognized by609

the model when it is displayed than when it is ex-610

pressed by other modes. ’Anger’, which is mostly611

behavioral, is on average 4 times better recognized612

when expressed by this mode.613

Human evaluation Given the difficulty of the614

considered tasks, it is important to cross-reference615

the automatic evaluation with human analysis, espe-616

cially to provide an intuition of what the observed 617

prediction errors represent. To investigate this as- 618

pect, a perceptual validation experiment was car- 619

ried out with 3 experts in text complexity and emo- 620

tions. Each of them was informed of the tasks and 621

definition choices underlying each label in psycho- 622

linguistics and linguistics. They were then each 623

confronted with 150 sentences from the test set and 624

their associated emotional category and expression 625

mode labels. These labels either came from the hu- 626

man annotations, or from our model’s predictions. 627

For each label, the experts had to say whether they 628

agreed or not with the proposed annotation. 629

Table 7 reports the percentages of experts’ agree- 630

ment8 with the proposed labels, depending on the 631

source of the label ("human" for reference an- 632

notations or "machine" for model’s predictions). 633

Though strongest agreement is when both the hu- 634

man and model’s labels match ("human & model"), 635

agreement scores are overall very high, especially 636

for expression mode. These preliminary results 637

thus show that, even when the model offers an anal- 638

ysis divergent from the reference, it is usually seen 639

as relevant by human experts. This demonstrates 640

that our model is able to generalize properly and 641

that all F1 scores from previous experiments under- 642

estimate the model’s perceptual quality. 643

6 Conclusion and Perspectives 644

We have proposed a model for analysing emotions 645

which is original in NLP because it takes into ac- 646

count their direct but also their indirect modes of 647

expression. Furthermore, experiments show that 648

this model pushes performance on the studied tasks 649

to a level that previous works or off-the-shelf solu- 650

tions were not able to achieve until now. Human 651

evaluation showed that this level is almost equiva- 652

lent to what humans can do. The model and data 653

will be made publicly available. 654

In the future, a straightforward application of our 655

model is complexity analysis—the broader context 656

in which this work has been carried out—, since 657

the labels predicted reflect complexity markers (ex- 658

pression modes and emotion types in particular). 659

More broadly, our work could contribute in psy- 660

chological research to study the link between emo- 661

tional language and the psychological state of the 662

writer/speaker, along the same line as the studies 663

reported in (Tausczik and Pennebaker, 2010). 664

8We considered that experts agree with a label when at
least 2 out of 3 stated that they agree with the label.
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7 Limitations665

The expression of emotions is a complex phe-666

nomenon. In the specific context of texts, some667

notions that are absent from our work deserve to668

be taken into account in the future. Particularly,669

the notion of experiencer is important as it explains670

who experiences an emotion and provides an ad-671

ditional key in analyzing the complexity of a text672

(e.g.,cases where there are multiple characters or673

multiple emotions, legitimacy of an emotion in re-674

lation to a character’s situation). Furthermore, the675

notion of experiencer allows for the use of theo-676

retical frameworks for the relationships between677

characters, the narrator, and the reader. To explore678

the notion of experiencer, the present work would679

require modifying the NLP task into a more com-680

plex task of generating structured annotations of681

emotional units instead of binary classification at682

the sentence level.683

Then, although the focus is on the (psycho-684

)linguistic expression of emotions in texts, our685

results would benefit from being compared with686

those from the community interested in analyzing687

emotions in conversational or even multimodal in-688

teraction settings. This community is more rooted689

in signal processing and machine learning. The690

advances from this community would likely con-691

tribute to improving our work in terms of the tech-692

nical implementation of the model. However, this693

work has not been carried out here due to the com-694

munities’ differences, especially in relation to the695

complexity analysis project in which our work is696

situated.697

8 Ethics Statement698

Given the sensitive nature of emotions and the pub-699

lic availability of our model, the use of the results it700

provides must be done in a responsible and ethical701

manner. It is crucial to consider the potential conse-702

quences of using these results, avoiding any abusive703

use on non-consented data or with the intention of704

manipulating/influencing emotions. Furthermore,705

emotions can be influenced by cultural or social706

biases. It is important to ensure, in the context of707

using our model, that these biases do not lead to708

discrimination or unfair prejudices in the obtained709

results.710
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