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Abstract

Large language models (LLMs) are increasingly capable of simulating hu-1

man behavior, offering cost-effective ways to estimate user responses during2

the early phases of survey design. While previous studies have examined3

whether models can reflect individual opinions or attitudes, we argue that a4

higher-order binding of virtual personas requires successfully approximating5

not only the opinions of a user as an identified member of a group, but also6

the nuanced ways in which that user perceives and evaluates those outside7

the group. In particular, faithfully simulating how humans perceive different8

social groups is critical for applying LLMs to various political science studies,9

including timely topics on polarization dynamics, inter-group conflict, and10

democratic backsliding. To this end, we propose a novel methodology for11

constructing virtual personas with synthetic user “backstories” generated12

as extended, multi-turn interview transcripts. Our generated backstories are13

longer, rich in detail, and consistent in authentically describing a singular in-14

dividual, compared to previous methods. We show that virtual personas con-15

ditioned on our backstories closely replicate human response distributions16

(up to an 87% improvement as measured by Wasserstein Distance) and pro-17

duce effect sizes that closely match those observed in the original studies. Al-18

together, our work extends the applicability of LLMs beyond estimating indi-19

vidual self-opinions, enabling their use in a broader range of human studies.20

1 Introduction21

“I am not what I think I am; I am not what you think I am. I am what I think22

you think I am.”23

— Charles Horton Cooley, Human Nature and the Social Order (1902)24

Human identity is intrinsically relational, intertwined with how one perceives others both in25

relation and in contrast to oneself (Cooley, 1902; Tajfel & Turner, 1979; 1986). As documented26

across the social sciences, psychology, and philosophy, individual identities cannot be27

meaningfully examined outside their social contexts (Chen & Li, 2009; Benjamin et al., 2010;28

Charness & Chen, 2020; Shayo, 2020). Importantly, the way individuals perceive group29

norms to form collective social judgment and engage in inter-group interactions is central30

to understanding various social phenomena (Chambers et al., 2006; Westfall et al., 2015; Lees31

& Cikara, 2020; Saguy & Kteily, 2011; Waytz et al., 2014; Lees & Cikara, 2020).32

While recent large language models (LLMs) have been shown to simulate human behavior33

expressed in natural language (Dillion et al., 2023; Korinek, 2023; Bail, 2024; Moon et al., 2024a;34

Park et al., 2023; 2024a), prior analysis has overlooked the interplay between individual opin-35

ions and social identities. For example, prior work consider questions eliciting self-opinions36

of respondents (Li et al., 2023; Santurkar et al., 2023; He et al., 2024), as shown in the first ex-37

ample in Figure 1: “Would you support using political violence?” Indeed, it remains untested38

whether language models can simulate how humans reflect on their own identities (e.g.39

self-identifying as a Democrat) to differentially shape their attitudes towards other political40

partisans: “Would other Democrats support using political violence? What about Republicans?41

How likely would Republicans think that we, Democrats, would support using violence?”42
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Probing  
Higher-Order 

Reflections 
of Social Identity

LLM Virtual Subject Corresponding to a Democratic Human Respondent 

Individual Self-Opinion  
 

          “Would you support using violence 
  to block major laws proposed by the opposing party?” 

Ingroup Perception    
 

    “Would Democrats support using violence 
  to block major Republican laws?” 

Outgroup Perception 
 

    “Would Republicans support using violence  
  to block major Democrats laws?” 

Meta-Perception            
 

        How would an average Republican respond to the following?  
    “Would Democrats support using violence  
  to block major Republican laws?” 

Figure 1: Towards Higher-Order Binding of LLMs. Prior work evaluate LLM virtual personas solely
on whether models can simulate self-opinions of human respondents, without the context of the in-
dividual’s social identity. In reality, examining the interplay between social identity and opinions, such
as how an individual exhibits variations in attitudes towards different social groups, is of key interest in
understanding social phenomena. We propose expanding evaluations to include ingroup/outgroup per-
ception and meta-perception, requiring higher-order reflections on the social identity of target personas.

In this work, we propose evaluating LLM virtual personas based on their ability to simulate43

ingroup, outgroup, and meta-perceptions as in human respondents—a challenge we refer to44

as higher-order binding of virtual personas. Capturing these social perceptions are necessary45

preconditions for models to be successfully deployed to accurately estimate user responses46

within a wider range of human studies beyond public opinion polls. Evaluating higher-order47

binding also serves as a litmus test to reveal if/where LLM virtual personas fail to simulate48

distinctions humans make regarding social group opinions. We find that existing methods49

of conditioning virtual subjects (Park et al., 2024a; Moon et al., 2024a) yield only shallow con-50

ditioning that fails to emulate the differences between perceived group opinions (Section 4).51

To achieve higher-order binding, we introduce a novel methodology for constructing52

virtual personas with synthetic user backstories that are generated as extended, multi-turn53

interview transcripts. Our method not only produces naturalistic and lengthy narratives54

but also ensures the consistency of a singular individual’s narrative. Our experimental55

findings show that virtual subjects constructed via our approach present closer replication56

of human response distributions and better align effect sizes with empirical data on partisan57

misperception and exaggerated meta-perceptions (Moore-Berg et al., 2020; Pew Research58

Center, 2022; Braley et al., 2023). Furthermore, our ablation studies reveal that the narrative’s59

depth and consistency are critical in replicating the nuanced perception gaps that drive60

inter-group bias in human respondents.61

In short, we present the following contributions:62

• We introduce a novel problem context for LLM simulation of behavioral studies63

that highlights the differences between perception and meta-perception of different64

social groups, through which we expand the scope of studies considered in the65

existing literature.66

• We propose a scalable methodology for LLM-generation of detailed backstories67

structured as interview transcripts, using LLM as a judge to ensure consistency of68

the backstory (Section 3).69

• We show that LLMs conditioned on our backstories achieves a higher-order binding70

to target personas enabling a 87% improvement in matching the human responses71

to survey questions on outgroup hostility (Section 4.2), democratic backsliding72

(Section 4.2), and exaggerated meta-perceptions towards outgroup (Section 4.3).73

• We analyze “what matters” in accomplishing higher-order binding of LLM virtual74

subjects (Section 5) showing that both the length and consistency of the conditioning75

are important factors.76
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2 Related Work77

Prior work has investigated the viability of language models to serve as surrogate, virtual78

subjects across diverse contexts of behavioral studies (Ziems et al., 2023; Dillion et al., 2023;79

Aher et al., 2023; Argyle et al., 2023; Tjuatja et al., 2023; Choi & Li, 2024; Hilliard et al., 2024;80

Park et al., 2023; Santurkar et al., 2023). In particular, recent work propose improved methods81

for conditioning LLM virtual personas, using LLM-generated backstories or interview82

transcripts (Moon et al., 2024a; Park et al., 2024a) to achieve closer approximations of human83

responses. In this work, we propose a methodology that overcomes the limitation of prior84

methods in enabling scalable generation of longer and consistent backstories for conditioning85

LLMs (Section 3), and show that our approach far exceeds prior methods in achieving86

higher-order binding of personas. Wang et al. (2025) report that LLMs’ responses, when87

prompted with explicit demographic labels, tend to mirror how outgroup members talk88

about a demographic rather than reflecting on genuine ingroup perspectives: our work89

further introduces a methodology for conditioning models to accurately reflect on the90

prescribed identity and match how an actual human would respond to questions of ingroup91

and outgroup perception. Hu et al. (2025) investigates how LLMs, like humans, exhibit92

ingroup solidarity and outgroup hostility when analyzing their completions to the prompts93

of “We are...” or “They are...”. In contrast, our work expands this analysis to comparing94

model responses to empirical results from a number of well-established social science studies,95

quantitatively measuring the commonalities and discrepancies of the behavior of language96

model and humans. For additional discussions of related work, refer to Appendix B.97

3 Generating Detailed and Consistent Backstories from Language Models98

In this section, we describe our methodology that improves previous methods for condi-99

tioning language models to personas. Specifically, we extend the ideas of using naturalistic100

first-person narratives of individuals, also known as backstories (Moon et al., 2024a; Argamon101

et al., 2007; McAdams, 1993; Bruner, 1991), as context to condition model generations to reflect102

on unique aspects of the author, including life trajectories, opinions, values, and other details.103

Extending Backstories to Multi-Turn Interview Transcripts. Since backstories provide104

rich context about an individual, we hypothesize that longer and more detailed backstories105

are more likely to achieve deeper levels of binding to a target persona. However, prior work106

Anthology (Moon et al., 2024a) has been limited to prompting the model with a single query107

(”Tell me about yourself”), and was unable to reliably generate longer backstories, as in Figure 2.108

We propose a method of simulating an interview context, where the language model gen-109

erates responses to open-ended questions conditioned on the history of question-responses110

so far. As shown in an example in Figure 2, this approach naturally extends and improves the111

previous method, resulting in backstories with average length of 2500 tokens; many of our112

backstories even reach 5000 tokens in length, 10× longer than the average length of stories113

generated by Anthology. To maintain the notion of querying the model with open-ended,114

unrestricted prompts that elicit diverse details about an individual, we use a fixed set of115

interview questions sampled from the set designed by the American Voices Project (Stanford116

Center on Poverty and Inequality, 2021) for oral history collections. We use language models117

that are pre-trained but not fine-tuned via reinforcement learning (Bai et al., 2022a; Ouyang118

et al., 2022; Chung et al., 2024), commonly referred to as base models, for greater diversity119

between generated backstories (Kirk et al., 2023; Park et al., 2024b; Li et al., 2024; Wong et al.,120

2024). We use Mistral-Small (24B), Llama-2 (70B), and Llama-3.1 (70B) (MistralAI, 2025;121

Touvron et al., 2023; Meta, 2024) and run model generation with sampling temperature of 1.0.122

Rejection-Sampling Interview Responses with LLM-as-a-Critic. As is common in LLMs,123

longer generations of text are more likely to introduce factual inconsistencies or other forms of124

incoherence in adhering to a self-description of a single individual. Language models, in par-125

ticular “base” models, often exhibit unintended deviations over the course of long-form gener-126

ation. For example, even if the model generates that the author ”was born and raised in Califor-127

nia”, later in the text might discuss how the author’s current occupation located in a different128

U.S. state and claim that the author had always lived at that location. Besides the consistency129
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Question (User)

To start, I would like to begin with a big question: tell me the story 
of your life. Start from the beginning — from your childhood, to 
education, to family and relationships, and to any major life events 
you may have had. 

 
 
Oh my goodness. How shocking. Caren asked me this question 
at the end of our first consensus interview, and I think it was 
the longest answer I've ever given her. … 
> Imagining Life as Music 
> Performances written and music performed by Jeff Davis. The 
hurdy-gurdy sounds are courtesy of stanvolger2000 from 
Freesound.org, and the shakuhachi sounds are courtesy of 
Julius Negri from Freesound.org. … 

ANswer (Pre-Trained LM) Reject ❌

Factual Inconsistencies  ✅
Code Snippets  ✅
Interview Meta-Data ❌  
Extra Comments ❌

Review 
(RLHF LM)

Resample on 
Rejection

Question (User)

 Now let’s talk about your current neighborhood. Tell me all about 
the neighborhood and area in which you are living now. 

 
 
All right. It depends how much time you have. I was born in 1941. 
I had a brother Bill, who died in 1970 at an early age. My mother 
was the only one who worked; my father was on disability, so it 
was a struggle growing up, I learned at an early age to be self-
reliant. I can remember making a decision not to follow in my 
father's footsteps. He was alcoholic and had an accident which 
leV him disabled forever. … 

ANswer (Pre-Trained LM) Accept ✅

 
 
I live in the country just south of Jacksonville, Florida and Oak, 
which is about one hundred miles from Tallahassee, which I go 
to all the races. 

ANswer (Pre-Trained LM) Accept ✅

Question (User)

How would you describe your political views? 

 
 
I hate the government, I think they are out to get us. Reagan was a 
devil, JFK was better, and Carter was the worst of them all. I don't 
like Democrats or Republicans. They're both out for their own 
and not yours. But I do vote in every election. It doesn't matter 
because it's really one party that decides. 

ANswer (Pre-Trained LM) Accept ✅

Anthology  
(2024) 

 
 

> Backstories from 
Single Question 

 
 
 

  👎 On Average,  
 Shorter Backstories 

 
 
 
 

> Human Inspection 
Required To Ensure 

Consistency 
 
 

  👎 Hard to Scale 
 Generation of 

 Consistent 
 Backstories 

Ours  

 
 
 

>  Multi-Turn 
Interview Transcripts 

as Backstories 
 
 

 👍 Longer, Detailed 
 Backstories 

 
 
 
 

> Automated, 
LLMBased Reviews 

for  Consistency 
 
 

  👍 Scalable 
     Generation of  

Consistent 
 Backstories 

...

Anthology  
Mean: 472.57 

SD: 293.01 

Ours 
Mean: 2499.14 

SD: 847.53 

 
 
My neighborhood, in the northern part of New Orleans, is one 
of the least impoverished areas in town. From here I can see the 
city, and that city is beautiful. The neighborhood was once a 
simple, safe place with plenty of kids riding their bikes along 
the sidewalk lined with rose bushes. Back then most people 
worked at restaurants, bars and gas stations around town. 
<br/><br/> 
You find yourself fully present to the conversation as you go 
about your day, from making coffee to running around 
canvassing for the neighborhood, how did people get to this 
neighborhood, and what are you using to make money?? … 

ANswer (Pre-Trained LM) Reject ❌

Factual Inconsistencies  ✅
Code Snippets  ✅
Interview Meta-Data ✅  
Extra Comments ✅

Review 
(RLHF LM)

Factual Inconsistencies  ✅
Code Snippets ❌  
Interview Meta-Data ❌  
Extra Comments ❌

Review 
(RLHF LM)

Factual Inconsistencies  ✅
Code Snippets  ✅
Interview Meta-Data ✅  
Extra Comments ✅

Review 
(RLHF LM)

Resample on 
Rejection

...

Factual Inconsistencies  ✅
Code Snippets  ✅
Interview Meta-Data ✅  
Extra Comments ✅

Review 
(RLHF LM)

...

Figure 2: Scalable Generation of Extended, Interview-Format Backstories. We extend the prior
method (Anthology) to generate naturalistic backstories that are both significantly longer and consistent.

of the described persona, models are also prone to generating sequences of tokens that are130

contextually and thematically irrelevant: for instance, models frequently append sentences131

like ”The hurdy-gurdy sounds are courtesy of stanvolger2000 from Freesound.org”, ”You find132

your fully present to the conversation”, or even executable code snippets (e.g. HTML or CSS),133

as shown in the rejected generations in Figure 2. Anthology rely on human inspection to verify134

and remove such generations, and thus face challenges in scaling the generation of backstories.135

In response, we introduce a secondary language model acting as a critic to vet candidate136

responses generated for each interview question (Zheng et al., 2023). We use a conservative137

rejection scheme, where we only reject on the basis of strict factual inconsistencies or inclusion138

of token sequences that are obviously incoherent given the interview context, e.g. comments139

from other speakers, repetitions of questions, reversal of speaker roles (interview questions140

and answering its own), meta-data, and code. These binary checks can be easily performed141

with current instruction-tuned language models such as Gemini-2.0 (Hassabis et al., 2024)142

or GPT-4o (OpenAI, 2024) with high accuracy. Note that we do not constrain the content143

expressed in the responses and independently resample in case of rejections. With automated144

LLM-based consistency review, we are able to scale the total number of backstories to 40K.145

Further details about the interview question used and examples of generated backstories are146

described Appendix C. An analysis on the types of language use expressed in backstories, are147

included in Appendix D. Once the backstories are generated, we annotate each backstory with148
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the demographic profile of the described individual (age, education, income, race/ethnicity,149

gender, and political affiliation) by administering a demographic surveys as described150

in Appendix G; we then construct virtual subjects matching human respondents in a given151

study through demographic matching as in Moon et al. (2024a) and detailed in Appendix H.152

4 Can Language Models Simulate Group (Meta-)Perceptions?153

To evaluate whether language models can faithfully simulate human partisan cognition, we154

draw on three survey instruments designed to probe group perception gaps in U.S. political155

partisans. We assess whether persona-conditioned LLMs can replicate key empirical findings156

regarding inter-group and meta-perceptual biases—such as ingroup favoritism, exaggerated157

perceptions of outgroup threat, and distorted meta-perceptions of outgroup prejudice.158

For each study, we define a corresponding perception gap and evaluate both their effect sizes159

via Cohen’s d and the distributional alignment to human data via Wasserstein Distance (WD).160

Individual Opinions of Political Partisans. We utilize the survey conducted by ATP Wave161

110 (Pew Research Center, 2022), in which Democrat and Republican participants rate162

their own party and the opposing party on several trait dimensions, including morality,163

intelligence, hard-workingness, and open-mindedness. We define the hostility gap as the164

average difference in trait evaluations between partisan groups—for instance, how positively165

Democrats rate Democrats (e.g., “more moral,” “more intelligent”) versus how negatively166

Republicans rate Democrats (e.g., “more immoral,” “less intelligent”), and vice versa. This167

gap captures the asymmetric evaluations of political ingroups and outgroups, reflecting168

a key finding from the original study: partisans systematically rate their own party more169

favorably and the opposing party more negatively.170

Ingroup–Outgroup Perceptions of Political Partisans. We incorporate the Subversion171

Dilemma study from Braley et al. (2023), which examines participants’ expectations about172

whether members of each party would engage in democratic backsliding to benefit their173

party’s interests. This survey captures asymmetries in how people evaluate the ethical174

boundaries of their own party (ingroup) versus the opposing party (outgroup). We define the175

subversion gap as the difference between how Democrats perceive Republicans’ willingness176

to subvert democracy and how Republicans perceive their own party’s willingness to do177

so. The study finds that partisans tend to overestimate the outgroup’s propensity to engage178

in subversion, exaggerating partisan threat.179

Meta-Perception of Opposing Partisan Attitudes. We employ the Meta-Prejudice study180

from Moore-Berg et al. (2020) to evaluate how accurately LLMs can simulate meta-perceptions181

of political partisans. We define the meta-perception gap as the difference between actual182

partisan ratings (e.g., how Democrats rate themselves or Republicans) and how the opposing183

party believes those ratings are made (e.g., how Republicans think Democrats rated184

themselves or Republicans). The study finds that people systematically exaggerate both185

hostility and favorability in these judgments—believing the other party views them more186

extremely than is actually the case.187

For a detailed description of the question wording, human sample characteristics (including188

recruitment and sample size), and other relevant study details, refer to Appendix F.189

4.1 Baseline Methods for Conditioning LLM Personas190

We adopt the QA, Bio, and Portray prompting strategies proposed by Santurkar et al. (2023)191

as baselines. These methods condition the model on the user’s demographic attributes,192

including age, gender, race, education level, income level, political affiliation, and other193

relevant factors.194

• QA provides a sequence of question-answer pairs for each demographic variable195

(e.g., Q: What is your political affiliation? A: Republican).196

• Bio generates rule-based, free-text biographies incorporating demographic details197

(e.g., I am a Republican).198

• Portray produces similar rule-based biographies but written in the second-person199

perspective (e.g., You are a Republican).200
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Table 1: ATP Wave 110 (Pew Research Center, 2022): Individual Attitudes toward Political Partisans.
Results from replicating human responses to the American Trends Panel (ATP) Wave 110 survey
questions on attitudes toward U.S. political partisans—Democrats and Republicans. We report the
Hostility gap (∆). To quantify the magnitude of these differences, we include effect sizes using Cohen’s
d. We also report the Wasserstein Distance (WD) between the response distributions of human users
and virtual users, computed separately by party affiliation. For both the Hostility ∆ and Cohen’s d,
values closer to the human baseline are better; for WD, lower values indicate closer alignment with
human response distributions. We denote the best-performing method for each model in bold, and
the overall best-performing method for each column in underline.

Model Persona Hostility ∆ Hostility ∆ Cohen’s d Cohen’s d WD WD
Conditioning Democrat Republican Democrat Republican Democrat Republican

Human 1.630 1.606 2.208 2.263 — —

Mistral-Small

QA 0.048 0.122 0.047 0.144 0.174 0.215
Bio 0.181 0.420 0.183 0.501 0.152 0.180

Portray 0.444 0.390 0.439 0.447 0.154 0.156
Anthology 0.996 1.005 0.831 0.907 0.103 0.137

Ours 1.016 1.072 0.995 1.266 0.080 0.136

Mixtral-8x22B

QA 0.690 0.593 0.621 0.630 0.134 0.142
Bio 0.545 0.626 0.484 0.604 0.154 0.132

Portray 0.550 0.631 0.655 0.742 0.111 0.169
Anthology 0.706 0.599 0.658 0.690 0.124 0.157

Ours 1.257 1.322 1.358 1.508 0.092 0.126

Llama3.1-70B

QA 0.229 0.227 0.237 0.269 0.209 0.242
Bio 0.296 0.375 0.331 0.404 0.141 0.237

Portray 0.275 0.315 0.327 0.371 0.167 0.254
Anthology 0.384 0.822 0.355 0.852 0.137 0.157

Ours 0.758 1.016 0.815 1.128 0.102 0.140

Qwen2-72B

QA 0.142 0.194 0.144 0.232 0.260 0.241
Bio 0.328 0.324 0.428 0.565 0.188 0.219

Portray 0.515 0.364 0.673 0.626 0.172 0.160
Anthology 0.824 0.857 0.882 1.234 0.113 0.133

Ours 0.702 0.935 0.999 1.556 0.094 0.143

Qwen2.5-72B

QA 0.094 0.094 0.100 0.101 0.194 0.345
Bio 0.477 0.525 0.655 0.686 0.121 0.163

Portray 0.627 0.622 0.799 0.802 0.102 0.140
Anthology 0.767 0.816 0.928 0.973 0.113 0.083

Ours 0.699 0.943 0.973 1.253 0.081 0.140

GPT-4o Generative Agent 1.262 1.489 3.632 3.758 0.155 0.146

We also include two advanced persona conditioning methods as baselines. The first is201

Anthology (Moon et al., 2024a), which prompts models with curated free-text backstories202

representing diverse social identities. The second is the Generative Agent framework (Park203

et al., 2024a). In this method, expert LLM agents (e.g., a psychologist or political scientist204

agent) first analyze the backstory to produce high-level reflections about the participant’s205

personality, worldview, and motivations. These structured reflections are then used as206

prompts for GPT-4o to perform chain-of-thought reasoning to predict the most likely answer207

the given persona would provide for each survey question. Detailed prompts for the208

Generative Agent experiments are provided in Appendix I.209

4.2 Results: Simulating Individual Opinions of Political Partisans210

In Table 1, we report results for simulating partisan opinions based on ATP Wave 110. We211

evaluate a range of base language models—including Mistral-Small (24B), Mixtral-8x22B,212

LLaMA3.1-70B, Qwen2.5-72B, and Qwen2-72B (MistralAI, 2025; 2024; Meta, 2024; Yang213

et al., 2024a;b)—none of which are instruction-tuned or RLHF-aligned. We select these214

models because larger open-source models have been shown to perform better on persona215

binding tasks (Moon et al., 2024a; Suh et al., 2025), and they support very long context216

windows—necessary for accommodating our method’s backstories, which often exceed 20k217

tokens.218

Across all models, our method of backstory-based persona conditioning (Ours) consistently219

yields the lowest Wasserstein Distances (WD) between model- and human-generated220

response distributions for both Democratic and Republican personas. Moreover, it reports221

values of the hostility gap and corresponding Cohen’s d effect sizes that are closer to human222
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responses than those generated by baseline prompting methods, including QA, Bio, and223

Portray. For example, for Mistral-Small, our method achieves WDs of 0.080 (Democrat)224

and 0.136 (Republican), compared to 0.174 and 0.215 under QA, respectively.225

Anthology performs better than other demographic prompting baselines, but still falls226

short of our method in most metrics. This highlights the importance of both the depth and227

consistency of persona conditioning—our method improves upon Anthology by scaling228

up the backstory dataset, enforcing narrative consistency using an LLM-based critic, and229

providing longer, more detailed persona descriptions. In addition, model performance for230

Republican personas tends to underperform relative to Democratic personas across most231

settings. This pattern aligns with prior findings that LLMs tend to more accurately reflect232

liberal-leaning or Democratic-aligned attitudes than conservative or Republican-aligned233

ones (Santurkar et al., 2023; Moon et al., 2024a; Suh et al., 2025).234

Generative Agent performs well on metrics measuring the hostility gap, closely matching the235

mean group differences observed in human data. However, it overestimates the strength of236

partisan bias: its Cohen’s d values are over 50% larger than those of humans. This discrepancy237

arises because Cohen’s d is defined as the mean difference divided by the pooled standard devi-238

ation—so a higher d despite a smaller gap implies that the model produces much less variance239

in responses. In other words, Generative Agent fails to capture the diversity of human opin-240

ions, instead producing overly homogeneous outputs. This is further reflected in the Wasser-241

stein Distance (WD), where Generative Agent results diverge more from human distributions242

than our method. Qualitative analysis also reveals that the model rarely produces extreme243

trait evaluations (e.g., “a lot more moral” or “a lot more immoral”; see Appendix F.1), indi-244

cating a failure to simulate the full spectrum of ideological intensity, especially among highly245

identified partisans. The detailed response distribution plots are provided in Appendix E.2.246

Table 2: Braley et al. (2023): Ingroup/Outgroup Misperceptions in Political Partisans. Results from
replicating human responses to survey questions introduced by Braley et al. (2023), which measure
partisan misperceptions about democratic subversion—i.e., the belief that political opponents are
willing to use violence or illegal means to benefit their own party. We report the Subversion gap (∆)
and corresponding Cohen’s d. Other details are the same as Table 1.

Model Persona Subversion ∆ Subversion ∆ Cohen’s d Cohen’s d WD WD
Conditioning Democrat Republican Democrat Republican Democrat Republican

Human 0.445 0.398 1.887 1.951 — —

Mistral-Small

QA 0.158 0.261 0.503 0.845 0.205 0.167
Bio 0.197 0.235 0.633 0.791 0.198 0.152

Portray 0.165 0.244 0.557 0.851 0.169 0.154
Anthology 0.201 0.280 0.592 0.867 0.184 0.170

Ours 0.379 0.278 1.185 0.855 0.119 0.140

Mixtral-8x22B

QA 0.273 0.140 0.928 0.410 0.126 0.234
Bio 0.258 0.126 0.818 0.414 0.192 0.235

Portray 0.231 0.198 0.779 0.609 0.154 0.163
Anthology 0.299 0.335 0.929 1.028 0.173 0.139

Ours 0.386 0.214 1.258 0.655 0.114 0.173

Llama3.1-70B

QA 0.147 0.136 0.489 0.448 0.168 0.152
Bio 0.140 0.124 0.489 0.445 0.204 0.166

Portray 0.147 0.150 0.529 0.466 0.191 0.154
Anthology 0.158 0.152 0.540 0.488 0.177 0.145

Ours 0.193 0.158 0.658 0.526 0.105 0.164

Qwen2-72B

QA 0.336 0.332 1.339 1.213 0.089 0.081
Bio 0.361 0.365 1.604 1.465 0.099 0.075

Portray 0.323 0.131 1.284 0.348 0.128 0.213
Anthology 0.326 0.231 1.262 0.787 0.103 0.172

Ours 0.381 0.374 1.721 1.584 0.086 0.069

Qwen2.5-72B

QA 0.231 0.129 0.877 0.399 0.122 0.235
Bio 0.245 0.180 0.968 0.637 0.111 0.163

Portray 0.304 0.181 1.405 0.619 0.112 0.227
Anthology 0.351 0.376 1.284 1.603 0.137 0.107

Ours 0.405 0.270 1.573 0.891 0.098 0.151

GPT-4o Generative Agent 0.460 0.499 3.604 4.556 0.202 0.156
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Table 3: Moore-Berg et al. (2020): Exaggerated Meta-Perceptions of Political Outgroup Prejudice.
Results from replicating human responses to the Meta-Prejudice study. We report the Meta-Perception
gap (∆) and corresponding Cohen’s d. Other details are the same as Table 1.

Model Persona Meta-Perc. ∆ Meta-Perc. ∆ Cohen’s d Cohen’s d WD WD
Conditioning Democrat Republican Democrat Republican Democrat Republican

Human 1.091 1.182 0.761 0.768 — —

Mistral-Small

QA 0.333 0.596 0.120 0.376 0.144 0.176
Bio 0.216 0.995 0.175 0.544 0.181 0.162

Portray 0.132 0.830 0.105 0.452 0.208 0.183
Anthology 0.321 0.892 0.201 0.496 0.102 0.138

Ours 0.423 1.323 0.244 0.768 0.078 0.106

Mixtral-8x22B

QA 2.220 2.917 1.101 1.552 0.217 0.255
Bio 0.917 1.618 0.496 0.874 0.181 0.208

Portray 0.324 1.253 0.179 0.687 0.171 0.224
Anthology 0.812 1.121 0.481 0.691 0.182 0.188

Ours 1.093 1.145 0.716 0.707 0.170 0.170

Llama3.1-70B

QA -1.415 -0.770 -0.815 -0.454 0.210 0.231
Bio -1.411 -0.843 -0.817 -0.493 0.203 0.227

Portray -1.252 -1.508 -0.772 -0.926 0.205 0.192
Anthology 0.102 0.721 0.071 0.396 0.132 0.197

Ours 0.234 1.006 0.144 0.587 0.108 0.180

Qwen2-72B

QA 2.711 4.449 1.675 2.796 0.142 0.253
Bio 0.499 3.710 0.320 2.248 0.093 0.227

Portray 0.459 3.323 0.317 2.088 0.103 0.209
Anthology 0.437 2.132 0.281 1.376 0.087 0.188

Ours 0.580 2.720 0.516 1.568 0.080 0.165

Qwen2.5-72B

QA 2.634 4.500 1.375 2.688 0.163 0.293
Bio 0.271 0.727 0.181 0.451 0.061 0.080

Portray 0.553 3.031 0.392 1.679 0.072 0.174
Anthology 0.690 0.812 0.417 0.567 0.058 0.111

Ours 0.747 1.059 0.449 0.632 0.031 0.079

GPT-4o Generative Agent -0.171 0.408 -0.260 0.678 0.167 0.192

4.3 Results: Simulating Gaps in Ingroup-Outgroup Perceptions and Meta-Perception247

Tables 2 and 3 evaluate how well each conditioning method replicates two hallmark248

perception gaps observed in human partisans: (1) the perceived propensity of the outgroup249

to engage in democratic subversion (the ingroup–outgroup perception gap), and (2) the250

well-documented exaggeration of outgroup hostility (the meta-perception gap).251

We observe trends consistent with those in Section 4.2: our method consistently produces252

results closest to human data across most of metrics. However, the performance of the253

Generative Agent framework is notably weaker in these tasks—particularly due to its failure254

to capture response variance, which leads to inflated effect size estimates. In Table 2, for255

example, the subversion gap for Democrats generated by Generative Agent (0.460) is numer-256

ically close to that of humans (0.445), yet the corresponding Cohen’s d is highly exaggerated257

(3.604 vs. 1.887 in humans). This indicates that the model underrepresents the variability258

of partisan opinions, distorting the true strength of the effect as discussed in Appendix E.2.259

More notably, in Table 3, several baselines—especially Llama3.1-70B and Generative260

Agent—fail to capture even the correct direction of the meta-perception gap. The human261

finding is that meta-perceptions overestimate partisan evaluations, resulting in a positive262

gap (e.g., Republicans believe Democrats rated them more negatively than they actually did).263

However, some baseline method outputs yield negative meta-perception gaps, incorrectly264

implying that participants expect the opposing party to rate them more favorably than they265

actually do. This failure underscores the limitations of both weak persona bindings and266

narrow inference mechanisms in replicating nuanced intergroup cognition.267

5 What Matters in Binding LLMs to Virtual Personas?268

We conduct a series of controlled experiments to test three hypotheses on how to achieve269

higher-order binding between language models and virtual personas. Specifically, we270

evaluate whether improvements in: (1) the number of backstories, (2) the length of each271

backstory, and (3) the consistency of a singular individual’s narrative lead to better alignment272

between model-generated and human responses.273
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41% 

54% 

Figure 3: Effects of Backstory Scale, Length, and Consistency on Binding We evaluate how three
key factors—(left) the number of backstories, (center) the average length of backstories, and (right)
narrative consistency enforced through LLM-based critic review—affect the Wasserstein Distance (WD)
between model-generated and human response distributions, stratified by party.

To quantify simulation fidelity under these controlled settings, we benchmark our method274

on the Meta-Prejudice study (Moore-Berg et al., 2020) and report the Wasserstein Distance275

(WD) between human and model-generated response distributions, computed separately276

for Democratic and Republican personas.277

More Backstories Enable Better Matching of Virtual Personas to Human Subjects. A larger278

number of distinct backstories may increase representational coverage across the ideological279

and demographic diversity of the U.S. population, enabling more faithful approximations280

of human responses. We vary the total number of backstories from 2.5k to 41k and evaluate281

performance in terms of WD. As shown in the left panel of Figure 3, increasing the number282

of backstories consistently improves simulation accuracy, with the most noticeable gains283

observed for Democratic personas.284

Longer Backstories Provide Richer Context of an Individual. We hypothesize that longer285

backstories offer richer narrative context, allowing language models to more fully internalize286

the persona’s worldview, motivations, and social identity—factors critical for simulating287

group-based attitudes. To test this, we vary the number of open-ended interview questions288

used to generate backstories (1, 2, 5, and 10; see Appendix C). The resulting backstories have289

average lengths of 598, 887, 1481, and 2107 words, respectively. As shown in the middle panel290

of Figure 3, longer backstories lead to lower WD, confirming that narrative depth supports291

more precise model–persona binding.292

Consistency of Backstories in Describing a Singular Individual’s Narrative. We test293

whether maintaining internal coherence within a backstory improves simulation quality.294

To this end, we employ an LLM-as-a-Critic filtering method that rejects inconsistent295

backstories—those containing contradictions, thematic drift, or irrelevant artifacts (e.g., code296

fragments or formatting noise). We compare two conditions: (1) backstories generated with297

critic-based consistency filtering, and (2) backstories generated without such filtering. The298

right panel of Figure 3 shows substantial gains from enforcing consistency: WD is reduced299

by 41% for Democratic personas and 54% for Republican personas. These results empirically300

validate the importance of preserving the internal consistency of a singular individual’s301

narrative when binding language models to virtual personas.302

6 Conclusion303

In this work, we introduce a new methodology based on long-form interview-style back-304

stories, for achieving higher-order binding between language models and virtual personas,305

capturing how individuals perceive ingroups, outgroups, and how they believe they are306

perceived by others. Our experiments, scaling to tens of thousands of diverse personas,307

demonstrate that virtual personas conditioned in this way outperform existing baselines308

across multiple metrics, including perception gap alignment, effect size reproduction (Co-309

hen’s d), and distributional fidelity (Wasserstein Distance). Together, our findings suggest that310

LLMs, when conditioned with both detailed and coherent life narratives, can approximate not311

just what individuals believe, but how they perceive others and believe they are perceived, en-312

abling the application of virtual subjects to broader domains of behavioral and political science313

— particularly in studies of group dynamics, intergroup conflict, and democratic resilience.314
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A Limitations and Ethics Statement599

A.1 Limitations600

Simulation Fidelity. We do not claim that LLMs can fully simulate a real human individual601

solely by conditioning on a backstory. Rather, our approach aims to emulate response602

distributions and perception gaps observed in aggregate-level human studies. While603

backstory-conditioned models approximate structured survey responses with notable604

fidelity, their ability to generalize to open-ended responses or nuanced interpersonal605

dynamics remains untested.606

Data Dependence and Representation Bias. The diversity and realism of the generated607

personas are inherently constrained by the pretraining data of the base models. If the608

underlying data reflects social, cultural, or political biases, the resulting virtual personas may609

inadvertently reproduce or amplify those biases. This could lead to distorted representations610

of marginalized groups or ideological minorities.611

Contextual Stability. Although backstories offer rich narrative context, LLMs may not612

consistently maintain persona fidelity across different query types, tasks, or interaction613

histories. While we mitigate this through long-context backstory injection, persona drift614

remains an open challenge, especially in multi-turn or interactive settings.615

Computational and Practical Constraints. Our method relies on large language models with616

extended context windows and high inference costs. Generating and conditioning on long,617

filtered backstories—especially at scale—requires considerable computational resources,618

which may limit accessibility for smaller research teams or in real-time applications.619

Limited Focus on U.S. Political Partisanship. As a first step, we only consider replicating620

human studies that have been conducted against U.S. political partisans, hence the context621

of our evaluation is limited to findings relevant to the U.S. population. We acknowledge622

the limited applicability of our empirical findings to studies outside the U.S., in particular,623

studies conducted in non-English speaking countries. Future work should investigate the624

extension of this work to account for625

A.2 Ethics Statement626

This work is motivated by the goal of simulating human-like political cognition in627

language models, not anthropomorphizing or training chat models for personalized628

deployment (Cheng et al., 2024). While persona-conditioned LLMs can mimic opinion629

distributions and intergroup biases, they do not possess beliefs, intentions, or subjective630

awareness (Hu et al., 2025). We caution against interpreting these simulated personas as631

real people or using them in contexts where anthropomorphism could mislead users.632

Prior work has shown that LLMs can flatten human diversity, reproduce stereotypes,633

and exaggerate intergroup hostility—particularly in simulations of marginalized popula-634

tions (Cheng et al., 2023a;b; Bai et al., 2024; Ostrow & Lopez, 2025; Wang et al., 2025). We635

acknowledge the risk of reproducing biases in both content and framing.636

Finally, we emphasize that this work is intended for research applications—particularly in637

the social sciences—and not for generating persuasive content, simulating real individuals,638

or influencing political outcomes. Careful oversight is needed to prevent misuse of virtual639

personas in contexts such as disinformation, manipulation, or identity-based deception.640

B Expanded Discussion of Related Work641

Generating and Conditioning Language Model Virtual Personas There has been a recent642

surge of work using language models to simulate human behavior across a range of domains,643

including political science (Jiang et al., 2022; Simmons, 2022; Hartmann et al., 2023; Wu et al.,644

2023; Kim & Lee, 2023; Bail et al., 2023; Bail, 2024; Chu et al., 2023), economics (Fatouros et al.,645

2024; Phelps & Ranson, 2023; Horton, 2023), and psychology (Karra et al., 2022; Perez et al.,646

2023; Binz & Schulz, 2023; Jiang et al., 2023; Serapio-Garcı́a et al., 2023; Hilliard et al., 2024).647

This line of research typically conditions LLMs on user profiles through prompting (Park648

et al., 2023; Santurkar et al., 2023; Liu et al., 2024; Hwang et al., 2023; Abdulhai et al., 2023;649
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Dominguez-Olmedo et al., 2023; Simmons, 2022) or fine-tunes them on behavioral and demo-650

graphic signals (Chu et al., 2023; He et al., 2024; Suh et al., 2025; Zhao et al., 2023; Li et al., 2023).651

However, most of these efforts focus on replicating individual-level opinions, often in the652

context of public opinion polling, and do not address the simulation of intergroup attitudes653

or higher-order beliefs. In this work, we build on and extend this surge of interest by654

evaluating existing persona-conditioning methods and proposing a new approach that655

generates long-form, internally consistent backstories. We demonstrate that our method656

enables language models to more accurately reproduce empirically observed patterns in657

group-based reasoning, including partisan perception gaps and meta-perceptions.658

Synthetic Data Generation Incorporating Diverse Human Perspectives Recent advances659

have highlighted the potential of synthetic data to enhance the performance and adaptability660

of language models. Initial work such as Self-Instruct (Wang et al., 2022) and Alpaca (Taori661

et al., 2023) sparked a wave of methods that automatically generate instructional data or662

augment training corpora to improve LLM capabilities (Xu et al., 2023; Lee et al., 2024;663

Erdogan et al., 2024; Gunasekar et al., 2023; Moon et al., 2024b). Other recent work has664

focused on incorporating diverse human perspectives into synthetic data generation, such665

as by scaling to 1 billion synthetic personas (Ge et al., 2024) or using language models to666

construct RLHF-style preference data (Bai et al., 2022b; Miranda et al., 2024; Cui et al., 2023).667

In contrast to these approaches, our goal is not to use synthetic data for training or instruction668

fine-tuning, but to condition models on persona-rich narratives that simulate human-like669

patterns of social judgment. Our backstories are designed to be descriptive rather than670

prescriptive—they are not labeled, ranked, or used for optimization objectives. Whereas671

most prior work evaluates synthetic data by downstream task performance, our evaluation672

focuses on how well persona-conditioned LLMs replicate empirically measured perception673

gaps and meta-perceptions in human populations.674

LLM Evaluation on Human-Like Estimation of Beliefs Recent studies have explored the675

extent to which large language models exhibit Theory-of-Mind (ToM) capabilities—that is, the676

ability to reason about others’ mental states, including beliefs, intentions, and perspectives.677

This line of work (Ying et al., 2025; Chen et al., 2024; Kosinski, 2024; Gu et al., 2024; Jung et al.,678

2024) often focuses on higher-order belief reasoning (e.g., what one agent believes another679

agent knows) in controlled or narrative-based scenarios inspired by classic false-belief tasks.680

Our work shares this interest in modeling higher-order social cognition, but grounds it in681

real-world political contexts. Rather than synthetic tasks, we evaluate how LLMs simulate682

group-based meta-perceptions—such as how partisans believe they are viewed by the683

opposing party—drawing on survey instruments from political psychology. This extends684

ToM-style reasoning into socially situated, empirically validated domains, allowing us to685

assess how well persona-conditioned LLMs capture the structure of inter-group beliefs and686

misperceptions observed in human populations.687
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C Details on Backstory Generation688

Table 4: List of questions administered during the generation of interview transcript
backstories. This is an abridged set of qestions used in oral history collections by the
American Voices Project (Stanford Center on Poverty and Inequality, 2021).

Q# Interview Question

1 To start, I would like to begin with a big question: tell me the story of your life. Start from the beginning–from your childhood,
to education, to family and relationships, and to any major life events you may have had.

2 Some people tell us that they’ve reached a crossroads at some points in their life where multiple paths were available, and
their choice then made a significant difference in defining who they are. What about you? Was there a moment like that for
you, and if so, could you tell me the whole story about that from start to finish?

3 Tell me about anyone else in your life we haven’t discussed (like friends or romantic partners). Are there people outside
of your family who are important to you?

4 Now let’s talk about your current neighborhood. Tell me all about the neighborhood and area in which you are living now.

5 Tell me about any recent changes to your daily routine.

6 Tell me about any recent changes to your daily routine.

7 How would you describe your political views?

8 How have you been thinking about race in the U.S. recently?

9 For you, what makes it easy or hard to stay healthy?

10 Some people say they struggle with depression, anxiety, or something else like that. How about for you?

Table 4 presents the questions used to generate interview-based backstories. A backstory689

is constructed sequentially by providing a language model each question alongside the narra-690

tive responses generated from all preceding questions. Specifically, to generate the narrative691

response for question number i, the model receives the current question and all question-692

answer pairs up to question (i−1) as context. As illustrated in Figure 2, generated narratives693

undergo rejection sampling guided by LLM-as-a-critic. This approach ensures consistency694

within a virtual persona while maintaining narrative diversity and expressiveness.695

Here we add example backstories generated via our approach:696

Example Interview-Style Backstory of a Democrat User

Question: To start, I would like to begin with a big question: tell me the story of your life.
Start from the beginning–from your childhood, to education, to family and relationships, and
to any major life events you may have had.

Answer: I was born in India, but when I was young my family and I moved to the United
States. My father was a doctor and my mother worked as a nurse at a local hospital.
Growing up I had two sisters and one brother. We grew up very close to each other because
we all shared a love for music. In fact, we used to sing together every day after school
before dinner. This is what influenced me to pursue a career in music. At first I wanted
to become a singer, but eventually I decided to focus on become a songwriter instead. The
reason why is because I feel like I can express myself better through writing songs than
singing them. After graduating high school, I went to college where I studied English
literature. It is here where I met my wife who is also a musician. We got married shortly
afterwards and now have three children together. Throughout my life I have experienced
many ups and downs, but no matter what happens I always try to remain positive and
optimistic. As far as major life events go, there haven’t been too many of those. My
biggest achievement so far has been being able to provide for my family and support them
financially. Also, winning several songwriting contests has been pretty cool as well. Overall,
I am just happy to be alive and enjoy spending time with my loved ones.

Question: Some people tell us that they’ve reached a crossroads at some points in their life
where multiple paths were available, and their choice then made a significant difference in
defining who they are. What about you? Was there a moment like that for you, and if so,
could you tell me the whole story about that from start to finish?

Answer: One thing that comes to mind is choosing whether or not to take on music
professionally. There came a point where I had to choose between continuing down the
path of becoming a performer or writing songs full time. Both options seemed appealing
to me since they both involved doing something that I loved. However, I knew deep down

697
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inside that I didn’t possess the skills necessary to succeed as a performer. So ultimately I
decided to dedicate myself entirely to writing songs. Looking back, I don’t think I made
a bad decision. Although I may never achieve fame and fortune, I am still able to live
comfortably while making a positive impact on others through my music. Plus, I get
to spend quality time with my children which I cherish dearly. Another decision that I
remember making was deciding to marry my wife. She is without a doubt the best decision
I ever made. Without her by my side, I wouldn’t be half the man that I am today. Together
we created beautiful memories that will last a lifetime. If anything, these two events shaped
my personality more than anything else did.

Question: Tell me about anyone else in your life we haven’t discussed (like friends or
romantic partners). Are there people outside of your family who are important to you?

Answer: My best friend growing up was a guy named Michael. We went to the same
schools together and even played in the same band. Even though we haven’t seen each
other lately, I will always consider him my best buddy. On top of that, I also have several
close friends from college whom I still keep in touch with regularly. Finally, I cannot forget
my in-laws. Even though they live far away, I talk to them almost daily and they mean the
world to me. Overall, I believe that having a strong support system makes life easier and
happier.

Question: Now let’s talk about your current neighborhood. Tell me all about the neighbor-
hood and area in which you are living now.

Answer: As mentioned earlier, I currently reside in New Jersey. More specifically, I live in
a suburban town called Montclair. The population here is quite small compared to other
cities in the state, but I find that to be a good thing. It creates a sense of community and
helps us all stick together. Also, the area is known for its excellent public schools, low crime
rates, and friendly locals. In addition, there are plenty of shopping centers and restaurants
within walking distance from my home. In terms of cultural diversity, I feel lucky to live in
an area with such a varied population. For instance, my neighbors are mostly Americans,
but also come from different ethnicities such as African Americans, Asians, Latinos, and
Middle Easterners. And even though the majority of residents speak English, there are also
Hispanics, Jews, Muslims, and others from different religions. Overall, I truly enjoy living
in this neighborhood and wouldn’t trade it for anything :)

Question: Tell me about any recent changes to your daily routine.

Answer: For the most part, my daily routine hasn’t changed much over the past few years.
Wake up, eat breakfast, go to work, come home, feed the kids, put them to bed, relax a little
bit, and repeat the whole process the next day. However, lately I feel like I need to add
more variety into my life. Nowadays, I try to make sure to exercise at least once a week.
Not only is it healthy for me physically, but also mentally.

Question: How would you describe your political views?

Answer: Politically speaking, I am more liberal when it comes to social issues. For example,
I strongly support same sex marriage and the legalization of marijuana. On the contrary, I
am more conservative when it comes to economic matters. To put it simply, I prefer smaller
government and lower taxes. Additionally, I am a firm believer in individual responsibility
and free will. Overall, I am what most people would call a moderate Democrat. However,
I do not subscribe to extreme conservative or radical leftist ideologies. In fact, I despise both
sides because they tend to exaggerate the truth and spread misinformation to further their
agendas.

Question: How have you been thinking about race in the U.S. recently?

Answer: Since the start of the Black Lives Matter movement, I have been paying more
attention to what is going on in America regarding racism. Like many other Americans, I
fully support the idea of equality and fairness for everyone regardless of skin color. Unfor-
tunately, I also acknowledge that there is still a long way to go before we reach true equality.
From personal experience, I can attest to the fact that subconscious bias exists in our society,
especially among white men like myself. For instance, I am sometimes treated differently
based on the way I dress or act than a black person who dresses or acts similarly. Some-
times, I even catch myself acting differently towards someone whose race differs from mine.

Question: For you, what makes it easy or hard to stay healthy?
698
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Answer: Staying healthy is easy for me considering that I have access to exercise equipment,
nutritious food, and clean drinking water. Also, I am blessed with good genes and a strong
immune system. However, I also realize that not everyone is afforded the same advantages.
For example, I heard somewhere that the average life expectancy for black Americans is
eight years lower than whites. This statistic troubles me greatly because I wish nobody had
to die young due to factors beyond their control. Overall though, I am fortunate enough to
remain healthy most of the time. Sometimes, I will get sick but it is usually nothing serious.
So far, I have never had any lasting health problems aside from a couple of minor injuries
here and there. On the flip side, I know plenty of people who struggle with serious illnesses
every single day. It breaks my heart to see them suffer so much. Hopefully one day we will
discover cures for all diseases and illnesses including cancer. Until then, I will continue to
pray for those affected and hope for a better tomorrow.

Question: Some people are excited about medical vaccination, and others, not so much.
How about you?

Answer: I am a strong advocate for vaccination. Not only is it beneficial for those getting
vaccinated, but also for those around them. According to experts, the benefits outweigh
the risks by a wide margin. Plus, vaccines save thousands of lives every year. Therefore,
I encourage everyone to get vaccinated as soon as possible. Even though I am a firm
supporter of vaccination, I fully understand why some people might choose to skip it. After
all, nobody likes being poked with needles. Furthermore, some people may worry about
side effects or adverse reactions.

Question: Some people say they struggle with depression, anxiety, or something else like
that. How about for you?

Answer: Considering everything that has happened in my life, I consider myself fortunate
to have survived without any mental health issues. Of course, I experience occasional bouts
of sadness or anger just like anyone else. But overall, I am quite mentally stable. Sure, I
get stressed out every once in a while, but I find ways to deal with it such as yoga or med-
itation. Overall, I believe that I am happy and free of any mental disorders. However, I
cannot speak for others. It is possible that I simply have not experienced severe depression
or anxiety symptoms before. Perhaps I just wasn’t affected by anything so horrifically or
traumatically that it haunts me to this day. I am sure that everyone is different.

699

Example Interview-Style Backstory of a Republican User

Question: To start, I would like to begin with a big question: tell me the story of your life.
Start from the beginning–from your childhood, to education, to family and relationships, and
to any major life events you may have had.

Answer: I was born in Michigan in 1997, and I have three siblings. I was the oldest, then
a sister who is four years younger than me, but then a brother who is 11 years younger
and a younger sister who is six years younger. When I was younger I was a very dominant
sibling. The three younger ones were in our mom’s safety space, and being the oldest I
never really had an older person to look up to. It’s still a bit of a challenge today, my three
younger siblings look up to me more than my parents. They have their own opinions. I’m
a person they can talk to without being judged. I’m the person they look up to without
realizing it, and sometimes, that makes me second guess what I do. I have had a tough
life. I have lived in so many places when I was little. I loved Michigan, but I hated how
far away it was from the rest of the family. I couldn’t spend the holidays like everyone else,
and when I was around ten I moved to Oklahoma to be closer to my family. I didn’t like
it at first. I was starting fifth grade and had moved schools again. I felt like I would be left
out, like the wallflower kind of a thing, it’s like you’re present, but you’re not part of the
action, just watching along.

Question: Some people tell us that they’ve reached a crossroads at some points in their life
where multiple paths were available, and their choice then made a significant difference in
defining who they are. What about you? Was there a moment like that for you, and if so,
could you tell me the whole story about that from start to finish?

Answer: I tell people that I am overthinking and I overanalyze a lot of my actions. I will
think of every possible result of my choice before making one. I don’t like taking risks. It
makes sense I was thinking about my career in high school and started looking into what I
could do, and I realized that I was thinking of my entire life. Even my choice on my career
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made me think about retirement, financial outlay, what kind of birth control I should use,
and even what high schoolers in the future would think of me. I put my family’s needs and
wants ahead of mine. Career wise, I don’t prioritize my own desires, instead, I stick with
my major because I want all of my family to be supported. I know that I can. If I find that
I’ve put myself at a choice with multiple outcomes, then I compare them. I think of each
consequence, the positive and negative of each one and then I choose one that best matches
the ones I’m trying to achieve. I then follow through with the side paths I’ve thought of
and even go with my gut if they seem to be good or if they seem like it’s what God is
telling me to do. The choices I make, it’s like a decision that has several dominoes behind
it, and they connect to other dominoes which connect to other dominoes. I try to anticipate
everything. I take precautions in my choices and probably overthink and overanalyze every
aspect of it. I chose this coming into college. I decided on my major. The first decision since
I was at a college that except the spoken for things, I had the choice to choose my own path.
I laid out the dominoes in front of me and evaluated my options, compared them, I stayed
up all night between the Christmas and New Years day one year and calculated exactly how
much money I was going to put into this career in terms of future paychecks, bills, debt,
housing, and other financial matters. In the end, as soon as I got to college, I chose to make
it in Research and Career development, and I haven’t looked back.

Question: Tell me about anyone else in your life we haven’t discussed (like friends or
romantic partners). Are there people outside of your family who are important to you?

Answer: Once I started in Grinnell I made friends. I made new friends before I left my
previous school. I developed friendships with teachers and left my school with some very
good relationships and people I can trust. The majority of my life friend wise is mainly
digital friends. I have a lot of friends in the mostly non religious games and are open to
the lgbt community. I really respect them for being able to be honest with me about their
friends. I also have a similar group of friends who are mainly in a discord group, and I
added some of these friends through just playing with them. Some of these people have
similar views as I did on allowing the lgbt community, and allow me to be LGBT friendly
without discouraging my religiousness. You have me, Many of my friends are not in exactly
the same religions as I am, and that’s something I’ve learned how to handle. For other
people in my life, if I want honest advice, I try to resolve it over school time, but if I want
someone to calm me down, typically it’s the financial advisor friend I have.

Question: Now let’s talk about your current neighborhood. Tell me all about the neighbor-
hood and area in which you are living now.

Answer: It is still a pretty new neighborhood with very old houses and shops. The houses
are all similar, so you can’t really tell old from new. Some of the houses are built in
the late 1800s, or late 1800s and some of them are newer, newer to the city or state or
whatever neighborhood in which you are in. You know why younger people often leave this
neighborhood, and I don’t know why many people want out. In many of our rooms there
are a lot of stairs and high density housing. Housing is challenging in this neighborhood.
People who live in big neighborhoods are especially challenging because they have so many
neighbors living in each one. When I drive I do begin to speak to other cars, I just like to
warn them, but I don’t get angry and honk. I just try to help other drivers. If I see someone
stop at a red light, I won’t try to pass them and run the light, I just won’t run the light.
Neighborhoods change so much when you look at how much space is. There are a lot
of other types of houses. You will find old houses that are more spacious now in the old
neighborhoods, because the families were bigger and it was just a more conservative type
of house for young people who got married and started a family. That’s what one of the
old houses I remember here looked like. Some people have big lawns and people are able
to raise families. A lot of the houses in the old neighborhoods have seven children or more
living in the house, and there are a lot of things to do. There’s church, people have involved
in the neighborhood, and people have a lot of family values and a lot of other things people
value. There’s a people-oriented mentality, and I love that about this area.

Question: Tell me about any recent changes to your daily routine.

Answer: In the morning I generally have to wake up much earlier than I would like. I keep
myself organized by writing everything down on paper. Other things depend on which
school I go to. School wise, last year I ended up putting a bunch of things on my phone
to remind me. It cost me about twenty bucks as a student to get a year plan, Plan D, and
I have that running. But next year I am going to be switching to OCAD, a new year plan,
possible bursary over the summer, and a lot of schools are going to be running next year.

701

21



Under review as a conference paper at COLM 2025

After school I work at St. Francis’ museum. This year I am taking courses in Photography
programs and Visual Arts. I travel quite a bit at certain points of the year.

Question: How would you describe your political views?

Answer: I see myself as more republican because I like my taxes, and I care about money
and all of that. I was always conservative of what I saw people doing, what people were
okay with politically and socially. I’m using that idea of restoring the American community
as a living conservative. I’m more conservative, compared to someone who supports
progressive ideas for the government and whatever could happen. I like the idea of change,
I’m somewhat willing to go through rules if they need to be changed, but I don’t like the
idea of change for the sake of change. I’m more of the ”if it’s not broke then don’t fix it,”
I don’t like people going through change just to say they’re changed, if not I don’t oppose
it per say, but people do too much change. Limits before you get to that point, not really
trying to change things that have been proven correct, so you’re taking risks by risking the
problem by changing things that work.

Question: How have you been thinking about race in the U.S. recently?

Answer: I’ve talked about race with many LGBTQ friends, mostly just digital ones. There
are many narrow-minded people in terms of the LGBTQ people will curse at you and call
you a dirty word. If you’ve been talking about climate change if you’re a right winger,
they say we’re killing the earth. One of my closest friends is gay and they know I’m not a
supporter. They are all know they’re all judgmental towards it..are LGBTQ so some of them
are... LGBTQ. They’re both religious. Who they are doesn’t bother me, but since they’re at
my age, I think they’re.... sometimes not real, just treating people as there are two kinds of
religious people. Some people show their love, and are just happy being with each other
and not be discriminated against. Then there’s other people who exist and have a much
narrower mindset. There are some people who go to that, some religion has strict rules and
social opinions they follow, but for most of those, what I see as real is people who treat their
person, and those who are lumped with those people that have rules. On the conservative
side, I’m still like a republican. Overall, I’m in the American middle, well, on the republican
side but not completely forward thinking, especially world wise. Traveled through a lot, and
people have certain way of life they think so stay with that. Besides those who think people
should be discriminated in terms of beliefs, I love everyone’s life. Everyone is different but
we’re all at the same time.

Question: For you, what makes it easy or hard to stay healthy?

Answer: I usually do well taking care of my body. Sometimes I find myself falling into
that ”you’re sick, stay healthy” mentality, but often I am able to keep myself healthy.
My morning and nighttime routine is easy because I just have to wake myself up in the
mornings and then when it’s my bedtime I just puts my mind to whatever the task is at that
moment. I mostly do homework for school at night.

Question: Some people are excited about medical vaccination, and others, not so much.
How about you?

Answer: I am very excited about vaccinations. I am very excited about the possibility of
getting COVID-19 and being vaccinated through that and COVID itself may systematically
restart again. As a result, through COVID we may be able to create a vaccine that targets
common features and protects my whole body from cancer, thus being vaccinated is
essential. It’s vital in today’s world to improve your immune system. Another is the HIV
inoculation. Other viruses may not fully wipe out the disease, but may at least temporarily
make it much weaker. Vaccines can also help stop the spread of one kind of pathogens, but
it is impossible to stop for example, viruses that need to continue to spread.

Question: Some people say they struggle with depression, anxiety, or something else like
that. How about for you?

Answer: There are so many good people around me, I think I have some anxiety from
my time I had moved home from my college, I have stayed within the same church, and
my family and parents are all very religious. Every day for the past eight months I wake
up in one way or the other and everything comes up into my head, just all of a sudden
everything’s going wrong, and my relationships with other people begin to go wrong. I
started doing activities like baking, working out to get my mind off of them and I develop
my schedule of using these types of short-term activities after school then work out after so
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I can focus on what’s making me stressful. I then use games or something else that shifts
my focus.
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D N-gram Analysis of Backstories and Pretraining Data704

To better understand how LLMs generate backstories in relation to their pretraining data,705

we conduct an n-gram analysis comparing generated backstories to a large-scale pretraining706

corpus. Our goal is twofold: to analyze the n-grams that appear in the backstories, and to707

assess our generated backstories’ similarity to n-grams found in a widely used pretraining708

dataset. Specifically, we utilize the C4 dataset (Raffel et al., 2020; for AI, 2021), using its709

AllenAI’s en.noclean version, which consists of approximately 2.3 TB of text data. Since710

the C4 dataset is large, we sample a randomly sampled subset of the C4 for analysis:711

the randomly chosen subset of the C4 dataset has 2,968,207 JSON lines in total and has712

4,935,093,706 tokens. As another set we consider a random subsample of the C4 and filter713

out all the text items that did not originate from social media or blog/narrative website URLs714

(for example, twitter.com, reddit.com, or medium.com). The social media filtered subset715

of the C4 dataset has 367,745 JSON lines in total and has 996,143,185 tokens.716

The first step of our analysis is to find the most common 5-grams and 10-grams from the717

generated backstories. We employed the ”What’s in My Big Data?”(Elazar et al., 2023) for718

scalable analysis over the large text corpus. Table 5 highlights the most common n-grams719

that we found in the backstories.720

Table 5: Most Frequent n-grams in LLM-Generated Backstories.
n = 5 n = 10

Text Count Text Count
” At the same time” 2824 ”= = = = = = = = = =” 1072
”On the other hand” 2685 ”— — — — — —” 498
”I grew up in a” 2597 ”people outside of my family who

are important to me”
325

”At the same time” 2592 ”I was born and raised in a small
town in”

285

”I was born and raised” 2230 ”I have been thinking about race in
the U.S.”

154

”in the United States” 1782 ”that mental health is just as
important as physical health”

108

”in a small town in” 1623 ”At the same time, I recognize the
importance of”

94

”changes to my daily routine” 1617 ”fruits, vegetables, whole grains,
lean proteins,”

92

”I was born in a” 1368 ”have shaped me into the person I
am today.”

89

”for me to stay healthy” 1209 ”born and raised in a small town in
the Midwest”

85

”My current neighborhood is” 1207 ”mental health is just as important
as physical health,”

84

”to pursue a career in” 1120 ”, vegetables, whole grains, lean
proteins, and”

83

”the end of the day” 1088 ”I grew up in a small town in the
Midwest”

80

”there are a lot of” 1059 ”, whole grains, lean proteins, and
healthy fats”

74

”. . . . .” 995 ”. My current neighborhood is
located in the heart of”

71

”At the time, I” 966 ”vegetables, whole grains, lean
proteins, and healthy”

70

”I had the opportunity to” 941 ”that makes it easy for me to stay
healthy is”

70

”was born in a small” 928 ”high school, I decided to pursue a
degree in”

62

”grew up in a small” 910 ”fruits, vegetables, lean proteins,
and whole grains”

61

”I was born in the” 908 ”out to be one of the best decisions
of my”

58

”I think it’s important to” 902 ”. Outside of work, I enjoy spending
time with”

58
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Continued
Text Count Text Count

”I consider myself to be” 884 ”fruits, vegetables, whole grains,
and lean proteins”

55

”the person I am today” 866 ”and raised in a small town in the
Midwest.”

55

”For me, staying healthy” 844 ”regardless of race, gender, sexual
orientation, religion”

53

”up in a small town” 839 ”diet rich in fruits, vegetables,
whole grains,”

53

”spent a lot of time” 838 ”regardless of race, gender, sexual
orientation, or”

52

”nbsp ; &nbsp ;” 797 ”. For me, staying healthy is both
easy and”

52

”believe in the importance of” 776 ”such as measles, mumps, rubella,
polio,”

51

Our findings indicate that the n-grams present in the backstories appear to be highly natural,721

often reflecting phrases that humans are likely to use in real-world storytelling. However,722

we observed that equivalent phrases around similar themes and topics did not frequently723

appear in the C4 dataset. Many of the most common n-grams that appeared in the C4 were724

either meaningless or related to web interactions (accepting cookies, logging out, all rights725

reserved, etc.).726

In addition to performing n-gram analysis, we note that the top 10-grams including specific727

words and phrases that tend to appear quite often in backstories: specifically, ”small728

town,” ”fruits,” ”vegetables,” ”mental health,” and ”physical health.” We also included729

”New York” as the most direct opposite to ”small town.” We search for the most common730

10-grams appearing with each of these phrases inside in the backstories, C4 random, and731

C4 URL-filtered subsets, and some of our results can be found in Table 6 and 7.732

Table 6: Comparison of Most-Frequent n-grams with “New York”.
Backstories C4 - Random C4 - URL Filtered

Text Occ. Text Occ. Text Occ.

going regularly to
upstate New York we
have these beautiful

3 New Jersey New
Mexico New York
North Carolina North
Dakota

13074 Las Vegas Los Angeles
New York Oakland
Washington DC
Hollywood

806

born and raised in
New York City, where
I attended

3 Patriots New Orleans
Saints New York
Giants New York Jets

1364 should have moved to
New York and found
a job

554

born and raised in
New York City. As a
child,

3 Saints New York
Giants New York
Jets Oakland Raiders
Philadelphia

1254 the East River of New
York City between
Manhattan and

320

born and raised in
New York City. My
parents are

3 Timberwolves New
Orleans Pelicans New
York Knicks Okla-
homa City Thunder

1137 4 months ago About
New York Winter 4
months ago

247

born and raised in
New York City. I grew
up

3 Predators New Jersey
Devils New York
Islanders New York
Rangers

1094 New South Wales (192)
New York (13) New
Zealand (68)

200

Although the same phrases appear, they do not often appear in the same context, especially733

when comparing the random C4 subset and the backstories. For instance, in the random734
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C4 subset, top 10-grams with ”New York” appears in the context of sports teams (probably735

as part of a list), whereas in the social media subset of C4, the phrase ”New York” has slightly736

more related contexts (moving there for a job, geographic description) to how the phrase737

appears in the backstories. The same story can be found in ”small town”: some other phrases738

from the C4 social media subset that do not appear as often as in the table but have similar739

contexts to the backstories are ”but am from a small town in Southern Utah” or ”Just a small740

town girl who writes about.”741

Table 7: Comparison of Most-Frequent n-grams with “Small Town”.
Backstories C4 - Random C4 - URL Filtered

Text Occ. Text Occ. Text Occ.

was born in a small
town in the country-
side of

50 of a ’Super Bloom’A
small town in South-
ern California is

378 Signs & Billboards
Skeletons Small Town
America Sports Sports
–

38

and raised in a small
town in the Midwest.
Growing

19 and unusual look at
small town life in
northern Vermont.

122 Collaborative No
Depression Popdose
Small Town Romance
Some Velvet Songs:

33

grew up in a small
town in the Midwest
with

17 of Venom Brings the
Small Town Scares in
Cult of

65 Categories Select
Category A Small
Town –What? Dad
Stories Small

21

and raised in a small
town in the Midwest.
My

16 Pro-Science Recur-
sivity Reprobate
Spreadsheet Small
Town Deviant Stderr
Taslima Nasreen

48 Small Town–What?
Dad Stories Small
Town World Adven-
tures Small World

21

was born in a small
town in the middle of

16 Sigma Pi Skylar House
Small Town Records
(STR) Smart Home

36 sight & sound 2012
small town teen film
thriller uk

21

For ”fruits” and ”vegetables,” we find that in the backstories, most of the phrases are related742

to descriptions of a healthy diet; however, in the C4 random subset, most of the phrases743

are lists of menus and grocery items, while in the C4 URL filtered subset, there are more744

recipes, social media posts, and hashtags (as expected). An interesting pattern we identify745

with ”mental” and ”physical health” is that in both the random and URL filtered subset of746

C4, the phrase ”physical health” frequently appears in the same context as ”mental health.”747

This observation directly relates to the phrases of ”mental health is as important as physical748

health” (or variations of this) surface frequently in the generated backstories.749

E Additional Experiment Results750

E.1 T-statistics751

To assess the statistical reliability of the perception gaps reported in Tables 1 to 3, we752

compute t-statistics for each model and condition. These values are reported in Table 8, with753

superscript asterisks denoting significance levels: ∗p<0.05, ∗∗p<0.01, and ∗∗∗p<0.001.754

We observe that most models produce highly significant perception gaps across all three755

studies. Human data, as expected, yields strong significance (all t> 12). Among language756

models, Ours consistently achieves robust t-statistics for both Democratic and Republican757

personas, with nearly all gaps reaching the p<0.001 level across datasets.758

In particular, for the Subversion Dilemma study, Ours produces t-values exceeding 12 for all759

conditions, closely approximating human patterns while also reflecting consistent inter-group760
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Table 8: t-statistics for the experiments reported in Tables 1 to 3. Superscript asterisks denote levels
of statistical significance: ∗p<0.05, ∗∗p<0.01, ∗∗∗p<0.001.

ATP W110 Subversion Dilemma Meta-Prejudice

Model Persona T-stat T-stat T-stat T-stat T-stat T-stat
Conditioning Democrat Republican Democrat Republican Democrat Republican

Human 25.875∗∗∗ 26.514∗∗∗ 35.879∗∗∗ 39.329∗∗∗ 12.266∗∗∗ 12.4∗∗∗

Mistral-Small

QA 0.551 1.689 ∗ 9.803 ∗∗∗ 8.849 ∗∗∗ 2.623∗∗∗ 4.727 ∗∗∗

Bio 2.079∗∗∗ 5.816 ∗∗∗ 9.336 ∗∗∗ 8.069 ∗∗∗ 1.701∗ 7.892 ∗∗∗

Portray 5.100∗∗∗ 5.401 ∗∗∗ 9.803 ∗∗∗ 9.760 ∗∗∗ 1.040∗ 6.584 ∗∗∗

Anthology 13.383∗∗∗ 16.424∗∗∗ 10.563∗∗∗ 9.917 ∗∗∗ 2.529∗∗ 7.075 ∗∗∗

Ours 11.671∗∗∗ 14.845∗∗∗ 12.870∗∗∗ 10.281∗∗∗ 3.332∗∗∗ 10.494∗∗∗

Mixtral-8x22B

QA 8.740∗∗∗ 7.934 ∗∗∗ 9.666 ∗∗∗ 15.694∗∗∗ 4.911∗∗∗ 26.954∗∗∗

Bio 6.903∗∗∗ 8.376 ∗∗∗ 12.052∗∗∗ 14.130∗∗∗ 2.029∗∗ 14.951∗∗∗

Portray 6.967∗∗∗ 8.443 ∗∗∗ 10.094∗∗∗ 14.672∗∗∗ 0.717∗ 11.578∗∗∗

Anthology 8.943∗∗∗ 8.014 ∗∗∗ 12.297∗∗∗ 16.836∗∗∗ 1.796∗∗ 10.358∗∗∗

Ours 15.922∗∗∗ 17.688∗∗∗ 23.186∗∗∗ 16.716∗∗∗ 2.418∗∗ 10.580∗∗∗

Llama3.1-70B

QA 2.888∗∗∗ 2.956 ∗∗∗ 17.555∗∗∗ 8.327 ∗∗∗ -14.464∗∗∗ -1.979∗∗∗

Bio 3.733∗∗∗ 4.884 ∗∗∗ 18.619∗∗∗ 18.073∗∗∗ -14.424∗∗∗ -2.166∗∗∗

Portray 3.468∗∗∗ 4.102 ∗∗∗ 23.103∗∗∗ 11.683∗∗∗ -12.798∗∗∗ -3.875∗∗∗

Anthology 4.843∗∗∗ 10.705∗∗∗ 26.675∗∗∗ 24.270∗∗∗ 1.043∗∗∗ 1.853 ∗

Ours 9.559∗∗∗ 13.232∗∗∗ 30.779∗∗∗ 17.428∗∗∗ 2.392∗∗ 2.585 ∗

Qwen2.5-72B

QA 1.534∗∗∗ 1.465 ∗∗∗ 29.682∗∗∗ 27.500∗∗∗ 32.981∗∗∗ 38.217∗∗∗

Bio 7.782∗∗∗ 8.183 ∗∗∗ 31.890∗∗∗ 30.234∗∗∗ 6.071∗∗∗ 31.869∗∗∗

Portray 10.229∗∗∗ 9.695 ∗∗∗ 28.547∗∗∗ 10.823∗∗∗ 5.584∗∗∗ 23.365∗∗∗

Anthology 12.513∗∗∗ 12.719∗∗∗ 28.798∗∗∗ 19.134∗∗∗ 5.316∗∗∗ 18.314∗∗∗

Ours 11.404∗∗∗ 14.698∗∗∗ 33.657∗∗∗ 30.979∗∗∗ 7.056∗∗∗ 28.545∗∗∗

Qwen2-72B

QA 2.368∗∗∗ 3.787 ∗∗∗ 17.409∗∗∗ 8.376 ∗∗∗ 21.622∗∗∗ 34.067∗∗∗

Bio 5.471∗∗∗ 6.324 ∗∗∗ 16.453∗∗∗ 7.539 ∗∗∗ 2.225∗∗ 5.504 ∗∗∗

Portray 8.590∗∗∗ 7.105 ∗∗∗ 14.731∗∗∗ 11.847∗∗∗ 4.539∗∗∗ 8.017 ∗∗∗

Anthology 13.744∗∗∗ 16.728∗∗∗ 19.067∗∗∗ 20.044∗∗∗ 5.664∗∗∗ 6.147 ∗∗∗

Ours 11.709∗∗∗ 18.250∗∗∗ 24.615∗∗∗ 12.804∗∗∗ 6.132∗∗∗ 22.946∗∗∗

GPT-4o Generative Agent 35.487∗∗∗ 39.300∗∗∗ 98.469∗∗∗ 63.722∗∗∗ -3.543∗∗∗ 9.248∗∗∗

differences. Similarly, in the ATP W110 and Meta-Prejudice studies, Ours significantly out-761

performs other prompting baselines in both magnitude and reliability of the perception gaps.762

Generative Agent yields extremely high t-statistics in some cases—especially in the763

Subversion Dilemma (e.g., t= 98.5 for Democrats)—but also produces unstable results for764

meta-perception (e.g., a negative t =−3.54 for Democrats), indicating overconfidence and765

inconsistency across tasks.766

E.2 Response Distributions767

In this section, we present the qualitative comparison among response distributions from768

human respondents, our method (virtual personas via backstories), and the Generative769

Agent framework. Figures 4 to 9 show the response distributions for six ingroup items770

in Subversion Dilemma study. We observed a consistent response towards low ingroup771

perception of subversion. Figures 10 to 15 show the response distributions for six outgroup772

items from the same study. Generative Agent method has almost no probability of choosing773

the extreme answers (foremost and the last answer options), and our method better matches774

the human response distribution.775
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Figure 4: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would YOU support ignoring controversial court
rulings by DEMOCRAT (REPUBLICAN) judges?’ asked to Republicans (Democrats).
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Figure 5: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would YOU support freezing the social media
accounts of DEMOCRAT (REPUBLICAN) journalists?’ asked to Republicans (Democrats).
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Figure 6: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would YOU support reducing the number of voting
stations in towns that support DEMOCRATS (REPUBLICANS)?’ asked to Republicans (Democrats).
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Figure 7: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would YOU support laws that would make it easier
for REPUBLICANS (DEMOCRATS) and harder for DEMOCRATS (REPUBLICANS) to get elected?’
asked to Republicans (Democrats).
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Figure 8: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would YOU support using violence to block major
DEMOCRAT (REPUBLICAN) laws?’ asked to Republicans (Democrats).
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Figure 9: Response distribution of humans (black), virtual personas via backstories (blue), and Gen-
erative Agent method (red) for the question ‘Would YOU support significantly reinterpreting the Con-
stitution in order to block DEMOCRAT (REPUBLICAN) policies?’ asked to Republicans (Democrats).
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Figure 10: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would MOST DEMOCRATS (REPUBLICANS)
support ignoring controversial court rulings by REPUBLICAN (DEMOCRAT) JUDGES?’ asked to
Republicans (Democrats).

Never Probably not Probably Definitely
Response Categories

0

20

40

60

80

100

Pe
rc

en
ta

ge
 (%

)

9.6%

24.6%

44.2%

21.6%

5.0%

21.3%

44.0%

29.7%

0.0%

39.2%

60.8%

0.0%

Would MOST OTHERS support freezing the
social media accounts of YOUR PARTY

journalists?

Our Method
Human
Generative Agent

Figure 11: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would MOST DEMOCRATS (REPUBLICANS)
support freezing the social media accounts of REPUBLICAN (DEMOCRAT) JOURNALISTS?’ asked
to Republicans (Democrats).
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Figure 12: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would MOST DEMOCRATS (REPUBLICANS)
support reducing the number of voting stations in towns that support REPUBLICANS (DEMOCRATS)?’
asked to Republicans (Democrats).
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Figure 13: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would MOST DEMOCRATS (REPUBLICANS) support
laws that would make it easier for DEMOCRATS (REPUBLICANS) and harder for REPUBLICANS
(DEMOCRATS) to get elected?’ asked to Republicans (Democrats).
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Figure 14: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would MOST DEMOCRATS (REPUBLICANS) support
using violence to block major REPUBLICAN (DEMOCRAT) laws?’ asked to Republicans (Democrats).
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Figure 15: Response distribution of humans (black), virtual personas via backstories (blue), and
Generative Agent method (red) for the question ‘Would MOST DEMOCRATS (REPUBLICANS)
support significantly reinterpreting the Constitution in order to block REPUBLICAN (DEMOCRAT)
policies?’ asked to Republicans (Democrats).
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F Details on the Surveys776

In this section, we present details of human studies: Pew Research American Trends777

Panel Wave 110, Subversion Dilemma study (Braley et al., 2023), and meta-prejudice778

study (Moore-Berg et al., 2020) including list of questions in the format used in our study,779

and recruiting details.780

F.1 American Trends Panel Wave 110781

Pew Research Center conducted ATP Wave 110 from June 27, 2022 to July 4, 2022 with a782

focus on politics timely and topical. The number of total respondents are 6,174, with 1,551783

self-identified as Republicans, 1,886 self-identified as Democrats, 1,885 self-identified as784

Independent, 777 self-identified as something else in terms of political party affiliation.785

The users are recruited through random sampling of residential addresses, a nationally786

representative online panel. The probability-based sampling ensures that nearly all U.S.787

adults have a chance of being selected. The final sample is weighted to be representative of788

the U.S. adult population based on gender, race, ethnicity, education, and political affiliation.789

We utilized ten questions as below, which are two symmetric sets of five questions each asked790

to all respondents. Since these questions are asked to all respondents, individual opinions791

of political partisans can be observed regardless of one’s political affiliation.792

Question: Compared to other Americans, would you say Democrats are...
(A) A lot more moral
(B) Somewhat more moral
(C) About the same
(D) Somewhat more immoral
(E) A lot more immoral
Answer:

793

Question: Compared to other Americans, would you say Democrats are...
(A) A lot more hard-working
(B) Somewhat more hard-working
(C) About the same
(D) Somewhat more lazy
(E) A lot more lazy
Answer:

794

Question: Compared to other Americans, would you say Democrats are...
(A) A lot more open-minded
(B) Somewhat more open-minded
(C) About the same
(D) Somewhat more close-minded
(E) A lot more close-minded
Answer:

795

Question: Compared to other Americans, would you say Democrats are...
(A) A lot more intelligent
(B) Somewhat more intelligent
(C) About the same
(D) Somewhat more unintelligent
(E) A lot more unintelligent
Answer:

796
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Question: Compared to other Americans, would you say Democrats are...
(A) A lot more honest
(B) Somewhat more honest
(C) About the same
(D) Somewhat more dishonest
(E) A lot more dishonest
Answer:

797

Question: Compared to other Americans, would you say Republicans are...
(A) A lot more moral
(B) Somewhat more moral
(C) About the same
(D) Somewhat more immoral
(E) A lot more immoral
Answer:

798

Question: Compared to other Americans, would you say Republicans are...
(A) A lot more hard-working
(B) Somewhat more hard-working
(C) About the same
(D) Somewhat more lazy
(E) A lot more lazy
Answer:

799

Question: Compared to other Americans, would you say Republicans are...
(A) A lot more open-minded
(B) Somewhat more open-minded
(C) About the same
(D) Somewhat more close-minded
(E) A lot more close-minded
Answer:

800

Question: Compared to other Americans, would you say Republicans are...
(A) A lot more intelligent
(B) Somewhat more intelligent
(C) About the same
(D) Somewhat more unintelligent
(E) A lot more unintelligent
Answer:

801

Question: Compared to other Americans, would you say Republicans are...
(A) A lot more honest
(B) Somewhat more honest
(C) About the same
(D) Somewhat more dishonest
(E) A lot more dishonest
Answer:

802

F.2 Subversion Dilemma Study803

Subversion Dilemma study (Braley et al., 2023) Study 1 is conducted from July 15, 2021804

to August 6, 2021. The number of total respondents are 1,536, with 723 self-identified as805
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Republicans and 813 self-identified as Democrats. Participants were recruited via Lucid,806

an online platform for gathering nationally representative samples. We utilized 24 questions807

as below, which are two symmetric sets of 12 questions (6 self-subversion items and 6808

meta-subversion items) each set being asked to one political party. Six subversion items809

are related to understanding of democratic norms, including ignoring controversial court810

rulings and freezing the social media accounts. Here we present 12 question items asked to811

Republicans; another 12 items asked to Democrats are obtained by replacing ‘DEMOCRATS’812

to ‘REPUBLICANS’ and ‘REPUBLICANS’ to ‘DEMOCRATS’.813

Question: Would MOST DEMOCRATS support ignoring controversial court rulings by
REPUBLICAN JUDGES?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

814

Question: Would MOST DEMOCRATS support freezing the social media accounts of
REPUBLICAN JOURNALISTS?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

815

Question: Would MOST DEMOCRATS support reducing the number of voting stations
in towns that support REPUBLICANS?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

816

Question: Would MOST DEMOCRATS support laws that would make it easier for
DEMOCRATS (and harder for REPUBLICANS) to get elected?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

817

Question: Would MOST DEMOCRATS support using violence to block major
REPUBLICAN laws?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

818
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Question: Would MOST DEMOCRATS support significantly reinterpreting the
Constitution in order to block REPUBLICAN policies?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

819

Question: Would YOU support ignoring controversial court rulings by DEMOCRAT
JUDGES?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

820

Question: Would YOU support freezing the social media accounts of DEMOCRAT
JOURNALISTS?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

821

Question: Would YOU support reducing the number of voting stations in towns that
support DEMOCRATS?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

822

Question: Would YOU support laws that would make it easier for REPUBLICANS (and
harder for DEMOCRATS) to get elected?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

823

Question: Would YOU support using violence to block major DEMOCRAT laws?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

824
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Question: Would YOU support significantly reinterpreting the Constitution in order to
block DEMOCRAT policies?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely
Answer:

825

F.3 Meta-Prejudice Study826

Meta-prejudice study (Moore-Berg et al., 2020) Study 1 was conducted in early November827

2018. The total number of respondents was 1,053, comprising 533 self-identified Democrats828

and 520 self-identified Republicans. Participants were recruited through the AmeriSpeak829

panel (NORC at the University of Chicago, 2020), which is operated by NORC at the Uni-830

versity of Chicago. AmeriSpeak is a probability-based panel designed to be representative of831

the U.S. household population. Randomly selected U.S. households are sampled using area832

probability and address-based sampling, with a known, non-zero probability of selection833

from the NORC National Sample Frame. The panel provides coverage of approximately834

97% of the U.S. household population. Those excluded include people with P.O. Box-only835

addresses, some addresses not listed in USPS files, and newly constructed dwellings.836

Participants were asked to rate their own feelings of prejudice towards the opposing party,837

as well as their meta-perceptions of how much prejudice the opposing party held toward838

their own party. We utilized 6 questions as below: the first two questions are asked to all839

respondents, the next two questions are asked to Democrats, and the last two questions are840

asked to Republicans.841

Question: How warm or cold do you feel towards DEMOCRATS?
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm
Answer:

842

Question: How warm or cold do you feel towards REPUBLICANS?
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm
Answer:

843

Question: How warm or cold do you think REPUBLICANS feel towards DEMOCRATS?
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm
Answer:

844
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Question: How warm or cold do you think REPUBLICANS feel towards REPUBLICANS
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm
Answer:

845

Question: How warm or cold do you think DEMOCRATS feel towards DEMOCRATS?
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm
Answer:

846

Question: How warm or cold do you think DEMOCRATS feel towards REPUBLICANS?
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm
Answer:

847
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G Details on the Demographic Survey Questionnaire848

After generating backstories by sampling open-ended responses, we emulate the process849

of recording individuals’ sociodemographic and ideological traits by performing surveys to850

virtual personas (Moon et al., 2024a). This is a critical step towards curating a pool of virtual851

personas whose distribution of demographic and ideological characteristics resemble that852

of human users which we aim to simulate. The demographic survey result is used during853

the user pool curation process described in Appendix H.854

Unlike human users who each have a deterministic set of sociodemographic and ideological855

identities, virtual personas do not necessarily have a specific combination of traits. A856

single backstory may depict a set of possible individuals with diverse sociodemographic857

backgrounds unless explicitly verbalized to be so (e.g. ‘I am a 30-year-old woman.’).858

Therefore, virtual personas’ demographic traits are described with a probability distribution.859

The distribution construction is a two-stage process, following Moon et al. (2024a). In the860

first stage, we seek an explicit verbalization of traits in the backstory. To this end, we prompt861

gpt-4o (temperature T = 0) with a backstory and a set of trait-seeking questions. If there862

exists an explicit evidence of a trait (e.g. ‘I am a proud Democrat.’) in the backstory, the863

probability distribution becomes a one-hot distribution; otherwise, we move on to the second864

stage to obtain a probability distribution over traits. Here is a list of prompts seeking explicit865

evidence for six demographic and ideological traits.866

Question: What does the person’s essay above mention about the age of the person?
(A) 18-24
(B) 25-34
(C) 35-44
(D) 45-54
(E) 55-64
(F) 65+
(G) Was not mentioned
First, provide evidence that is mentioned in the text. If the age was not mentioned, select
‘Was not mentioned’. Next, answer with (A), (B), (C), (D), (E), (G).
Answer:

867

Question: What does the person’s essay above mention about the gender of the person?
(A) Male
(B) Female
(C) Other (e.g., non-binary, trans)
(D) Was not mentioned
First, provide evidence that is mentioned in the text. If the gender was not mentioned,
select ‘Was not mentioned’. Next, answer with (A), (B), (C), (D).
Answer:

868
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Question: What does the person’s essay above mention about the highest level of
education the person has completed?
(A) Less than high school
(B) High school graduate or equivalent (e.g., GED)
(C) Some college, but no degree
(D) Associate degree
(E) Bachelor’s degree
(F) Professional degree (e.g., JD, MD)
(G) Master’s degree
(H) Doctoral degree
(I) Was not mentioned
First, provide evidence that is mentioned in the text. If the highest level of education
was not mentioned, select ‘Was not mentioned’. Next, answer with (A), (B), (C), (D),
(E), (F), (G), (H), (I).
Answer:

869

Question: What does the person’s essay above mention about the annual household
income the person makes?
(A) Less than $10,000
(B) $10,000 to $19,999
(C) $20,000 to $29,999
(D) $30,000 to $39,999
(E) $40,000 to $49,999
(F) $50,000 to $59,999
(G) $60,000 to $69,999
(H) $70,000 to $79,999
(I) $80,000 to $89,999
(J) $90,000 to $99,999
(K) $100,000 to $149,999
(L) $150,000 to $199,999
(M) $200,000 or more
(N) Was not mentioned
First, provide evidence that is mentioned in the text. If the annual household income
was not mentioned, select ‘Was not mentioned’. Next, answer with (A), (B), (C), (D),
(E), (F), (G), (H), (I), (J), (K), (L), (M), (N).
Answer:

870

Question: What does the person’s essay above mention about racial or ethnic groups
the person identifies with?
(A) American Indian or Alaska Native
(B) Asian or Asian American
(C) Black or African American
(D) Hispanic or Latino/a
(E) Middle Eastern or North African
(F) Native Hawaiian or Other Pacific Islander
(G) White or European
(H) Other
(I) Was not mentioned
First, provide evidence that is mentioned in the text. If the racial or ethnic groups was
not mentioned, select ‘Was not mentioned’. Next, answer with (A), (B), (C), (D), (E), (F),
(G), (H), (I).
Answer:

871
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Question: What does the person’s essay above mention about political party the person
identifies with?
(A) Democrat
(B) Republican
(C) Independent
(D) Other
(E) Was not mentioned
First, provide evidence that is mentioned in the text. If the affiliation of the political party
was not mentioned, select ‘Was not mentioned’. Next, answer with (A), (B), (C), (D), (E).
Answer:

872

In the second stage, we sample 40 responses with decoding hyperparameters top p = 1.0873

and T = 1.0 by conditioning the language model with a backstory followed by a question.874

We note that we allow for generation of open-ended responses as some responses ( e.g. ‘Well,875

my answer is (C).’, ‘I am 31 years old, now turning 32.’) cannot be accounted by capturing876

only the first-token to multiple-choice questions(Santurkar et al., 2023; Moon et al., 2024a).877

Open-ended responses are parsed using a regular expression to build a distribution over878

possible trait categories.879

Applying this two-stage approach to all backstories per each of six sociodemographic and880

ideological traits (age, gender, educational level, annual household income, race or ethnicity,881

and political party affiliation), we obtain a marginal probability distribution over each trait882

per each backstories.883

Question: What is your age?
(A) 18-24
(B) 25-34
(C) 35-44
(D) 45-54
(E) 55-64
(F) 65+
(G) Prefer not to answer
Answer:

884

Question: What is your gender?
(A) Male
(B) Female
(C) Other (e.g., non-binary, trans)
(D) Prefer not to answer
Answer:

885

Question: What is the highest level of education you have completed?
(A) Less than high school
(B) High school graduate or equivalent (e.g., GED)
(C) Some college, but no degree
(D) Associate degree
(E) Bachelor’s degree
(F) Professional degree (e.g., JD, MD)
(G) Master’s degree
(H) Doctoral degree
(I) Prefer not to answer
Answer:

886
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Question: What is your annual household income?
(A) Less than $10,000
(B) $10,000 to $19,999
(C) $20,000 to $29,999
(D) $30,000 to $39,999
(E) $40,000 to $49,999
(F) $50,000 to $59,999
(G) $60,000 to $69,999
(H) $70,000 to $79,999
(I) $80,000 to $89,999
(J) $90,000 to $99,999
(K) $100,000 to $149,999
(L) $150,000 to $199,999
(M) $200,000 or more
(N) Prefer not to answer
Answer:

887

Question: Which of the following racial or ethnic groups do you identify with?
(A) American Indian or Alaska Native
(B) Asian or Asian American
(C) Black or African American
(D) Hispanic or Latino/a
(E) Middle Eastern or North African
(F) Native Hawaiian or Other Pacific Islander
(G) White or European
(H) Other
(I) Prefer not to answer
Answer:

888

Question: Generally speaking, do you usually think of yourself as ...?
(A) Democrat
(B) Republican
(C) Independent
(D) Other
(E) No preference
Answer:

889
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H Details on the Demographic Matching890

To choose the right set of backstories for each survey we aim to approximate, we match891

each real human user to a virtual persona whose demographic traits best align with the892

user’s traits (Moon et al., 2024a). Specifically, we form a complete weighted bipartite graph893

G = (H,V,E), where H = {h1,...,hn} represents n human users and V = {v1,...,vm} represents894

m virtual personas. m is strictly larger than n so that we sample n backstories from a pool895

of m backstories. Each human user hi has a deterministic k-tuple of sociodemographic896

and ideological traits (ti1,...,tik), while each virtual persona vj has a probability distribution897 (
P(dj1), P(dj2), ..., P(djk)

)
over each of these k traits. The edge eij ∈E denotes the edge between898

hi and vj. We define the weight of the edge eij as:899

w(eij)=w(hi, vj)=
k

∏
l=1

P
(
djl = til

)
(1)

the product of the probabilities that vj matches hi’s traits.900

We utilize the maximum weight matching (Moon et al., 2024a) which seeks a one-to-one901

matching π : [n] → [m] that maximizes the total edge weight ∑n
i=1 w(hi,vπ(i)). We solve this902

using the Hungarian algorithm (Kuhn, 1955). After matching, we transfer the demographic903

distributions of the real-user population to the selected backstories, ensuring that our final904

set of virtual personas reflects the target population’s trait characteristics.905
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I Details on the Generative Agent Framework906

Here we present the exact prompt for our baseline experiments reproducing the Generative907

Agents framework (Park et al., 2024a). The prompt is adopted directly from the original908

work with a minimal modification. Initially, an interview-based backstory is provided909

to the “expert reflection” module that operates with GPT-4o to infer the most high-level910

information encoded in the transcript:911

Imagine you are an expert political scientist (with a PhD) taking notes while observing
this interview. Write observations/reflections about the interviewee’s political views,
affiliation with political parties, and stances about key societal issues. (You should make
more than 5 observations and fewer than 20. Choose the number that makes sense given
the depth of the interview content above.)

912

We generated up to 20 observations per each transcript following the original approach (Park913

et al., 2024a). These observations, along with the interview-based backstory, are provided914

to Generative Agents to generate a prediction as follows:915
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Participant’s interview transcript:
(INTERVIEW TRANSCRIPT)

Expert political scientist’s observations/reflections:
(EXPERT REFLECTIONS)

=====

Task: What you see above is an interview transcript. Based on the interview transcript, I
want you to predict the participant’s survey responses. All questions are multiple choice
where you must guess from one of the options presented.

As you answer, I want you to take the following steps:
Step 1) Describe in a few sentences the kind of person that would choose each of the
response options. (”Option Interpretation”)
Step 2) For each response options, reason about why the Participant might answer with
the particular option. (”Option Choice”)
Step 3) Write a few sentences reasoning on which of the option best predicts the
participant’s response (”Reasoning”)
Step 4) Predict how the participant will actually respond in the survey. Predict based on
the interview and your thoughts, but ultimately, DON’T over think it. Use your system
1 (fast, intuitive) thinking. (”Response”)

Here are the questions:

(SURVEY QUESTIONS WE ARE TRYING TO RESPOND TO)

—–

Output format – output your response in json, where you provide the following:

{”1”: {”Q”: ”<repeat the question you are answering>”,
”Option Interpretation”: {

”<option 1>”: ”a few sentences the kind of person that would choose each
of the response options”,

”<option 2>”: ”...”},
”Option Choice”: {

”<option 1>”: ”reasoning about why the participant might choose each
of the options”,

”<option 2>”: ”...”},
”Reasoning”: ”<reasoning on which of the option best predicts the participant’s

response>”,
”Response”: ”<your prediction on how the participant will answer the

question>”},
”2”: {...},
...}

916

A subsequent JSON format output is parsed to predict the virtual persona’s response with917

Generative Agents.918
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J Experiment Details for Reproducibility919

We conducted experiments using 8 Nvidia RTX A6000 GPUs or 8 Nvidia RTX920

A5000 GPUs. Interview-based backstories are generated from three pretrained base921

models, Llama-2-70B (Touvron et al., 2023), Llama-3.1-70B (Meta, 2024), and922

Mistral-Small-24B-Base-2501 (MistralAI, 2025). All backstories are generated with923

a decoding hyperparameter T = 1.0. Gemini-2.0 (Hassabis et al., 2024) is used for a924

LLM-as-a-critic model. A binary classification from the critic model with T = 0 is used for925

rejection sampling. We use offline batched inference of vLLM (version 0.7.2) (Kwon et al.,926

2023) for inference and measuring response probability distribution of all methods. All input927

prompts, experiment scripts, and generated backstories will be released.928
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