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Abstract

Fact-checking tabular data is essential for en-001
suring the accuracy of structured information.002
However, existing methods often rely on black-003
box models with opaque reasoning. We intro-004
duce RePanda, a structured fact verification005
approach that translates claims into executable006
pandas queries, enabling interpretable and ver-007
ifiable reasoning.008

To train RePanda, we construct PanTabFact, a009
structured dataset derived from TabFact train010
set, where claims are paired with executable011
queries generated using DeepSeek-Chat and012
refined through automated error correction.013
Fine-tuning DeepSeek-coder-7B-instruct-v1.5014
on PanTabFact, RePanda achieves 84.09% ac-015
curacy on TabFact test set. To evaluate Out-016
of-Distribution (OOD) generalization, we in-017
terpret question-answer pairs from WikiTable-018
Questions as factual claims and refer to this019
dataset as WikiFact. Without additional fine-020
tuning, RePanda achieves 84.72% accuracy on021
WikiFact, significantly outperforming all other022
baselines and demonstrating strong OOD ro-023
bustness.024

Beyond fact verification, RePanda extends025
to tabular question answering by generating026
executable queries that retrieve precise an-027
swers. To support this, we introduce Pan-028
Wiki, a dataset mapping WikiTableQuestions029
to pandas queries. Fine-tuning on PanWiki,030
RePanda achieves 75.1% accuracy in direct031
answer retrieval. These results highlight the032
effectiveness of structured execution-based rea-033
soning for tabular verification and question an-034
swering.035

1 Introduction036

Fact verification is a critical task in artificial intelli-037

gence, with applications in journalism, financial au-038

diting, and scientific research. As misinformation039

continues to proliferate, automated fact-checking040

has become an essential tool for verifying claims041

against structured sources such as tabular data. Un- 042

like textual fact verification, which matches claims 043

against unstructured text, tabular fact verification 044

requires reasoning over structured numerical and 045

categorical data, making it a fundamentally differ- 046

ent and more challenging task(Herzig et al., 2020; 047

Gu et al., 2022). 048

Despite recent progress in large language models 049

(LLMs), their ability to reason over structured tabu- 050

lar data remains limited. LLMs are pre-trained pre- 051

dominantly on unstructured text, where semantic 052

relationships are inferred through sequential token 053

dependencies. However, tabular data encodes infor- 054

mation in a structured format where relationships 055

are often implicit, requiring operations such as ag- 056

gregation, filtering, and comparison across multiple 057

rows and columns (Liu et al., 2021; Eisenschlos 058

et al., 2020). 059

A major challenge lies in LLMs’ limited un- 060

derstanding of structured data, such as tables, 061

when processing tabular information. Models like 062

TAPAS (Herzig et al., 2020) and TAPEX (Liu et al., 063

2021) attempt to address this by incorporating table- 064

aware pretraining to improve table understanding. 065

However, these approaches flatten tables into se- 066

quences, losing structural integrity and making it 067

difficult to capture relationships between rows and 068

columns (Gu et al., 2022). As a result, they struggle 069

with complex table operations, such as aggregation 070

and multi-row comparisons, which are essential 071

for fact verification. Moreover, approaches like 072

PASTA (Gu et al., 2022) use sentence-table cloze 073

pretraining to improve table understanding but rely 074

on predefined operations, which may not generalize 075

to complex, unseen queries. 076

Another fundamental limitation of existing ap- 077

proaches is the lack of interpretability. Many LLM- 078

based fact-checking models function as black-box 079

classifiers, predicting whether a claim is true or 080

false without explicitly showing the reasoning steps. 081

This lack of transparency makes it difficult to ver- 082
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ify results, particularly in high-stakes applications083

such as legal and financial audits (Eisenschlos et al.,084

2020). Ideally, a fact-checking system should pro-085

vide a structured reasoning process that can be in-086

dependently validated.087

To address these challenges, we propose a novel088

approach that reformulates tabular fact verification089

and question-answering as a structured represen-090

tation learning task. Rather than assuming LLMs091

inherently understand tabular structures, we task092

them to construct explicit reasoning steps as ex-093

ecutable pandas queries. Since pandas queries094

are designed for tabular operations (e.g., filtering,095

counting, or aggregating), they provide transpar-096

ent and interpretable reasoning steps on how the097

answer is obtained.098

To train our model, we construct PanTabFact,099

an augmented fact-checking dataset based on Tab-100

Fact. Using the DeepSeek-Chat model (Guo et al.,101

2025), we translate TabFact statements into corre-102

sponding pandas queries, explicitly encoding the103

logical reasoning required for verification. We fur-104

ther refine PanTabFact through automated error105

correction to ensure syntactical validity and execu-106

tion robustness. We then fine-tune the DeepSeek-107

coder-7B-instruct-v1.5 (Guo et al., 2025) model108

on PanTabFact, effectively distilling structured109

reasoning from DeepSeek-Chat, which has 671B110

parameters. Despite the reduced scale, our 7B-111

parameter model achieves on-par performance with112

DeepSeek-Chat in fact verification and strong gen-113

eralization to unseen tabular structures.114

To evaluate the generalization ability of our115

method, we conduct OOD experiments on Wiki-116

Fact, a dataset we derived from WikiTableQues-117

tions (Pasupat and Liang, 2015). Since this dataset118

is originally designed for question answering, we119

convert question-answer pairs in the test set into120

fact-checking claims to match our verification121

setup. Without any additional fine-tuning on Wik-122

iTableQuestions, our model, trained on PanTab-123

Fact, achieves 84.72% accuracy on WikiFact, ex-124

hibiting strong robustness to unseen tabular formats125

and domain shifts, significantly outperforming all126

other baselines.127

Beyond fact verification, we extend our struc-128

tured approach to tabular question answering,129

where the goal is to extract precise answers rather130

than classify claims as true or false. To achieve this,131

we construct PanWiki, a dataset derived from Wik-132

iTableQuestions, by converting each question into133

a corresponding pandas query using DeepSeek-134

Chat. This dataset consists of 1,200 training ex- 135

amples, ensuring each query correctly retrieves the 136

expected answer from the table. We fine-tune the 137

DeepSeek-coder-7B-instruct-v1.5 model on Pan- 138

Wiki and evaluate it on the WikiTableQuestions 139

test set, achieving 75.1% accuracy, comparable to 140

state-of-the-art methods despite the small size of 141

the training data. This demonstrates the broader 142

potential of structured representation learning for 143

tabular reasoning, extending its utility beyond fact 144

verification. 145

1.1 Contributions and Paper Organization 146

Our contributions are as follows: 147

• Execution-Based Fact Verification: We in- 148

troduce RePanda (Reason with Pandas), a 149

method that translates natural language claims 150

into executable pandas queries, ensuring in- 151

terpretable fact verification. Unlike black- 152

box classifiers, RePanda explicitly encodes 153

the reasoning process, allowing users to in- 154

spect, validate, and debug fact-checking deci- 155

sions through executable queries (Section 3). 156

• PanTabFact: A Structured Fact-Checking 157

Dataset: We construct PanTabFact, an aug- 158

mented version of TabFact where each claim 159

is paired with a pandas query generated using 160

DeepSeek-Chat (Section 3). 161

• Strong OOD Generalization: We derive Wiki- 162

Fact by converting question-answer pairs from 163

the WikiTableQuestions test set into factual 164

claims for fact verification. Without any addi- 165

tional fine-tuning, RePanda achieves 84.72% 166

accuracy on WikiFact, surpassing state-of- 167

the-art methods in out-of-distribution settings 168

(Section 4). 169

• Extending RePanda to Question Answering 170

with PanWiki: We introduce PanWiki, a 171

dataset where questions from WikiTableQues- 172

tions are converted into pandas queries for 173

structured question answering. Fine-tuning 174

on PanWiki, RePanda achieves 75.1% accu- 175

racy, demonstrating its applicability beyond 176

fact verification (Section 4). 177

The rest of this paper is organized as follows: 178

Section 2 reviews prior work. Section 3 details 179

dataset construction, model architecture, and train- 180

ing. Section 4 presents experimental results, and 181

Section 5 concludes the paper. 182
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2 Related Work183

2.1 Fact Verification with Tabular Data184

Fact verification over tabular data has been exten-185

sively studied, with datasets like TabFact (Chen186

et al., 2019) serving as key benchmarks for evaluat-187

ing models’ ability to verify claims about struc-188

tured data. Early methods relied on sequence-189

based models such as Table-BERT (Chen et al.,190

2019), which linearized tables before applying a191

pre-trained transformer for classification. However,192

these methods struggled with complex numerical193

reasoning and lacked interpretability.194

More advanced approaches, such as195

TAPAS (Herzig et al., 2020) and TAPEX (Liu196

et al., 2021), incorporated table-aware pretraining197

to improve structured data comprehension. TAPAS198

extended BERT with table-specific positional199

embeddings, while TAPEX introduced pretraining200

over table-based tasks, treating table-based201

reasoning as a weakly supervised semantic parsing202

task (Yin et al., 2020). However, both TAPAS and203

TAPEX function as black-box models, making204

their decision-making process difficult to interpret,205

as they do not explicitly provide reasoning steps for206

their fact-checking predictions. PASTA (Gu et al.,207

2022), focused on sentence-table cloze pretraining,208

aiming to teach models table operations such as209

filtering, aggregation, and comparison. While210

PASTA improves structured reasoning, it relies on211

a predefined set of operations, which may limit212

its applicability to more complex or novel table213

structures that require reasoning beyond these214

fixed operations.215

Our approach differs by explicitly translating216

claims into executable pandas queries, ensuring217

transparent and verifiable fact verification. Unlike218

previous models, our method explicitly encodes219

reasoning steps, making the verification process220

both interpretable and executable. Importantly,221

rather than relying on dataset-specific patterns, our222

approach focuses on translating claims into struc-223

tured pandas queries, enabling it to generalize224

more effectively to unseen tables and diverse tabu-225

lar formats.226

2.2 Structured Representation Learning for227

Tables228

Recent research has explored improving structured229

reasoning by integrating execution-based frame-230

works. Program-driven methods, such as ProgV-231

GAT (Yang et al., 2020), employ graph neural232

networks (GNNs) to capture logical relationships 233

within tables, while ReasTAP (Zhao et al., 2022) 234

applies symbolic reasoning to enhance table com- 235

prehension. Additionally, models such as Struct- 236

GPT (Jiang et al., 2023) and Struct-X (Tan et al., 237

2024) encode structured data using graph-based 238

attention mechanisms, but often require complex 239

architectures. 240

In contrast, our method leverages pandas 241

queries, which naturally define structured table op- 242

erations (e.g., filtering, aggregation, and row se- 243

lection) and enable direct execution for fact verifi- 244

cation. This aligns with trends in tool-augmented 245

reasoning, where models generate structured out- 246

puts (such as SQL, Python scripts, or execution 247

traces) to improve interpretability (Yao et al., 2023; 248

Wei et al., 2022). Furthermore, we evaluate our 249

approach in out-of-distribution (OOD) settings us- 250

ing WikiTableQuestions (Pasupat and Liang, 2015), 251

demonstrating strong generalization without addi- 252

tional fine-tuning. 253

2.3 Question Answering over Tabular Data 254

While fact verification focuses on binary classi- 255

fication (entailed vs. refuted), table-based ques- 256

tion answering (QA) presents additional chal- 257

lenges, requiring compositional reasoning over 258

structured data (Chen et al., 2020). Methods such 259

as TAPEX (Liu et al., 2021) model QA as an SQL 260

generation task, while TabLaP (Wang et al., 2024a) 261

treats LLMs as planning agents, generating Python- 262

based execution plans to improve numerical rea- 263

soning. 264

Chain-of-Table (Wang et al., 2024b) extends 265

Chain-of-Thought prompting to tabular settings, 266

guiding LLMs through step-by-step execution of 267

table transformations. Similarly, SynTQA (Zhang 268

et al., 2024) leverages text-to-SQL conversion for 269

structured QA, but still struggles with interpretable 270

reasoning steps. 271

Our method extends fact verification to QA by 272

generating executable pandas queries, demonstrat- 273

ing that structured representation learning enhances 274

both fact-checking and QA performance. Despite 275

training on only 1,200 QA pairs, our approach 276

achieves competitive results compared to state-of- 277

the-art QA models, highlighting the effectiveness 278

of structured execution in table-based reasoning. 279
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3 Method280

3.1 Problem Formulation281

Given a structured table T and a natural language282

statement s, the goal of tabular fact verification is283

to determine whether s is entailed or refuted based284

on T . Instead of directly classifying statements, we285

introduce a structured reasoning approach by trans-286

lating s into an executable pandas query qs. The287

execution result of qs on T provides a verifiable,288

interpretable decision process for fact verification.289

Formally, we define a function fθ, parameterized290

by a language model, that maps a statement to a291

pandas query:292

qs = fθ(s, T ) (1)293

The execution of qs on T produces a verification294

result to classify s as entailed or refuted.295

3.2 Dataset Construction296

We construct two datasets to train our model for297

fact verification and question answering: PanTab-298

Fact for fact-checking and PanWiki for tabular QA.299

3.2.1 PanTabFact: A Fact-Checking Dataset300

PanTabFact is a structured dataset derived from301

TabFact (Chen et al., 2019). Since TabFact con-302

sists of tables and annotated claims labeled as303

entailed or refuted but lacks explicit reasoning304

steps, we augment it with structured queries to en-305

able execution-based verification. Specifically, we306

use the DeepSeek-Chat model to generate pandas307

queries corresponding to each claim, ensuring ex-308

plicit reasoning for fact verification. Details on309

PanTabFact can be found in Appendix A.1.1.310

Query Generation: For each statement-table311

pair (s, T ) in TabFact, we prompt DeepSeek-Chat312

to generate an equivalent pandas query qs. The313

query should encode the logical operation required314

to verify s based on T . Figure 1 illustrates an315

example from PanTabFact.316

3.2.2 PanWiki: A Question-Answering317

Dataset318

PanWiki is a dataset derived from WikiTable-319

Questions (Pasupat and Liang, 2015) for training320

RePanda in tabular question answering. Each ques-321

tion in WikiTableQuestions is augmented with a322

pandas query that, when executed, produces the323

corresponding answer from the dataset. PanWiki324

has 1200 data entries. Details on PanWiki can be325

found in Appendix A.1.2.326

!

 1952 VFL Season
home team home team score away team away team score venue crowd
essendon 22.15 (147) st kilda 7.9 (51) windy hill 12000

carlton 12.16 (88) collingwood 9.13 (67) princes park 42662

south melbourne 10.14 (74) melbourne 8.18 (66) lake oval 24000

north melbourne 11.9 (75) geelong 15.13 (103) arden street oval 15000

richmond 13.11 (89) footscray 5.14 (44) punt road oval 11000

hawthorn 7.6 (48) fitzroy 12.12 (84) glenferrie oval 12000

Data source: TabFact Dataset
Statement: The home team that played at Lake Oval was North Melbourne
Label: False
Pandas query: df[df['venue'] == 'lake oval']['home
team'].eq('north melbourne').any()
Pandas eval: False

Figure 1: An example from PanTabFact.

Query Generation: For each question-table- 327

answer tuple (q, T , a) in WikiTableQuestions, we 328

prompt DeepSeek-Chat to generate a pandas query 329

qq that extracts a when executed on T . 330

3.2.3 Error Correction 331

Since model-generated queries may contain syn- 332

tactical or logical errors, the training dataset cre- 333

ation process includes an automated error correc- 334

tion pipeline with three post-processing stages. 335

• Logic Correction: Verifies if the execution of 336

the pandas query produces the expected an- 337

swer. If flawed, we pass the original query and 338

expected outcome back to original model for 339

logical refinement. This stage is only applied 340

in training dataset creation not in the inference 341

phase. 342

• Syntax Correction: Iteratively refines queries 343

that fail to execute on T due to runtime errors. 344

• Filtering: Queries that fail execution or do not 345

match the ground-truth entailment label are 346

removed, ensuring training dataset quality. 347

The Error Correction and Filtering steps are 348

applied in both Fact-Checking and Question- 349

Answering settings. 350

3.3 Model Framework 351

We fine-tune DeepSeek-coder-7B-instruct- 352

v1.5 (Guo et al., 2025) to generate pandas 353

queries for both fact verification and question 354

answering. The model is trained autoregressively 355

to generate structured queries that, when executed 356

on a given table, provide verifiable reasoning for 357

fact-checking or directly retrieve answers. 358

For fact-checking, we fine-tune the model on 359

PanTabFact, where each claim in TabFact is paired 360

with a corresponding pandas query. The model 361
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learns to generate queries that determine whether a362

claim is entailed or refuted based on the table.363

For question answering, we fine-tune the model364

on PanWiki, a dataset derived from WikiTableQues-365

tions where each question is paired with a pandas366

query that retrieves the correct answer when exe-367

cuted. Unlike fact verification, where queries out-368

put Boolean values, here the queries extract the369

precise answer.370

Training optimizes the negative log-likelihood371

of the correct query:372

L = −
T∑
t=1

logP (qt|q<t, s, T ; θ) (2)373

where qt is the t-th token in the generated query374

and T is the query length.375

3.4 Out-of-Distribution (OOD) Generalization376

To assess the OOD generalization of RePanda,377

we derive WikiFact, a fact verification dataset,378

from WikiTableQuestions (Pasupat and Liang,379

2015). Since WikiTableQuestions is originally de-380

signed for question answering, we transform each381

question-answer pair (q, T , a) into a factual state-382

ment sq that asserts a as the correct answer based383

on T . This enables us to evaluate RePanda in an un-384

seen fact verification setting without any additional385

fine-tuning.386

4 Experiments387

In this section, we outline our experimental setup,388

present the key results for fact verification and389

question answering, and compare RePanda with390

state-of-the-art baselines. We evaluate its perfor-391

mance on both in-distribution (TabFact) and out-392

of-distribution (WikiFact) settings, providing a de-393

tailed comparison with existing models in OOD394

scenarios. Additionally, we assess the effectiveness395

of RePanda in tabular question answering.396

4.1 Experimental Setup397

We fine-tune DeepSeek-coder-7B-instruct-v1.5 on398

both PanTabFact (fact verification) and PanWiki399

(question answering). The model is trained in an400

autoregressive manner to generate pandas queries401

conditioned on input claims (for fact-checking) or402

questions (for QA) alongside tabular contexts.403

4.1.1 Training404

Training is conducted with the TRL library by Hug-405

gingFace (von Werra et al., 2020). we use the406

AdamW optimizer with a learning rate of 2e-4 and 407

cosine learning rate scheduling. We train for 4 408

epochs with a batch size of 4, applying weight de- 409

cay to prevent overfitting. Fact verification queries 410

are optimized to generate Boolean outputs, while 411

QA queries are trained to extract precise answers 412

from tables. 413

4.1.2 Inference & Evaluation 414

During inference, the model generates a pandas 415

query for each input, which is then executed to ob- 416

tain the final verification result (for fact-checking) 417

or extracted answer (for QA). The output is com- 418

pared against the ground-truth answer: 419

Fact Verification Accuracy:

y = I (fθ(s, T ) = GT ) (3) 420

where y is the correctness indicator, fθ is the 421

trained model, and GT is the expected Boolean 422

label. 423

Question Answering Accuracy:

y = I (fθ(q, T ) ≈ a) (4) 424

where q is the input question and a is the ground- 425

truth answer. 426

Furthermore, we apply Syntax Correction at in- 427

ference. If a query fails due to syntax errors, we 428

pass the error message back into DeepSeek-coder- 429

7B-instruct-v1.5, prompting 4 iterative refinements 430

until a valid, executable query is obtained. 431

This setup allows RePanda to perform structured 432

verification and answer extraction across both in- 433

distribution and out-of-distribution tabular data. 434

4.2 In-Distribution Evaluation on PanTabFact 435

We first evaluate RePanda on the TabFact test set 436

to assess its in-distribution performance. We com- 437

pare RePanda, which generates structured pandas 438

queries for fact verification, against several base- 439

lines to evaluate the effectiveness of execution- 440

based reasoning. The baselines include: 441

Finetuned-Direct: DeepSeek-coder-7B- 442

instruct-v1.5 fine-tuned to classify statements as 443

entailed or refuted directly, without generating 444

pandas queries. 445

ZeroShot-Pandas: A zero-shot DeepSeek- 446

coder-7B-instruct-v1.5 model that generates 447

pandas queries without fine-tuning. 448

ZeroShot-Direct: A zero-shot DeepSeek-coder- 449

7B-instruct-v1.5 model that directly classifies 450
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claims as entailed or refuted without structured451

reasoning.452

Table 1 presents the accuracy of each method on453

the TabFact test set.454

Table 1: Fact verification accuracy on the TabFact
test set. RePanda significantly outperforms baselines,
demonstrating the effectiveness of structured represen-
tation learning and knowledge transfer.

Method Accuracy (%)

RePanda (Fact-Checking) 84.09
Finetuned-Direct 67.85
ZeroShot-Pandas 51.82
ZeroShot-Direct 50.76

RePanda achieves 84.09% accuracy, signifi-455

cantly outperforming the direct classification base-456

line (Finetuned-Direct) by 16.24%. Furthermore,457

it surpasses the ZeroShot-Direct model, which458

achieves only 50.76% accuracy—close to random459

guessing—by a margin of 33.33%. These results460

highlight the effectiveness of pandas-based struc-461

tured learning, allowing RePanda to learn struc-462

tured reasoning through execution-based fact veri-463

fication while maintaining strong accuracy.464

The stark contrast with ZeroShot baselines high-465

lights the challenge of verifying tabular claims466

without fine-tuning, as the base model lacks prior467

exposure to structured data. RePanda improves468

both accuracy and interpretability by translating469

claims into executable pandas queries, explicitly470

encoding the reasoning process. Unlike black-box471

classifiers, RePanda provides a transparent verifica-472

tion pipeline where users can inspect the generated473

queries to validate the logic behind each decision.474

This structured approach enables an auditable fact-475

checking process, allowing errors or misclassifica-476

tions to be traced back to specific reasoning steps,477

enhancing trust in the verification process.478

4.3 Out-of-Distribution Generalization479

To evaluate the robustness of RePanda beyond in-480

distribution fact verification, we assess its general-481

ization on out-of-distribution (OOD) tabular data482

using WikiFact dataset. This enables us to test483

whether RePanda, trained only on PanTabFact, can484

transfer effectively to an unseen dataset without485

additional fine-tuning.486

Performance on WikiFact without further Fine-487

Tuning. We evaluate RePanda on WikiFact with-488

out fine-tuning. The model, trained solely on 489

PanTabFact, is tested directly on the transformed 490

fact verification statements from WikiTableQues- 491

tions. Table 2 presents the accuracy results. 492

Table 2: Fact verification accuracy on WikiFact dataset
without further fine-tuning.

Method Accuracy (%)

RePanda (Fact-Checking) 84.72
Finetuned-Direct 74.10
ZeroShot-Pandas 59.92
ZeroShot-Direct 53.20

RePanda achieves 84.72% accuracy on Wik- 493

iFact, demonstrating strong generalization de- 494

spite being trained solely on PanTabFact. It out- 495

performs Finetuned-Direct (74.10%) by 10.62% 496

while also offering interpretability over the black- 497

box Finetuned-Direct method. Zero-shot models 498

perform significantly worse, with ZeroShot-Direct 499

at 53.20%, reinforcing the importance of knowl- 500

edge transfer from DeepSeek-Chat by fine-tuning. 501

This improvement stems from RePanda’s ability to 502

learn a structured representation that generalizes 503

beyond specific tabular distributions, allowing it to 504

adapt effectively to unseen tables. Since all exam- 505

ples in WikiFact are factually correct, one might 506

argue that RePanda’s high accuracy on WikiFact 507

stems from the model consistently classifying ex- 508

amples as correct. However, in the next section, 509

we demonstrate that this is not the case. RePanda 510

achieves 87% accuracy on the balanced dataset we 511

synthesized. 512

Comparison with Existing Methods on OOD 513

Data. To further evaluate OOD generalization, 514

we compare RePanda with state-of-the-art tabular 515

fact verification models. 516

TAPEX (Liu et al., 2021): A table-pretrained 517

model using SQL-based execution. 518

TAPAS (Herzig et al., 2020): A transformer- 519

based model optimized for table-based classifica- 520

tion. 521

PASTA (Gu et al., 2022): A fact-checking model 522

trained on synthesized sentence-table cloze tasks. 523

For this experiment, we randomly sample 300 524

instances from WikiFact. Since this dataset is de- 525

rived from question-answer pairs, all statements 526

are originally true based on the provided tables. To 527

introduce refuted claims, we use DeepSeek-Chat to 528

slightly modify each correct statement, altering its 529
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content based on the table to generate a factually530

incorrect version. This results in a balanced dataset531

of 300 true and 300 false statements, allowing us to532

evaluate how effectively each model distinguishes533

between entailed and refuted claims in an OOD534

setting.535

Table 3 reports the accuracy for both the original536

(all true) and altered (all false) claims.537

Table 3: Comparison of fact verification accuracy on
300 original and 300 modified WikiFact statements.

Method All False All True Overal

RePanda 88.33 85.67 87.00
TAPEX 41.00 59.33 50.16
TAPAS 55.00 65.33 60.16
PASTA 47.67 51.67 49.67

RePanda significantly outperforms prior meth-538

ods, achieving 88.33% accuracy on the altered539

statements and 85.67% on the original ones. Com-540

pared to TAPEX, which achieves only 41.00% ac-541

curacy on the altered set, our model demonstrates a542

47.33 percentage point improvement, highlighting543

its superior performance in OOD setting. Similarly,544

TAPAS and PASTA struggle with distinguishing be-545

tween entailed and refuted statements, reinforcing546

the benefits of structured query-based reasoning.547

These results suggest that structured reasoning548

through pandas queries provides a more robust fact549

verification mechanism, improving both accuracy550

and generalization to unseen tabular distributions.551

To further validate that our approach effectively552

captures structured reasoning, we evaluate the zero-553

shot performance of the much larger DeepSeek-554

Chat model (671B parameters) on the same fact555

verification tasks. As detailed in Appendix A.2,556

RePanda achieves results comparable to this signif-557

icantly larger model and even surpasses it on Tab-558

Fact, demonstrating successful knowledge transfer559

into a compact, fine-tuned model.560

4.4 Application to Tabular Question561

Answering562

To evaluate the broader applicability of our563

structured query generation approach, we apply564

RePanda to tabular question answering using the565

WikiTableQuestions dataset. Unlike fact verifica-566

tion, where the goal is to determine whether a claim567

is true or false, question answering requires extract-568

ing precise answers from tables.569

We fine-tune DeepSeek-coder-7B-instruct-v1.5 570

on PanWiki, a dataset of 1,200 question-answer 571

pairs from WikiTableQuestions, enriched with 572

pandas queries generated using DeepSeek-Chat. 573

Despite the limited training data, our method 574

achieves performance on par with state-of-the-art 575

models. Table 4 provides a comparative analysis. 576

Table 4: Comparison of tabular question answering
accuracy on WikiTableQuestions. Our model uses only
1,200 training examples, significantly fewer than other
methods.

Method Accuracy (%)

TabLaP (Wang et al., 2024a) 76.6
SynTQA (GPT)(Zhang et al., 2024) 74.4
Mix SC(Liu et al., 2023) 73.6
SynTQA (RF)(Zhang et al., 2024) 71.6
CABINET(Patnaik et al., 2024) 69.1
Chain-of-Table (Wang et al., 2024b) 67.31
Tab-PoT (Xiao et al., 2024) 66.78

RePanda (Finetuned-Pandas for QA) 75.1

RePanda achieves 75.1% accuracy, performing 577

competitively with models like TabLaP and Syn- 578

TQA (GPT), despite training on only 1,200 exam- 579

ples. In contrast, most existing approaches rely 580

on significantly larger datasets and task-specific 581

optimizations. These results highlight the poten- 582

tial of structured query generation for table-based 583

QA, demonstrating that a pandas-based execution 584

framework provides a lightweight yet effective ap- 585

proach to reasoning over structured data. 586

4.5 Ablation Study: Effect of Error 587

Correction 588

To assess the impact of our automated correction 589

pipeline, we conduct an ablation study compar- 590

ing our full model with a variant that omits error 591

correction. We evaluate performance on TabFact, 592

WikiFact, and WikiTableQuestions to quantify how 593

syntax and execution refinements contribute to ac- 594

curacy. 595

Setup. Our error correction pipeline in inference 596

consists of a single step: 597

• Syntax Correction: Addresses runtime exe- 598

cution failures by analyzing error messages 599

and iteratively refining the query until a valid 600

execution is obtained. 601
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Figure 2 illustrates an example of error correc-602

tion applied during training dataset creation.603
!

 1957 formula one season
race name circuit date winning driver constructor

xi gran premio ciudad de
buenos aires

buenos
aires 27 january juan manuel

fangio maserati

vii gran premio di siracusa syracuse 7 april peter collins lancia -
ferrari

xvii pau grand prix pau 22 april jean behra maserati

v glover trophy goodwood 22 april stuart lewis -
evans

connaught -
alta

x gran premio di napoli posillipo 28 april peter collins lancia -
ferrari

xxiii grand prix de reims reims -
gueux 14 july luigi musso lancia -

ferrari

v grand prix de caen caen 28 july jean behra brm

ix brdc international trophy silverstone 14
september jean behra brm

v gran premio di modena modena 22
september jean behra maserati

Data source: TabFact Dataset
Statement: 1957 formula one season jean behra be the only one to use the same
constructor 2 race in a row
Label: True
Pandas query:
df['constructor'].eq('brm').shift().fillna(False) &
df['constructor'].eq('brm') & df['winning
driver'].eq('jean behra')
Pandas eval: ERROR
Error: ValueError: The truth value of a Series is ambiguous. Use a.empty, a.bool(),
a.item(), a.any() or a.all().
Corrected Pandas: ((df['constructor'].eq('brm') &
df['winning driver'].eq('jean
behra')).shift().fillna(False) &
(df['constructor'].eq('brm') & df['winning
driver'].eq('jean behra'))).any()
Corrected Pandas eval: True

Figure 2: An example of Error Correction.

Results. Table 5 presents accuracy results with604

and without corrections modules. Removing er-605

ror correction results in significant performance606

degradation across all datasets.607

Table 5: Effect of error correction on accuracy in infer-
ence time. The absence of error correction leads to a
substantial drop in performance.

Dataset No Corr. With Corr.

TabFact 78.02 84.09
WikiFact 74.43 84.72
WQA 67.59 75.1

Analysis. The results emphasize the importance608

of error correction in structured query genera-609

tion. Without it, many generated queries fail due610

to syntax errors. While the underlying logic of611

the pandas queries is often correct, minor syn-612

tax issues—such as missing parentheses or incor-613

rect function calls—can lead to execution failures614

and misclassifications. Applying error correction615

significantly enhances reliability by ensuring that616

structured reasoning remains executable and inter- 617

pretable. 618

5 Conclusion 619

We introduced RePanda, a structured approach for 620

tabular fact verification that translates claims into 621

executable pandas queries, ensuring interpretable 622

and accurate verification. To support execution- 623

based reasoning, we constructed PanTabFact, an 624

augmented version of TabFact with structured 625

queries generated via DeepSeek-Chat and refined 626

through automated error correction. Fine-tuning 627

DeepSeek-coder-7B-instruct-v1.5 on PanTabFact, 628

RePanda achieved 84.09% accuracy on TabFact 629

and 84.72% on WikiFact without additional fine- 630

tuning, demonstrating strong out-of-distribution 631

(OOD) generalization. 632

Beyond fact verification, we introduced PanWiki, 633

a structured QA dataset with 1200 data entries 634

derived from WikiTableQuestions. Fine-tuning 635

RePanda on PanWiki, we achieved 75.1% accu- 636

racy in table-based QA, showcasing the broader 637

applicability of execution-based reasoning. 638

Unlike black-box classifiers, RePanda explic- 639

itly encodes reasoning steps through executable 640

pandas queries, ensuring transparent, verifiable, 641

and interpretable fact-checking and question an- 642

swering. By leveraging structured execution rather 643

than implicit model predictions, RePanda enables 644

users to trace and validate the reasoning behind 645

each decision. Its strong performance across di- 646

verse tabular distributions demonstrates the effec- 647

tiveness of execution-based reasoning, setting a 648

new standard for accuracy, generalization, and reli- 649

ability in tabular fact verification and QA. 650

6 Limitations 651

One limitation of our work is that we focused solely 652

on fact verification using datasets where each entry 653

consists of a single table. This constraint means 654

our approach has not been evaluated on more com- 655

plex cases involving multiple tables, cross-table 656

reasoning, or hierarchical data structures. As a 657

result, its effectiveness in scenarios requiring multi- 658

table aggregation or relational inferences remains 659

unexplored. Future work could extend our method- 660

ology to handle fact verification across multiple 661

interconnected tables, improving its applicability 662

to real-world datasets with richer relational struc- 663

tures. 664
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A Appendix760

A.1 Training Dataset Creation761

A.1.1 PanTabFact762

To construct the training dataset, we generate763

pandas queries for statements in TabFact using764

DeepSeek-Chat. The dataset undergoes multiple765

correction phases to improve syntax, and logical766

accuracy. Table 6 summarizes the statistics at each767

stage.768

Table 6: RePanda statistics across different correction
phases. Accuracy represents the proportion of correctly
classified executable queries.

Phase Correct Accuracy (%)

Initial Generation 73,172 79.29
Logic Correction 84,023 91.05
Syntax Correction 88,299 95.68

The initial generation phase produces many syn-769

tax errors. Logic correction refines logical incon-770

sistencies before execution. In addition, syntax771

correction resolves execution failures, resulting in772

88,299 valid queries (95.68% of the original Tab-773

Fact dataset) in the final dataset. The prompts used774

for every stage of training dataset creation can be775

found in Table 8.776

A.1.2 PanWikiQA777

To construct the question-answering training778

dataset, we generate pandas queries for WikiTable-779

Questions using DeepSeek-Chat. The dataset con-780

sists of 1,200 training examples created with the781

instruction prompt in Table 9. The correctness of782

generated pandas queries is determined by whether783

their execution produces the exact answer given in784

the WikiTableQuestions dataset.785

Unlike the fact-checking dataset, we did not ap-786

ply any correction modules in this setting, as our787

goal was only to showcase that the method is also788

effective for question answering.789

A.2 Zero-Shot Performance of790

DeepSeek-Chat791

To assess the baseline performance of a larger792

instruction-tuned model in a pandas-based set-793

ting, we evaluated DeepSeek-Chat (zero-shot) on794

both TabFact and WikiFact in fact verification set-795

ting. The model was prompted to generate pandas796

queries corresponding to given claims, using the797

format outlined in Table 9 for both datasets. Since798

this is an inference-time evaluation, the Correct 799

Logic module was not applied. The results of this 800

zero-shot experiment are presented in Table 7. 801

Table 7: Zero-shot accuracy of DeepSeek-Chat on Tab-
Fact and WikiFact testsets in fact verification setting,
before and after error correction.

Dataset No Corr. With Corr.

TabFact 73.38 82.62
WikiFact 78.23 85.39

Analysis. The results in Table 7 show that 802

DeepSeek-Chat, a 671B parameter instruction- 803

tuned model, demonstrates strong zero-shot fact 804

verification capabilities when prompted to gener- 805

ate pandas queries. Notably, after applying er- 806

ror correction, its accuracy improves significantly, 807

highlighting the importance of structured execution 808

refinement. Since our training data is derived from 809

this large model, the fact that RePanda achieves 810

similar performance—and even surpasses it in the 811

case of TabFact (84.09%)—indicates that our fine- 812

tuning approach effectively transfers structured 813

reasoning knowledge into a much smaller model. 814

Furthermore, as shown in Table 2, DeepSeek- 815

7B achieves only 59.92% accuracy when tested 816

zero-shot on WikiFact, whereas RePanda reaches 817

84.72% without any fine-tuning on this dataset. 818

This demonstrates that knowledge transfer from 819

DeepSeek-Chat significantly enhances the struc- 820

tured reasoning ability of our smaller model, en- 821

abling it to generalize effectively to unseen tabular 822

distributions. 823
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Table 8: Prompts used for generation and refinement of PanTabFact.

Generation You are a Python expert specializing in pandas. Your task is to translate the
given natural language statement into a single-line pandas expression. This
expression must be valid and executable to verify the truth of the statement
using the provided table. Consider the following:
1. The table is represented as a pandas DataFrame named df.
2. Do not include explanations, comments, or multiline outputs.
3. Ensure the output is concise, correct, and when run outputs either True or
False, and strictly in the following Json Format with a single key "PANDA":
"PANDA": "<your Pandas code>"

Correct Logic You are an expert in Python with a specialization in pandas. Your task is to verify
and correct a given pandas code that translates a natural language statement
into a pandas expression. The corrected pandas code must accurately evaluate
the truth of the statement when applied to the given table. Requirements:
1. The table is represented as a pandas DataFrame named df.
2. The pandas code must evaluate to a boolean value (True or False) using the
snippet: str(bool(eval(pandas_code))).
3. The corrected pandas code should match the truth value indicated by the
provided "Label".
4. Ensure the output is concise, correct, and when run outputs either True or
False, and strictly in the following Json Format with a single key "CORRECT
PANDA": "CORRECT PANDA": "<your Pandas code>"

Correct Syntax You are a Python expert specializing in pandas. Your task is to correct a
pandas code that translates a given natural language statement into a pandas
expression. The code, along with the specific error it contains, is provided.
Your corrected pandas_code must be valid and executable by running the code
snippet str(bool(eval(pandas_code))) ensuring it accurately evaluates the truth
of the statement using the provided table with no errors.
Make sure the pandas_code is of type boolean. Consider the following:
1. The table is represented as a pandas DataFrame named df.
2. Do not include explanations, comments, or multiline outputs.
3. Ensure the output is concise, correct, and when run outputs either True or
False, and strictly in the following Json Format with a single key "CORRECT
PANDA": "CORRECT PANDA": "<your Pandas code>"

Table 9: Prompt used for generating PanWiki.

Task Prompt

Generation You are a Python expert specializing in pandas. You are given a table, a question,
and an answer. Your task is to translate the given natural language question into
a single-line pandas expression. This expression, which acts like a query, must
be valid and executable so that running the pandas expression will output the
answer to the question. Consider the following:
1. The table is represented as a pandas DataFrame named df.
2. Do not include explanations, comments, or multiline outputs.
3. Ensure the output is concise, correct, and when run, it outputs the correct
given answer, and strictly follows the Json format: {"PANDA": "<your Pandas
code>"}
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