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ABSTRACT

Recent breakthroughs in Large Language Models (LLMs) have promoted the
widespread use of agents in diverse social scenarios (e.g., WereWolf, Diplomacy),
due to their remarkable reasoning ability. Specifically, strategic reasoning plays
a pivotal role that enables agents to communicate, cooperate, and compete with
counterparts, thereby facilitating more foresighted decision-making. Existing ap-
proaches for strategic reasoning in LLMs usually have devoted far limited atten-
tion to the vital aspect of foresight. In this paper, we introduce a novel method,
termed Foresight Policy Optimization (FoPO), that extends original proximal pol-
icy optimization (PPO) with a correction term to guide a foresighted strategy. Our
method encourages agents to consider both self-oriented outcomes and the poten-
tial behaviors and rewards from their counterparts, ultimately enhancing genuine
strategic foresight. To this end, we further propose a new curated dataset to require
AI agents to forecast the possible actions from the counterpart, which comprises
two game-theoretic tasks from the perspective of cooperation and competition. By
employing FoPO as a self-play fashion, we conduct various LLMs from different
sources and sizes to validate our method and our dataset in multi-agent interac-
tion environments. Experimental results confirm that our proposed method can
effectively enhance the strategic reasoning in agents, validating the importance of
enhancing the foresight ability of agents in multi-agent environments.

1 INTRODUCTION

The remarkable success of large language models (LLMs) on diverse reasoning tasks, from math-
ematical problem-solving (Imani et al., 2023) to social interaction (Xiao et al., 2025; Zhou et al.,
2023), has opened new research avenues. A particularly challenging frontier is strategic reasoning, a
critical capability in addressing multi-agent games, such as chess (Feng et al., 2023), Werewolf (Xu
et al., 2024), and Diplomacy (Mukobi et al., 2023). In these gaming environments, LLMs act as
agents that must cooperate or compete with others to maximize their rewards. What fundamentally
distinguishes strategic reasoning from other forms of reasoning is the need to manage the inherent
uncertainty of other agents’ behaviors (Zhang et al., 2024b; Gandhi et al., 2023b). This requires an
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Figure 1: Comparison between PPO and our proposed FoPO. Unlike PPO, which optimizes the
policy based solely on the current state, FoPO incorporates foresight into the optimization process
by anticipating the future updates of the counterpart’s policy.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

agent to anticipate the actions of others, reason about how its own decisions will influence them, and
consequently select an optimal strategy.

The strategic reasoning capability of LLMs remains a challenge to incentivize, which prior studies
addressed through two primary approaches: prompting-based and training-based methods. While
methods like in-context learning (ICL) (Fu et al., 2023), prompt engineering (Hua et al., 2024; Xu
et al., 2024), and module enhancement (Lan et al., 2024) are widely adopted due to their simplic-
ity, their effectiveness is often limited by a reliance on carefully crafted prompts and the inher-
ent constraints of the underlying backbone models. Beyond prompting-based techniques, a classic
type of approach draws from reinforcement learning (RL). These methods primarily train LLMs in
multi-agent interaction settings, including chess (Feng et al., 2023), poker (Zhang et al., 2024a),
and negotiation, using methods like self-play (Cheng et al., 2024) and Monte Carlo Tree Search
(MCTS) (Gemp et al., 2024). However, these methods still overlook a core principle of strategic
reasoning: an agent’s ability to foresee a counterpart’s potential behavior and understand how this
foresight should influence its own decisions.

This paper aims to bridge the above gap and improve the strategic reasoning ability of LLMs. By
considering the interactions between agents, we expect to enable each agent to achieve maximum
individual welfare. We solve this problem from the following two dimensions:

Optimization Algorithm. We propose Foresight Policy Optimization (FoPO), a novel optimization
algorithm that incorporates agent interactions through a foresight-based correction term built upon
proximal policy optimization (PPO) (Schulman et al., 2017). This term updates the model param-
eters using coupled gradients, allowing each agent to anticipate and adapt to the actions of others
during optimization, as shown in Figure 1. With FoPO, the agent is expected to choose an action
that strategically influences its counterpart’s behavior to maximize the agent’s own final reward.

Dataset Curation. We focus on two crucial aspects in strategic reasoning: cooperation and com-
petition (FAIR et al., 2022). While games like chess require pure competition between two agents,
others like Avalon (Lan et al., 2024) blend both cooperation and competition. With this consider-
ation, we curate a dataset that encompasses two distinct game-theoretic tasks: Cooperative RSA, a
cooperative communication task, and Competitive Taboo, a zero-sum competitive game task.

In this work, we first adopt a self-play fashion with imitation learning to validate the effectiveness
of our curated dataset, using two different backbone models, Meta-Llama-3-8B-Instruct (AI@Meta,
2024) and Qwen3-14B (Team, 2025). We then employ FoPO for model training and compare it
against other RL algorithms. To fairly evaluate the strategic reasoning performance of different
methods, we conduct an out-of-domain evaluation using the γ-bench (Huang et al., 2025), a multi-
agent interaction environment with various types of strategic reasoning tasks. Unlike traditional
evaluations, γ-bench leverages dynamic interaction to assess a model’s performance more accu-
rately. Extensive experimental results demonstrate that FoPO significantly improves strategic rea-
soning abilities across different backbone models, and meanwhile, accelerates policy convergence
compared to existing methods.

Our key contributions are summarized as follows: (1) We propose Foresight Policy Optimization
(FoPO), a novel extension of PPO that incorporates coupled gradients during parameter updates.
FoPO enables LLM agents to anticipate and strategically influence the future actions of counter-
part agents within multi-agent environments, thereby maximizing expected rewards for strategic
reasoning. (2) We curate a new, high-quality dataset, which comprises the game-theoretic tasks of
Cooperative RSA and Competitive Taboo, featuring two distinct aspects of strategic reasoning. This
dataset boosts LLMs to learn strategies remarkably. (3) We conduct comprehensive experiments
using the γ-bench benchmark to evaluate FoPO. Our results demonstrate that FoPO not only signif-
icantly enhances the strategic reasoning abilities of LLMs but also accelerates policy convergence.

2 RELATED WORK

LLM Strategic Reasoning Strategic reasoning distinguishes itself by requiring foresight into the
actions and influence of counterparts (Zhang et al., 2024a), making it particularly required in the
context of multi-agent interactive environments. This form of reasoning is central to classic strate-
gic games like Chess, Go (Silver et al., 2018), and Poker (Duan et al., 2024; Zhang et al., 2024a),
where competitive dynamics are central. The remarkable decision-making performance of recent
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LLMs has enabled their application in these domains, leading to models such as ChessGPT (Feng
et al., 2023) and PokerGPT (Huang et al., 2024). Beyond traditional board games, strong strategic
reasoning is also crucial for LLMs in conversational games that involve complex social dynamics.
Examples include Werewolf (Xu et al., 2024; 2023a), Avalon (Lan et al., 2024; Wang et al., 2023;
Light et al., 2023), and Diplomacy (FAIR et al., 2022), where agents must navigate sophisticated so-
cial deduction and cooperative-competitive relationships. Furthermore, the ability to model strategic
behavior is crucial for building agents that can function in broader societal and economic simula-
tions. This includes applications in Theory of Mind (ToM) (Gandhi et al., 2023a; Zhou et al., 2023),
negotiation (Hua et al., 2023), economics (Horton, 2023), and business (Xia et al., 2024).

RL for Reasoning An emerging trend in LLM reasoning research combines reinforcement learn-
ing (RL) with supervised fine-tuning (SFT). In this approach, SFT is first used to teach task-specific
patterns, and RL is subsequently applied to improve the model’s reasoning process (Feng et al.,
2023; Xu et al., 2025a). For task adaptation, various RL approaches have been explored. In the
context of mathematical and programming problems, process-based reward models represent a sig-
nificant advancement, emphasizing the evaluation of a solution’s intermediate steps Hwang et al.
(2024); Jain et al. (2025). Causal reasoning highlights relationships among events, and therefore RL
is usually adopted with graphical representation learning Huang et al. (2022); Ding et al. (2022).
For tasks requiring strategic reasoning within interactive contexts, a particularly effective and in-
tuitive method is to apply RL in a self-play fashion, where the model converses with itself during
training (Xu et al., 2025b; Cheng et al., 2024; Xu et al., 2023b).

3 FORESIGHT POLICY OPTIMIZATION

3.1 TRAINING FASHION: RL VIA SELFPLAY

This work leverages self-play via offline RL to improve strategic reasoning in LLMs. Prior studies
have demonstrated the effectiveness of this approach (Chen et al., 2025; Xu et al., 2025b; Cheng
et al., 2024). Following Cheng et al. (2024), we employ distinct prompts to let the shared LLM
policy πθ act as different agents, formulated as

p(i)(at) = πθ

(
at

∣∣∣prompt(i)(st)
)
, (1)

where i ∈ {1, 2} indexes the agent, at is the generated action, and st denotes the state at step t.
Notably, st = st−1 + {at−1}, with s0 = ∅ and at−1 is generated by the counterpart of agent i. The
training procedure consists of three main stages:

Imitation Learning (IM) To ensure the LLM agents strictly adhere to the game rules, we begin
with imitation learning. This stage forces the policies πθ

(
prompt(i)(s)

)
to correctly execute their

assigned roles in the games before the reinforcement learning. The prompts used in both games can
be found in Appendix E. For the player i, we get a player i-winning set T i

im. Then, the imitation
learning loss is to maximize the following log-likelihood:

Lim(πθ) = −
∑
i

Eτ∼T i
im

[
1

T

T∑
t=1

πθ

(
at | prompt(i)(st)

)
(2)

+βKL
(
πθt(· | st)

∥∥πθold(· | st)
)]

. (3)
In our training, we use the initial checkpoint of the LLM before training, i.e., the backbone model,
as the behavior policy πθold to maintain the general instruction following capabilities of the model.

Trajectory Collection Generating multi-turn, auto-regressive text through LLMs during self-play
sampling is computationally demanding, which makes direct online policy-gradient reinforcement
learning inefficient. Alternatively, we employ an offline training approach. This requires first record-
ing self-play trajectories from matches between agent 1 and agent 2. Then, we assign each generated
conversation a reward R(aT | sT ) and R(aT−1 | sT−1) for both players. For the action-level (re-
sponse) reward, we derive it from the overall conversation reward using a decay factor δ ∈ (0, 1).
Specifically, for any step t < T − 1, R(at | st) = δ R(at+2 | st+2),1 giving greater weight to
actions that occur later in the game.

1The same agent generates at and at+2, but a different agent generates at+1.
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RL via Self-Play We employ RL to further improve the model’s strategic reasoning. During
training, the policy of one agent is kept fixed while the other agent’s policy is updated. Further
details on the RL algorithms used are provided in Section 3.2 and Section 3.3.

3.2 PRELIMINARY: PROXIMAL POLICY OPTIMIZATION

Proximal Policy Optimization (PPO) (Schulman et al., 2017) is a widely used reinforcement learn-
ing algorithm that updates a stochastic policy πθ by maximizing a clipped surrogate objective. This
objective depends on the likelihood ratio between the current and behavior policies and on an advan-
tage estimate Ât computed using generalized advantage estimation (GAE) (Schulman et al., 2016).
The likelihood ratio for agent i at timestep t is

r
(i)
t (θ) =

πθ

(
at

∣∣prompt(i)(st)
)

πθold

(
at

∣∣prompt(i)(st)
) . (4)

Given the advantage estimate Âi,t, PPO optimizes

LCLIP(θi) = Et

[
min

(
r
(i)
t (θ) Âi,t, clip

(
r
(i)
t (θ), 1− ϵ, 1 + ϵ

)
Âi,t

)]
, (5)

where ϵ > 0 controls the trust region. The corresponding parameter update is

θt+1 ← θt + α∇θ

[
r
(i)
t (θ) ÂCLIP

i,t

]
− αβ∇θKL [πθt(· | st)∥πθold(· | st)] . (6)

α is the learning rate and β is the KL-regularization coefficient.

3.3 METHOD: FORESIGHT POLICY OPTIMIZATION

We introduce Foresight Policy Optimization (FoPO), a novel policy optimization algorithm that
incorporates a foresight-based correction term via a coupled gradient update. Figure 1 shows the
comparison between PPO and FoPO. FoPO is based on the principle of maximizing the gain of
agent 1, even as agent 2 optimizes its policy in a subsequent step. Thus, it maximizes

O1(θ, θ +∆θ) ≈ O1(θ, θ) + (∆θ)⊤∇θ2O1(θ, θ2)
∣∣∣
θ2=θ

, (7)

where ∆θ = α∇θ2O2(θ, θ2)
∣∣∣
θ2=θ

, (8)

and O1 := r
(1)
t (θ) ÂCLIP

1,t , O2 := r
(2)
t+1(θ) Â

CLIP
2,t+1. (9)

This means that agent 1 takes into account agent 2’s optimization step, which is agent 2’s update
of its suffragette objective conditioned on agent 1’s action. Then, by taking the gradients of Equa-
tion (7) and applying Equation (8), the policy update when acting as agent 1 can be expressed as

θt+1 ← θt + α∇θ

[
r
(1)
t (θ) ÂCLIP

1,t

]
− αβ∇θKL

[
πθt(· | st) ∥πθold(· | st)

]
+ α2

(
O1∇θr

(2)
t+1(θ)

)⊤

︸ ︷︷ ︸
Sensitivity of O1 on r

(2)
t+1

·
(
∇θr

(1)
t (θ)∇θO2

)
︸ ︷︷ ︸

Effect of r(1)t on O2

. (10)

Equation (16) and Equation (17) in Appendix B provide the full derivation of this update rule. The
update step for the policy when acting as agent 2 follows a symmetric procedure.

Compared with PPO, formulated in Equation (6), FoPO introduces an additional correction term
(the second line in Equation (10)). Intuitively, this correction term captures how an agent’s present
behavior shapes the future actions of its counterpart, and how this influence ultimately feeds back
into the agent’s own expected return. More specifically: (1) Right-hand factor, ∇θr

(1)
t (θ) · ∇θO2,

captures how agent 1’s policy affects the opponent’s future advantage O2. This advantage depends
on agent 2’s own policy, which is itself influenced by agent 1’ policy. In essence, this term reflects
how agent 1’s current action can affect agent 2’s subsequent behavior. (2) Left-hand factor, O1 ·
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Hmm… let me give you a good hint. 
The target object is square.

Got it. I know the target object! It is 
the blue-smooth-square.

Object Set: blue-smooth-square, 
green-smooth-square, blue-smooth-
circle, and blue-rough-circle
Target Object: blue-smooth-square

Target Word: story

When you spend time with your 
friends, what do you usually share 
with each other?

We talk about our day, sometimes 
a funny story from work.

Cooperative RSA Competitive Taboo
Listener

Speaker

Attacker

Defender

Figure 2: The left panel shows the Cooperative RSA, where the speaker and listener’s goal is to
identify a target object. The object set is shared, but the target is known only to the speaker. Here,
players achieve a win by identifying the target in the minimum number of turns. The right panel
illustrates Competitive Taboo, where the attacker’s objective is to trick the defender into saying a
hidden target word. The attacker wins since the defender unknowingly utters the word “story.”

∇θr
(2)
t+1(θ), measures how the agent’s current advantageO1 is sensitive to the opponent’s (agent 2’s)

policy, capturing the sensitivity of agent 1’s advantage to anticipated changes in agent 2’s policy.

Thus, this foresight correction term allows the agent to “select” actions that not only directly benefit
itself, but also influence the counterpart’s future actions, through anticipation of the opponent’s
subsequent optimization, in a way that ultimately increases the agent’s individual welfare. This
constitutes the core mechanism of FoPO.

4 STRATEGIC REASONING TASKS AND DATASET CURATION

We curate two distinct datasets that isolate the fundamental strategic reasoning capabilities of com-
petitive and cooperative interaction (FAIR et al., 2022). Figure 2 shows illustrative examples. Each
task provides well-defined rewards that accurately capture strategic reasoning abilities. Compared to
existing datasets such as Chess Silver et al. (2018) and Negation Hua et al. (2024), each of our tasks
focuses on a single, clearly discernible capability with deliberately balanced difficulty: non-trivial
for LLMs yet not so challenging as to impede observation and analysis for research in this field.

4.1 COOPERATIVE RSA

Game Rule The Cooperative RSA is grounded in the Rational Speech Acts (RSA) (Frank & Good-
man, 2012), a probabilistic framework of pragmatic language use. It is framed as a cooperative task
that captures the use of minimal, context-sensitive language for efficient communication under un-
certainty. The game involves two roles: a speaker and a listener. The speaker knows a list of objects
and has a specific target object in mind. The listener is unaware of the target and must infer it. In
each turn, the speaker communicates a single feature of the target. The listener uses this information
to update their beliefs and deduce the target. The game ends in success when the listener correctly
identifies the target, and both agents are rewarded. The objective for a pair of rational agents is to
achieve this success in the minimum number of communication turns. Considering the left instance
in Figure 2, a rational listener can immediately infer that the target must be “blue-smooth-square,”
since the speaker chose the most informative feature. However, a literal listener would reduce their
uncertainty to the two square objects: {blue-smooth-square, green-smooth-square }, requiring fur-
ther communication. The process of this instance is detailed in Appendix C.

Data Collection To incentivize the cooperative ability of LLMs and evaluate different methods,
we curate a new dataset, Cooperative RSA. This dataset contains 15k conversations, each between
a rational speaker and a rational listener, based on a provided object list and a specified target ob-
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ject. Each conversation is generated from a conversation chain between two rational players. The
chain follows the format “{feature1, object list1, ..., featureN , target object}” and is generated us-
ing Bayesian inference to model the interaction between rational players. To create conversations
with varying complexity, we construct object lists using object matrices and carefully select target
objects. Further details on the Bayesian inference and prompt design are provided in Appendix C.
LLMs (GPT-4.1 and DeepSeek-Chat) are then used to convert these chains into natural language
conversations, with GPT-4.1 generating 10k conversations and DeepSeek-Chat generating 5k. We
adopt this chain-based approach because current LLMs often struggle to directly implement the
RSA framework, frequently failing to complete the game in the minimal number of turns. We also
construct an RL training set and a testing set of 15k and 2k instances, each comprising an object set
and a target object, respectively.

Game Reward The goal is to identify the target with minimal interaction. Thus, we assign rewards
that incentivize efficiency in communication, with higher rewards given for successful identification
using fewer turns. The final reward for both players in Cooperative RSA is defined as:

R(aT−1) = R(aT ) = 1−max(0,min(1,

(
T − n

|convmin| − n

)γ

)). (11)

|convmin| denotes the minimal number of turns required for two rational agents to successfully
identify the target, i.e., the length of the Bayesian-inference chain. The variable n stands for the
number of target-relevant features. In the case of a naı̈ve or literal agent, once all relevant (n) target
features have been presented, the agent is expected to make a guess. The parameter γ, set to 2
in our experiments, controls the strength of the preference for shorter conversations. This value
(γ > 1) assigns disproportionately higher rewards to conversations that approach the minimal turn
number, thereby emphasizing efficiency. The influence of different γ values is intuitively illustrated
in Appendix C.4.

4.2 COMPETITIVE TABOO

Game Rule The game of Competitive Taboo (termed as Adversarial Taboo) (Yao et al., 2021) is
a typical zero-sum game, where an attacker and a defender compete over a target word. The at-
tacker is tasked with eliciting the target word from the defender through conversation. The defender,
conversely, must detect the target word before being induced to utter it. The game has three pos-
sible outcomes: (1) Attacker wins, if the defender is induced to say the target word. (2) Defender
wins, if the defender correctly identifies the target word before saying it. (3) Tie, if the conversation
concludes without either party achieving their objective.

Data Collection To better enhance the competition ability of LLMs and evaluate different meth-
ods, we curate a new dataset, namely Competitive Taboo. This dataset consists of 32k conversations,
which were collected from two sources. We select 23k conversations, generated by GPT-4, proposed
and released by (Cheng et al., 2024). In addition, we construct another 4k conversations generated
by GPT4.1 and 5k conversations generated by DeepSeek-chat via self-play. The RL training dataset
and testing datasets include 20k and 1k instances, each of which contains a target word, respectively.

Game Reward Final rewards R(aT−1) (for the attacker or speaker) and R(aT ) (for the defender
or listener) are assigned based on task-specific criteria. In the Competitive Taboo task, the objective
is to win the game. Accordingly, we assign a final reward of +1 to the winner and -1 to the loser. In
the case of a tie, both players receive a reward of 0:

R(aT ) =


+1, if the defender wins the game,
−1, if the defender loses the game,
0, if the game ends in a tie

, R(aT−1) = −R(aT ). (12)

5 EXPERIMENTS

5.1 EXPERIMENTAL SETUP

Backbone Models We employ two open-source LLMs as our backbone models that differ in
source and size: Meta-Llama-3-8B-Instruct (AI@Meta, 2024) and Qwen3-14B (Team, 2025).

6
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Figure 3: Game results on the Cooperative RSA testing object sets. The score indicates the average
reward computed by Equation (11).

Training Datasets We train models on the curated Cooperative RSA and Competitive Taboo
datasets. To further evaluate the effectiveness of the two game-theory-based task datasets, we also
perform imitation learning on two additional datasets: (1) 20 Questions (CLiPS, 2023; Akinator,
2007): One player (the oracle) thinks of an object, while the other player (the guesser) attempts to
identify it by asking a series of yes/no questions. The game consists of 20 rounds. (2) Guess My City
(Abdulhai et al., 2024): One player (the oracle) thinks of a city, while the guesser aims to identify it
by asking a combination of yes/no and open-ended questions. This game also consists of 20 rounds.
Both games require reasoning, more specifically, deductive reasoning involving hypothesis testing
and information gathering. However, they do not involve explicit strategic reasoning about the other
player’s actions or intentions.

Comparison Methods In order to prove the effectiveness of FoPO, we consider the following
comparison methods: (1) In-Context Learning (ICL) (An et al., 2023): In context learning aug-
ments each training instance with k in-context demonstrations and trains with next-token cross-
entropy, distilling demonstration patterns into the model parameters. This baseline is included to
assess whether the observed improvements stem from learning from rewards or from conversation
patterns in the training data. (2) PPO (Schulman et al., 2017): It is a reinforcement learning al-
gorithm that stabilizes training by constraining policy updates with a clipping mechanism. We
include PPO since our FoPO method builds upon it, allowing us to isolate the effect of the foresight-
oriented correction in FoPO. (3) ArCHer (Zhou et al., 2024): This is a hierarchical RL algorithm,
where a high-level RL algorithm is used to train a value function that aggregates rewards over en-
tire utterances and a low-level RL algorithm then leverages this high-level value function to train a
token-by-token policy. Due to the high-level RL, the model can plan across utterances and guide
the low-level policy with broader conversational objectives. We include it to compare its explicit
long-term planning capability with the explicit counterpart foresight offered by FoPO.

Training Details To improve training efficiency, we applied LoRA (Hu et al., 2022) during imita-
tion learning and subsequently merged the LoRA parameters into the backbone model. We set the
rank as 8, alpha as 16, and applied the LoRA modules to the query and value projection layers. We
trained the models using the AdamW optimizer. For IM, we set the learning rate α to 5× 10−5, the
KL regularization coefficient β to 0.01, and the batch size to 32. For RL and ICL, the learning rate
α was 1 × 10−5, β was 0.1, the reward decay factor δ is 0.8, and the batch size was 16. Training
was performed on 8 NVIDIA 5090 48GB GPUs, each with 48GB memory. We employ DeepSpeed
ZeRO Stage 2 (Rajbhandari et al., 2020) to optimize memory usage and accelerate training.

5.2 EVALUATION

In-Domain Evaluation We evaluate LLM performance by having pairs of models to play the
game of Cooperative RSA and Competitive Taboo. For Cooperative RSA, we consider models trained
via IM, PPO, ArCHer, and FoPO on the Cooperative RSA dataset. We report the average conver-
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Figure 4: Game results on the Competitive Taboo testing key words. The score indicates the win
rate for the corresponding role.

Table 1: Performance comparison of different datasets for imitation learning across two backbone
models, evaluated using γ-Bench. Each model is trained using a specific dataset or dataset combi-
nation. “-” indicates that the model is not trained on any dataset.

Backbone
Model

Training
Set Guessing Bar Dollar Diner Auction Battle Pirate Avg.

Llama3-8B-I

- 78.30 66.00 51.38 69.60 28.86 12.89 53.70 51.90
20 Questions 84.84 62.83 57.92 90.70 25.78 14.49 57.66 56.32
Guess My City 84.54 51.33 50.99 91.80 25.62 12.42 44.18 51.55

Taboo (Ours) 85.41 62.83 68.53 76.20 18.94 16.74 56.10 54.96
RSA (Ours) 92.81 63.17 61.77 80.80 13.21 14.95 66.56 56.18
Taboo + RSA (Ours) 88.04 69.67 63.88 80.30 11.96 18.77 67.08 57.10

Qwen3-14B

- 95.28 36.33 80.92 13.10 10.61 82.68 85.30 51.49
20 Questions 94.81 39.17 77.66 8.30 11.06 86.42 86.32 57.68
Guess My City 94.57 40.17 83.52 9.00 11.41 79.54 84.08 57.47

Taboo (Ours) 94.24 40.83 92.42 13.70 11.23 93.61 83.80 61.40
RSA (Ours) 93.42 44.33 82.63 43.60 12.13 83.94 92.33 64.63
Taboo + RSA (Ours) 92.75 43.67 88.09 49.00 12.36 86.36 87.66 65.70

sation reward, computed by Equation (11), between any two models. Figure 3 shows the results.
We observe two key findings: (1) Including a model trained with FoPO increases the conversa-
tion reward, indicating that FoPO enhances cooperative strategic reasoning in LLMs. Notably, the
improvement is more pronounced when the FoPO model assumes the role of the listener. This is
because listener-side rational inference plays a decisive role in disambiguating utterances and re-
covering the speaker’s intent, a phenomenon also observed in prior work (Yuan et al., 2018). (2)
Qwen3-14B trained via PPO or ArCHer exhibits lower performance in Cooperative RSA. This is
expected, as Cooperative RSA requires significant foresight to anticipate the counterpart’s actions,
which is an ability that neither PPO nor ArCHer explicitly models.

In Competitive Taboo, we evaluate models trained via IM, PPO, ArCHer, and FoPO on the Com-
petitive Taboo dataset, reporting each model’s win rate as attacker and defender (Figure 4). There
are two main findings: (1) FoPO consistently boosts both backbone models more than the other
methods, demonstrating its effectiveness in enhancing competitive strategic reasoning. (2) PPO
degrades performance, likely due to reward hacking: the defender receives a -1 penalty for incor-
rect guesses, and correct guesses are rare, especially with the Meta-Llama-3-8B-Instruct backbone.
Consequently, PPO-trained models tend to avoid guessing the target word and generate less relevant
content, as shown in Appendix F.3. In contrast, ArCHer and FoPO employ mechanisms that mitigate
this problem, with FoPO’s foresight optimization performing slightly better.

Out-of-Domain Evaluation We adopt γ-Bench (Huang et al., 2025) to evaluate LLMs’ strate-
gic reasoning abilities. It is a prompt-based, data-free benchmarking framework designed to assess
LLM performance in multi-agent environments through classical game-theoretic scenarios that em-
phasize strategic interactions and decision-making. For our evaluation, we select seven tasks that
specifically highlight settings in which agents aim to maximize their individual utility. Each model is
evaluated over five runs per task, and we report the average score, following Huang et al. (2025). Ta-
ble 1 presents results for models trained via imitation learning on different datasets. Higher scores
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Table 2: Performance comparison of different methods across two backbone models, evaluated using
γ-Bench with multiple strategic reasoning tasks.

Backbone
Model

Training
Set Method Guessing Bar Dollar Diner Auction Battle Pirate Avg.

Llama3-8B-I

Taboo

ICL 84.22 58.83 58.21 82.40 17.53 17.05 54.07 53.19
PPO 89.70 59.50 62.01 89.30 18.98 20.54 46.16 55.17

ArCHer 89.18 65.17 59.22 77.70 15.31 22.55 60.25 55.63
FoPO (Ours) 86.25 62.83 68.03 82.30 16.37 22.94 56.59 56.47

RSA

ICL 91.01 65.67 56.70 64.90 16.27 11.70 65.61 53.12
PPO 92.34 57.00 53.02 81.70 12.37 14.63 65.49 53.79

ArCHer 90.56 66.83 67.91 67.90 18.85 15.31 77.64 57.86
FoPO (Ours) 93.78 63.33 62.40 82.70 14.64 19.08 71.86 58.26

Taboo + RSA

ICL 88.10 69.50 62.81 85.90 11.99 18.77 54.00 55.87
PPO 90.96 66.00 62.89 93.30 11.66 18.19 62.82 57.97

ArCHer 88.41 72.17 69.13 79.60 13.61 18.01 64.52 57.92
FoPO (Ours) 90.32 72.33 67.24 80.50 12.09 20.60 64.72 58.26

Qwen3-14B

Taboo

ICL 93.80 32.83 88.99 17.30 11.08 88.33 82.86 59.31
PPO 94.38 40.33 93.85 16.60 10.96 89.07 83.21 61.20

ArCHer 94.38 47.67 90.72 16.40 11.24 90.00 81.85 61.75
FoPO (Ours) 94.37 40.00 94.03 18.60 11.97 91.23 86.49 62.38

RSA

ICL 93.16 40.67 78.54 48.00 9.24 91.81 89.43 64.41
PPO 93.53 46.33 80.13 44.80 10.09 74.66 90.66 62.89

ArCHer 93.24 43.00 78.68 42.70 10.96 76.48 91.20 62.32
FoPO (Ours) 93.68 47.60 83.82 44.80 12.11 88.14 92.55 66.10

Taboo + RSA

ICL 92.08 45.67 84.58 44.70 12.26 61.57 81.98 60.40
PPO 91.98 49.67 80.82 49.50 13.63 67.53 88.02 63.02

ArCHer 92.27 49.67 82.76 44.20 13.77 92.60 85.91 65.88
FoPO (Ours) 92.39 57.00 84.24 50.60 13.47 83.15 86.98 66.83

indicate better performance, and bold values highlight the highest improvements over the corre-
sponding backbone model. In most tasks, the highest score is achieved by a model trained on our
dataset. Moreover, Cooperative RSA demonstrates greater effectiveness than Competitive Taboo,
likely because it places stronger emphasis on modeling the counterpart’s reasoning. Notably, mod-
els trained on both Competitive Taboo and Cooperative RSA achieve the best overall performance
across tasks. Overall, the models trained on our curated datasets consistently achieve better perfor-
mance, validating that our dataset curation contributes to LLMs’ strategic reasoning.

Comparison results across different algorithms are presented in Table 2. The results of ICL across all
settings indicate that the improvements observed in baseline algorithms are not due to conversation
patterns in the training data, but rather result from their ability to learn from rewards. While all
RL algorithms improve performance on Competitive Taboo, PPO (for both backbones) and ArCHer
(for Qwen3-14B) underperform on Cooperative RSA. This trend, shown in Figure 3 and Figure 4,
suggests that these methods struggle to learn from Cooperative RSA reward signals. In contrast,
FoPO leverages a more effective foresight-based optimization strategy, outperforming other methods
on average. These results show that the models trained with FoPO consistently exhibit stronger
strategic reasoning capabilities, regardless of the training tasks or backbone models used.

6 CONCLUSION

In this work, we introduced Foresight Policy Optimization (FoPO), a novel reinforcement learning
algorithm designed to enhance strategic reasoning in LLMs. By considering both self-oriented out-
comes and potential behaviors of counterparts, FoPO enables agents to make more informed and
forward-looking decisions in multi-agent interactions. To complement our optimization approach,
we curated a new dataset featuring two fundamental game-theoretic tasks: the Cooperative RSA
for cooperation and the Competitive Taboo for competition. Through extensive experiments, we
demonstrated that FoPO significantly improves the strategic reasoning capabilities of LLMs. FoPO
and our curated datasets provide a foundation for future research in multi-agent language modeling,
with applications in negotiation, social simulation, and cooperative-competitive AI. Future work
may extend FoPO to more complex scenarios, integrate richer social reasoning, and scale to larger,
more diverse language models.
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ETHICS STATEMENT

This work adheres to the ICLR Code of Ethics. Our research focuses on the AI agents in multi-agent
interaction environments. All datasets used in this work are either publicly available or synthetically
generated, and they do not contain any personally identifiable information. We take care to ensure
that our models and methods are applied in controlled experimental settings and are intended for
research purposes only. We acknowledge that the deployment of AI agents in real-world social
scenarios may raise ethical concerns, including fairness, transparency, and potential misuse. We
encourage responsible use of our methods and datasets.

REPRODUCIBILITY STATEMENT

We provide our code through an anonymous link.2 It contains the implementation of IM, ICL, PPO,
and FoPO, and the full procedure for constructing the training dataset, though the dataset itself is not
included. The dataset and code will be released upon paper acceptance. The 20 Questions and Guess
My City datasets are publicly available, and their access links can be found in the corresponding
citations. The implementation of OfflineArCHer is also open-source.3 Training details are described
in Section 5.1, with additional implementation information in Appendix D.
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A THE USE OF LLMS

We consider our use of LLMs both responsible and appropriate. Paper Writing: GPT-5 and Gemini
assisted in refining equation formatting (e.g., bracket usage) and polishing text, with all outputs
carefully reviewed. Code: GPT-5 helped draft visualization scripts, and every generated line was
verified. Data Construction: DeepSeek-Chat and GPT-4.1 were used to create the training dataset,
as detailed in Section 4.
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analyses, and the paper’s logical structure were developed and executed solely by the authors.

The authors take full responsibility for the content of the manuscript. We have ensured that the
LLM-generated text adheres to ethical guidances.
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Table 3: Interpretation of each term in the FoPO update.
Term Representation Interpretation

∇θO1(θ, θ) ∇θr
(1)
t (θ)ÂCLIP

1,t

The standard policy gradient of
agent 1, representing local im-
provement of its own return.

∇θ2O1(θ, θ2)

∇θ2

(
r
(1)
t (θ)r

(2)
t+1(θ)Â

CLIP
1,t

)
= r

(1)
t (θ)∇θ2r

(2)
t+1(θ)Â

CLIP
1,t

θ2=θ−−−→ r
(1)
t (θ)∇θr

(2)
t+1(θ)Â

CLIP
1,t

Measures how agent 1’s value
changes in response to updates
in agent 2’s policy parameters.

∇θ∇θ2O2(θ, θ2)

∇θ∇θ2

[
r
(1)
t (θ)r

(2)
t+1(θ)Â

CLIP
2,t+1

]
= ∇θr

(1)
t (θ)∇θ2r

(2)
t+1(θ)Â

CLIP
2,t+1

θ2=θ−−−→ ∇θr
(1)
t (θ)∇θr

(2)
t+1(θ)Â

CLIP
2,t+1

A mixed second-order deriva-
tive that reflects how agent 2’s
learning dynamics are influ-
enced by agent 1’s policy.

B FORESIGHT POLICY OPTIMIZATION

The gain of agent 1 can be represented by the surrogate objective O1(Agent 1,Agent 2), which
depends on both agents’ strategies. A core idea in FoPO is that agent 1 should take an action that
not only maximizes its final reward based on the current generated action, but also anticipates and
responds to how agent 2 might change its behavior after its own optimization. Therefore, we aim to
maximize the “foresight gain”:

O1

(
π(prompt(1), θ), π(prompt(2), θ +∆θ)

)
, (13)

where ∆θ is the direction in which agent 2 updates its policy during optimization.

Assuming ∆θ is small, we can apply a first-order Taylor expansion with respect to the second argu-
ment:

O1(θ, θ +∆θ) ≈ O1(θ, θ) + (∆θ)⊤∇θ2O1(θ, θ2)
∣∣∣
θ2=θ

, (14)

where the notationO1(θ1, θ2) represents agent 1’s value when the two agents use policy parameters
θ1 and θ2, respectively. The agent 2’s update is:

∆θ = α∇θ2O2(θ, θ2)
∣∣∣
θ2=θ

, (15)

Substituting this into the Taylor expansion and differentiating O1(θ, θ +∆θ) with respect to θ, we
obtain the FoPO update rule:

θt+1 ← θt + α∇θO1(θ, θ)

+ α2 (∇θ2O1(θ, θ2))
⊤∇θ∇θ2O2(θ, θ2)

∣∣∣
θ2=θ

. (16)

Here, we ignore the dependency of ∇θ2O1(θ, θ2) on θ1 during the backward pass, as our objective
is to model how agent 1 influences agent 2’s future policy update, rather than how agent 2’s future
behavior feeds back to agent 1’s current performance. The first-order term represents agent 1’s
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standard policy improvement, while the second-order term captures the foresight effect: how agent
1’s value may change in response to anticipated updates from agent 2. The cross-Hessian term
allows agent 1 to align its gradient with the direction in which 2 is expected to move. We provide
the interpretation of each term in Table 3. Finally, the FoPO updates the parameters by:

θt+1 ← θt + α∇θr
(1)
t (θ)ÂCLIP

1,t

+ α2
[
r
(1)
t (θ)ÂCLIP

1,t ∇θr
(2)
t+1(θ)

]⊤
︸ ︷︷ ︸

Sensitivity of O1 to 2

∇θr
(1)
t (θ)∇θr

(2)
t+1(θ)Â

CLIP
2,t+1︸ ︷︷ ︸

Effect of 1 on O2

. (17)

When the KL divergence term is included, the formulation becomes equivalent to Equation (10).
Although FoPO is applicable to agents with differing parameters, our approach focuses on enhancing
LLMs’ strategic reasoning via self-play.

C COOPERATIVE RSA

C.1 INTERACTION PROTOCOL

The Cooperative RSA game is a multi-turn interaction between a speaker and a listener. Both
agents share an object list O = {o1, . . . , oN}, where each object has M binary-valued features
F = {f1, f2, . . . , fM}. The speaker refers to a target object ô by revealing one feature per turn,
while the listener responds with a subset of objects consistent with the received feature. The game
succeeds if the listener isolates ô as a singleton set and fails if the target is ever excluded. This
setup encourages pragmatic reasoning: the speaker must select informative features strategically,
and the listener incrementally refines its hypotheses. More efficient interactions, requiring fewer
turns, reflect stronger alignment and reasoning capabilities.

C.2 BAYESIAN INFERENCE

The behaviors of rational speakers and listeners are modeled via a Bayesian process. We divide the
interaction at the t-th and (t+ 1)-th turns into the speaker and listener sides.

Speaker At turn t, the speaker evaluates each feature fm(ô) of the target object ô given candidate
objects O(t). The speaker assumes a uniform prior over objects:

P (on) =
1

|O(t)|
. (18)

The literal listener posterior for feature fm(ô) is

PL0
(on | fm(ô), O(t)) =

P (fm(ô) | on, O(t))P (on)∑
o∈O(t) P (fm(ô) | o,O(t))P (o)

, (19)

with likelihood

P (fm(ô) | on, O(t)) =

{
1, if on possesses fm(ô),

0, otherwise.
(20)

The speaker prefers features that maximize informativeness:

P (fm(ô) | ô, O(t)) =
|fm(ô)|−1∑
f∈F |f |−1

, (21)

where |f | is the number of objects in O(t) possessing feature f .
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For each feature, the target rank is

rankfm(ô)(ô) =
∣∣∣{on ∈ O(t) : PL0

(on | fm(ô), O(t)) ≥ PL0
(ô | fm(ô), O(t))

}∣∣∣ . (22)

The speaker selects the feature with the highest discriminability:

f̂ (t) = arg min
m=1,...,M

rankfm(ô)(ô). (23)

Listener At turn (t+ 1), the listener observes f̂ (t) and updates its posterior:

PL1
(on | f̂ (t), O(t)) =

P (f̂ (t) | on, O(t))P (on)∑
o∈O(t) P (f̂ (t) | o,O(t))P (o)

, (24)

with the same likelihood as above.

To model pragmatic inference, the listener simulates the speaker’s choice:

1. For each on ∈ O(t) with f̂ (t) ∈ on, compute features F (on).
2. Simulate the speaker selecting the most informative feature:

f∗
on = arg max

f∈F (on)
PL0

(on | f,O(t)). (25)

3. Retain on if f∗
on = f̂ (t).

The listener’s belief set is

BeliefSet(f̂ (t)) =
{
on ∈ O(t)

∣∣∣ f̂ (t) ∈ on and f∗
on = f̂ (t)

}
. (26)

The next candidate set is
O(t+2) = arg max

on∈BeliefSet(f̂(t))
PL1

(on | f̂ (t), O(t)), (27)

and if only one object remains, it is returned as the final selection.

Example Consider the example in Figure 2, where the object set is
O = {blue-smooth-square, green-smooth-square, blue-smooth-circle, blue-rough-circle},

with target object ô = blue-smooth-square. Let the features be color, texture, and shape.

SPEAKER CALCULATION The speaker evaluates each feature fm(ô) to choose the most informa-
tive one:

• Color = blue: occurs in {blue-smooth-square, blue-smooth-circle, blue-rough-circle}.

P (ô1 | blue,O) =
1/3

1/3 + 1/3 + 1/2
= 2/7

P (ô3 | blue,O) =
1/3

1/3 + 1/3 + 1/2
= 2/7

P (ô4 | blue,O) =
1/3

1/3 + 1/1 + 1/2
= 2/11

The listener would refer to blue-smooth-square and blue-smooth-circle.
• Texture = smooth: occurs in {blue-smooth-square, green-smooth-square, blue-smooth-circle}.

P (ô1 | smooth,O) =
1/3

1/3 + 1/3 + 1/2
= 2/7

P (ô2 | smooth,O) =
1/3

1/1 + 1/3 + 1/2
= 2/11

P (ô3 | smooth,O) =
1/3

1/3 + 1/3 + 1/2
= 2/7

The listener would refer to green-smooth-square which is not the target refernt object.
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• Shape = square: occurs in {blue-smooth-square, green-smooth-square}.

P (ô3 | square,O) =
1/3

1/3 + 1/3 + 1/2
= 3/8

P (ô4 | square,O) =
1/3

1/3 + 1/3 + 1/2
= 3/11

The listener would refer to blue-smooth-square which is the target referent object. The speaker
selects the feature with the highest discriminability: shape = square.

LISTENER CALCULATION At turn (t+ 1), the listener observes f̂ (t) = shape = square.

• Compute literal posterior for each object:

PL1
(on | shape = square, O) =

{
1/2, on ∈ {blue-smooth-square, green-smooth-square},
0, otherwise.

• Simulate speaker for each candidate in {blue-smooth-square, green-smooth-square}:
– blue-smooth-square:

PL0
(blue-smooth-square | color=blue) ≈ 0.25,

PL0
(blue-smooth-square | texture=smooth) ≈ 0.25,

PL0(blue-smooth-square | shape=square) ≈ 0.5

→ Speaker would select shape = square, matches observed → retain blue-smooth-
square.

– green-smooth-square:

PL0
(green-smooth-square | color=green) = 1,

PL0
(green-smooth-square | texture=smooth) ≈ 0.25,

PL0(green-smooth-square | shape=square) ≈ 0.5

→ Speaker would select color = green, does not match observed → discard green-
smooth-square.

• Construct BeliefSet:

BeliefSet(shape = square) = {blue-smooth-square}

• Final candidate set:

O(t+2) = BeliefSet(shape = square) = {blue-smooth-square},
which uniquely identifies the target object.

C.3 DATA CONSTRUCTION DETAILS

The data construction pipeline can be summarized as: (Feature Pair Bank Construction, Objective
Matrix and Object Construction)→ Dialogue Chain Computation→ LLM-based Dialogue Gener-
ation. Each step is illustrated as follows:

Feature Pair Bank Construction We first construct a curated set of binary feature pairs, each
representing a minimal semantic contrast (e.g., smooth vs. rough, graceful vs. clunky). This bank is
partitioned into two disjoint subsets to prevent data leakage between training stages.

• SFT Feature Pair Bank: A set of 86 pairs used to generate polished dialogue for super-
vised fine-tuning.

• RL Feature Pair Bank: A set of 25 pairs used exclusively to construct ranking-based
preference data for reinforcement learning.

This separation ensures a clean experimental boundary between learning phases, as the RL compo-
nent does not optimize on features the model has already seen during supervised training.
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Objective Matrix and Object Construction Each matrix in our system encodes a semantic map-
ping between feature dimensions and a set of candidate referents. An entry of 1 indicates that a
referent shares the same value as the target referent for a given feature, while 0 denotes a mismatch.

Mi,j =

{
1, if referent i matches target on feature j

0, otherwise

We generate a large pool of such binary matrices with varying shapes, denoted as m × n, where
n is the number of candidate referents and m is the number of features. To evaluate the reasoning
depth required to resolve each matrix, we simulate golden dialogues using Rational Speaker and
Listener models. This allows us to annotate each matrix with the number of rounds required to
uniquely identify the target referent through pragmatic inference. These selected matrices, along
with features from the feature pair bank, are then used to construct the object list and specify the
target object for each dialogue task.

Dialogue Chain Computation Using the constructed object list and the target object, we employ
the RSA model, illustrated in Appendix C.2, to compute the optimal dialogue chain. This process
involves iterative pragmatic inference, where a rational speaker chooses an utterance that maximally
reduces the listener’s uncertainty about the target object, and a rational listener updates their belief
distribution accordingly. The output is a sequence of features and object sets updates representing
the most efficient path to identifying the target.

LLM-based Dialogue Generation The final step is to use an LLM to translate the computed
dialogue chain into a natural, conversational format. The LLM takes the structured output of the
Bayesian computation as input and generates a realistic dialogue that mirrors the pragmatic choices
and reasoning depth of the chain, thereby creating a rich dataset for training and evaluation. In this
process, we used four prompts:

RSA Conversation Generation Prompt #1

You’re awesome at making dialogue sound natural and conversational! I need your help
turning this robotic dialogue into something that feels like real people chatting.

Scenario Overview:
- This is a guessing game: the Speaker describes an object, and the Listener tries to guess
what it is.
- The target object the Speaker is referring to is: {target referent}.
- The Listener needs to figure out what object the Speaker means, using this format when
they finally guess: “I know the target object. It is ...”
- Here are all the possible objects being referred to: {referent set}.

Original dialogue:
{dialogue}

This dialogue serves as the backbone of your refined version. Your task is to revise
it to a real-world conversation, while maintaining the basic contents: the feature or the
object(s).

Transform the original dialogue to sound friendly, casual, and human, while keeping
the structure and meaning the same. Instructions for the generated dialogue:
1. Keep the same number of lines, turns, and speakers as the original.
2. Each casual line must match the original’s meaning and content, just in a more natural
tone.
3. Make it sound like real people chatting—relaxed, informal, and friendly.
4. Use casual phrases, natural pauses, filler words (like “um,” “you know”), and everyday
language.
5. Keep each line around 70 words—brief, but with a conversational feel.

Output Format:
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Just give me the improved dialogue in this exact format:
Speaker: [Casual version]
Listener: [Casual version]
Speaker: [Casual version]
Listener: [Casual version]
...

RSA Conversation Generation Prompt #2

You are a professional dialogue refinement specialist with expertise in formal commu-
nication. Please enhance the following machine-generated dialogue to exhibit more
sophisticated and academically appropriate language.

Background Information:
- This is a referential communication task: the Speaker describes an object, and the Listener
tries to guess what it is.
- The Speaker is attempting to identify the target object: {target referent}.
- The Listener is required to determine the target object based on the Speaker’s descriptive
language. The Listener must determine the target object based on the Speaker’s description.
When making a final guess, the Listener must use the format: “I know the target object. It is
...”
- The available candidate objects include: {referent set}.

Original dialogue:
{dialogue}

This dialogue serves as the backbone of your refined version. Your task is to revise
it to reflect formal, professional, and academically appropriate language, while maintaining
the basic contents: the feature or the object(s).

Please refine the dialogue to exhibit formal, professional, and academically appropri-
ate language, while keeping the original structure and intent intact. Your refined dialogue
should meet the following criteria:
1. Keep the same number of lines, turns, and speakers as the original.
2. Preserve the logical progression and communicative function of the original exchange.
3. Use clear, precise, and elevated vocabulary.
4. Incorporate formal discourse markers and transitional phrases to guide the conversation.
5. Ensure the dialogue mimics professional and academic discourse.
6. Each utterance should be approximately 50 words in length.
7. Reflect a tone suitable for academic, research, or professional contexts.

Output Format:
Please return only the refined dialogue in the following format:
Speaker: [Refined content]
Listener: [Refined content]
Speaker: [Refined content]
Listener: [Refined content]
...

RSA Conversation Generation Prompt #3

You are an expert at refining dialogue with a rich vocabulary. Please polish the following
machine-generated dialogue to make it sound more natural and realistic.

Background information:
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- This is a referential game: the Speaker describes an object, and the Listener tries to guess
what it is.
- The Speaker is trying to refer to the target object: {target referent}.
- The Listener needs to identify the target object based on the Speaker’s description. When
they finally guess the object, they must use the format: “I know the target object. It is ...”
- The candidate objects include: {referent set}.

Original dialogue:
{dialogue}

This dialogue serves as the backbone of your refined version. Your task is to revise
it into natural and fluent language with rich language, while maintaining the basic contents:
the feature or the object(s).

Please polish the above dialogue to make it sound more natural, keeping the structure
and meaning the same, with the following requirements:
1. Keep the same number of lines, turns, and speakers as the original.
2. Keep the logic and purpose of the dialogue unchanged.
3. Use more natural and fluent language.
4. Add appropriate discourse markers, pauses, etc.
5. Make the dialogue sound like a real conversation between people.
6. The length should be about 70 words for each utterance.
7. The vocabulary should be richer.

Please return only the polished dialogue in the following format:
Speaker: [Polished content]
Listener: [Polished content]
Speaker: [Polished content]
Listener: [Polished content]
...

RSA Conversation Generation Prompt #4

You are an expert at refining dialogue with a rich vocabulary. Please polish the following
machine-generated dialogue to make it sound more natural and realistic.

Background information:
- This is a referential game: the Speaker describes an object, and the Listener tries to guess
what it is.
- The Speaker is trying to refer to the target object: {target referent}.
- The Listener needs to identify the target object based on the Speaker’s description. When
they finally guess the object, they must use the format: “I know the target object. It is ...”
- The candidate objects include: {referent set}.

Original dialogue:
{dialogue}

This dialogue serves as the backbone of your refined version. Your task is to revise
it to a real-world dialogue, while maintaining the basic contents: the feature or the object(s).

Please polish the above dialogue to make it sound more natural, keeping the structure
and meaning the same, with the following requirements:
1. Keep the same number of lines, turns, and speakers as the original.
2. Keep the logic and purpose of the dialogue unchanged.
3. Use more natural and fluent language.
4. Add appropriate discourse markers, pauses, etc.
5. Make the dialogue sound like a real conversation between people.
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6. Keep the dialogue concise; avoid unnecessary length.
7. The vocabulary should be very simple.

Please return only the polished dialogue in the following format:
Speaker: [Polished content]
Listener: [Polished content]
Speaker: [Polished content]
Listener: [Polished content]
...

C.4 GAME REWARD

The reward in Cooperative RSA is strongly affected by the parameter γ, as shown in Appendix C.4.
Values of γ > 1 strongly encourage agents to complete the game in fewer turns, whereas γ < 1
offers a more moderate incentive.

min conv #(features)
0

0.5

1

conv turn tconv

R
R

SA

γ = 1 (linear)
γ = 2
γ = 0.5

Figure 5: Higher γ leads to stronger penalties for exceeding optimal turns.

D IMPLEMENTATION DETAILS

To implement FoPO, the typical backward() pass is replaced by four separate calls to
torch.autograd.grad to compute and assign gradients for each parameter via p.grad =
.... By clearing the computational graph’s cache after each call, we ensure that GPU memory
usage remains on par with a standard PPO implementation. FoPO’s total training time is roughly
3–3.5× that of PPO due to the multiple gradient computations. Compared to PPO, the training time
for ArCHer is about eight times greater. Its memory usage also fluctuates, with a peak consumption
that is approximately twice PPO’s.

E LLM AGENT PROMPTS

E.1 TASK PROMPTS

For each task, we prepare a set of prompts. During training, a single prompt is randomly selected
from this set. Notably, the prompts for Competitive Taboo are used to generate conversations for the
Competitive Taboo dataset.

Cooperative RSA For the Cooperative RSA task, the following prompts were used in the imple-
mentation:
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Cooperative RSA Task Prompt #1

Embark on the collaborative challenge of the Rational Speech Act Game, where players
assume the roles of either speaker or listener.

The speaker enters the game with a covertly assigned target object, while the listener
starts without knowledge of this object. The speaker’s goal is to effectively guide the
listener toward identifying the target object, thereby securing victory. However, there’s a
rule: the speaker may only provide one feature per turn.

Simultaneously, the listener’s task is to deduce the target object and present possible
target referent objects at each turn. The listener benefits from the ability to suggest multiple
possible target referent object sets during their turn. If the listener identifies the target
object, they can declare “I know the target object! It is ‘target object‘!”

During each turn, the speaker should carefully choose a feature of the target object
that delivers the most valuable information to the listener, while the listener adjusts their
possible target referent objects based on the previous turn’s information.

Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring framework rewards efficiency: the fewer turns required to identify the
target object, the higher the score achieved.

Cooperative RSA Task Prompt #2

Step into the strategic collaboration called the Rational Speech Act Game, where the roles
of speaker and listener are central to the gameplay.

The speaker embarks on this journey with a secretly assigned target object, while the
listener begins unaware of this object. The speaker’s challenge is to successfully guide the
listener toward identifying the target object, which would result in a win. However, there’s
a limitation: the speaker is only permitted to share one feature per turn.

On the other side, the listener’s mission is to figure out the target object and present
possible target referent objects at each turn. The listener has the advantage of being able
to propose multiple possible target referent object sets during their turn. If the listener
identifies the target object, they can reveal “I know the target object! It is ‘target object‘!”

At each turn, the speaker should strategically select a feature of the target object that
provides the listener with maximum informational value, while the listener updates their
possible target referent objects based on the previous turn’s insights.

Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring system prioritizes efficiency: fewer turns taken to identify the target ob-
ject result in higher scores.

Cooperative RSA Task Prompt #3

Dive into the collaborative challenge known as the Rational Speech Act Game, where two
players take on specific roles: the speaker and the listener.

The speaker starts the game with a secret target object assignment, while the listener
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remains in the dark about this object. The speaker’s objective is to effectively guide the
listener toward identifying the target object, thereby achieving victory. However, there’s a
constraint: the speaker can only provide one feature per turn.

Concurrently, the listener’s challenge is to deduce the target object and present possi-
ble target referent objects at each turn. The listener enjoys the flexibility of being able
to suggest multiple possible target referent object sets during their turn. If the listener
identifies the target object, they can express “I know the target object! It is ‘target object‘!”.

During each turn, the speaker should aim to provide a feature of the target object
that offers the listener the most valuable information, while the listener refines their possible
target referent objects based on the previous turn’s revelations.

Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring mechanism emphasizes efficiency: achieving target object identification
in fewer turns yields higher scores.

Cooperative RSA Task Prompt #4

Immerse yourself in the collaborative strategy game called the Rational Speech Act Game,
featuring two distinct roles: the speaker and the listener.

As the game begins, the speaker is covertly assigned a target object, which remains a
mystery to the listener. The speaker’s mission is to skillfully guide the listener toward
correctly identifying the target object, which would secure a win. However, there’s a
restriction: the speaker may only offer one feature per turn.

Meanwhile, the listener is engaged in a process of deduction, attempting to deter-
mine the target object and presenting possible target referent objects at each turn. The
listener benefits from the ability to suggest multiple possible target referent object sets
during their turn. If the listener identifies the target object, they can state “I know the target
object! It is ‘target object‘!”

At each turn, the speaker should strategically provide a feature of the target object
that maximizes the informational benefit for the listener, while the listener updates their
possible target referent objects based on the previous turn’s information.

Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring framework rewards efficiency: fewer turns required to identify the target
object result in higher scores.

Cooperative RSA Task Prompt #5

Play the game of the Collaborative Rational Speech Act Game. In this game, there are two
players: a speaker and a listener.

At the beginning, the speaker is assigned a target object, with which the listener is
not informed. The task of the speaker is to guide the listener to guess the target object, and
then they win the game. However, the speaker is only allowed to give one feature per turn.

At the same time, the listener tries to figure out the target object and gives the possi-
ble target referent objects at each turn. The listener can give more than one possible target
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referent object set at each turn. If the listener identifies the target object, he can say “I know
the target object! It is ‘target object‘!”

At each turn, the speaker should try to give a feature of the target object that pro-
vides the listener with the most information, and the listener would update the possible
target referent objects from the previous turn.

Remember, the listener can only update his referent set from the previous turn’s guess; he
cannot add new referents.

The fewer turns they take to guess the target object, the higher the score they get.

Cooperative RSA Task Prompt #6

Dive into the strategic collaboration known as Rational Speech Act Game, where two
players assume distinct roles: the speaker and the listener.

To commence the game, the speaker receives a target object in secret, while the lis-
tener remains unaware of this object. The speaker’s challenge is to effectively guide the
listener toward correctly identifying the target object, which would result in a win. However,
there’s a limitation: the speaker can only share one feature per turn.

Concurrently, the listener embarks on a quest to determine the target object and must
present possible target referent objects at each turn. The listener enjoys the advantage of
being able to propose multiple possible target referent object sets during their turn. If the
listener identifies the target object, they can proclaim “I know the target object! It is ‘target
object‘!”

At each turn, the speaker should strategically select a feature of the target object that
provides the listener with maximum informational value, while the listener refines their
possible target referent objects based on the previous turn’s revelations.

Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring mechanism emphasizes efficiency: achieving the target object identifica-
tion in fewer turns yields higher scores.

Cooperative RSA Task Prompt #7

Step into the cooperative challenge of the Rational Speech Act Game, a game designed for
two players: one acting as the speaker, the other as the listener.

In the opening phase, the speaker is discreetly given a target object, which is kept
hidden from the listener. The speaker’s goal is to successfully lead the listener to identify
the target object, thereby claiming victory. However, there’s a rule: the speaker is restricted
to providing only one feature per turn.

At the same time, the listener’s task is to figure out the target object and present pos-
sible target referent objects at each turn. The listener has the liberty to suggest multiple
possible target referent object sets during their turn. If the listener identifies the target
object, they can announce “I know the target object! It is ‘target object‘!”

During each turn, the speaker should carefully choose a feature of the target object
that delivers the most valuable information to the listener, while the listener adjusts their
possible target referent objects based on the previous turn’s insights.
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Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring system prioritizes efficiency: the fewer turns taken to identify the target
object, the higher the score achieved.

Cooperative RSA Task Prompt #8

Engage in the collaborative challenge of Rational Speech Act Game, featuring two partici-
pants: one takes on the role of the speaker, while the other serves as the listener.

Initially, the speaker is secretly assigned a target object, which remains unknown to
the listener. The speaker’s objective is to strategically guide the listener toward identifying
the target object, thereby securing victory. However, there’s a constraint: the speaker may
only provide one feature per turn.

Simultaneously, the listener’s mission is to deduce the target object and present pos-
sible target referent objects at each turn. The listener has the flexibility to offer multiple
possible target referent object sets during their turn. If the listener identifies the target
object, they can declare “I know the target object! It is ‘target object‘!”

During each turn, the speaker should aim to provide a feature of the target object
that maximizes the information available to the listener, while the listener updates their
possible target referent objects based on the previous turn’s information.

Remember, the listener can only update their referent set from the previous turn’s
guess; they cannot add new referents.

The scoring system rewards efficiency: fewer turns required to guess the target ob-
ject results in higher scores.

Competitive Taboo For the task of Competitive Taboo, the following task prompts were adopted
during the implementation:

Competitive Taboo Task Prompt #1

Play the game of Adversarial Taboo. In this game, there are two players, an attacker and a
defender.

At the beginning, the attacker is assigned a target word, with which the defender is
not informed. The task of the attacker is to induce the defender to utter the target word
unconsciously, and then the attacker wins the game. However, the attacker is not allowed to
utter the target word; otherwise, the attacker loses.

At the same time, the defender tries to figure out the target word. If the defender
identifies the target word, he can say “I know the word! It is ‘target word‘!”. Then the
defender wins. Remember, the defender can only guess the word once; otherwise, he will
directly lose the game.

The game has {max turns} turns. if nobody wins during {max turns} turns, there is
a tie.
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Competitive Taboo Task Prompt #2

Engage in the strategic contest of Adversarial Taboo, a game involving two participants:
one assumes the role of the attacker, while the other is the defender.

Initially, the attacker is secretly given a target word, which remains unknown to the
defender. The attacker’s objective is to cleverly prompt the defender to say the target word
without realizing it. If the defender does so, the attacker triumphs. However, the attacker
must refrain from saying the target word themselves; doing so results in an immediate loss.

Concurrently, the defender’s goal is to deduce the target word. Upon successful
identification, the defender may confidently declare, “I know the word! It is ’target word’!”
If correct, the defender claims victory. It’s crucial to note that the defender is granted only
one opportunity to guess the word correctly; any additional guesses lead to an automatic
failure.

The game unfolds over {max turns} rounds. Should neither player succeed within
these turns, the game ends in a draw.

Competitive Taboo Task Prompt #3

Dive into the cunning duel known as Adversarial Taboo, where two contenders face off: one
as the attacker, the other as the defender.

To kick things off, the attacker is covertly assigned a target word, which is kept se-
cret from the defender. The attacker’s mission is to subtly coax the defender into saying this
word without their awareness. Success means victory for the attacker. But there’s a catch:
if the attacker slips up and says the word themselves, they lose.

Meanwhile, the defender is on a quest to uncover the target word. Should the de-
fender succeed and exclaim, “I know the word! It is the ’target word’! Then victory is
theirs. Caution is key for the defender, who is allowed only a single guess at the word; any
more and they automatically lose.

This mind game is played in {max turns} rounds. If at the end of these rounds no
one has won, the match is declared a tie.

Competitive Taboo Task Prompt #4

Step into the challenge of Adversarial Taboo, a game for two: one as the attacker, the other
as the defender.

In the beginning, a target word is secretly given to the attacker, unknown to the de-
fender. The attacker’s challenge is to lead the defender to say the target word without their
knowledge, securing a win for the attacker. But there’s a twist: the attacker must avoid
saying the target word themselves, or they forfeit the game.

Simultaneously, the defender is on a mission to guess the target word. If the de-
fender figures it out, they can announce, “I know the word! It is ’target word’!” and if
they’re right, they win. However, the defender must tread carefully, as they have only one
chance to guess correctly; a wrong guess means instant defeat.

The game proceeds over {max turns} rounds. If neither player prevails within these
rounds, the game ends in a stalemate.
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Competitive Taboo Task Prompt #5

Immerse yourself in the strategic face-off called Adversarial Taboo, where two roles are in
play: an attacker and a defender.

As the game sets in motion, the attacker is discreetly handed a target word, which
remains a secret to the defender. The attacker’s goal is to subtly manipulate the defender
into saying this specific word without their awareness, which would result in a win for the
attacker. But there’s a rule: the attacker must never speak the target word themselves, or
they will be defeated.

Concurrently, the defender is engaged in a mental game of detection, aiming to iden-
tify the target word. If the defender manages to pinpoint the word, they can declare, “I
know the word! It is target word!” A correct identification means the defender wins. It’s
important to note that the defender gets only one shot at guessing the word; any incorrect
guess leads to an immediate loss.

The game unfolds across {max turns} rounds. If by the end of these turns no one
has emerged victorious, the game is considered a draw.

Competitive Taboo Task Prompt #6

Step into the intriguing game known as Adversarial Taboo, where the roles of defender and
attacker are pivotal.

The defender embarks on a cerebral journey, unaware of the secret target word that
the attacker has been given. The defender’s challenge is to uncover this word. A correct
declaration of “I know the word! It is a target word!” It secures a win for the defender.
However, they must tread carefully, as they have only one chance to guess correctly; any
incorrect guess spells instant defeat.

On the other side of the gameboard, the attacker is tasked with a delicate mission: to
nudge the defender into saying the target word without their conscious realization. Success
in this stealthy endeavor means victory for the attacker. But there’s a catch: if the attacker
accidentally mentions the target word, they lose the game.

The tension builds over four rounds. If by the end of these rounds the game has not
been won, it is declared a stalemate.

Competitive Taboo Task Prompt #7

Dive into the strategic duel known as Adversarial Taboo, where two roles emerge: a
defender and an attacker.

The defender starts off in the dark, with the attacker being secretly assigned a target
word. The defender’s mission is to deduce this word. If successful, they can proclaim, “I
know the word! It is the ’target word’! and claim victory. But caution is key — the defender
is allowed only one guess. A wrong guess results in an immediate loss.

Meanwhile, the attacker’s aim is to covertly lead the defender to say the target word
without their knowledge. If the defender speaks the word unwittingly, the attacker triumphs.
However, if the attacker slips and says the target word themselves, they lose.

The game is played over {max turns} rounds. If no winner is determined after these
rounds, the game ends in a tie.
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Competitive Taboo Task Prompt #8

Embark on the strategic challenge of Adversarial Taboo, where players assume the roles of
either attacker or defender.

The defender enters the game blind to the secret target word that only the attacker
knows. The goal for the defender is to guess this word. If they can confidently assert, “I
know the word! It is target word!” they win. But they must be cautious, as they have only
one opportunity to make a correct guess; a wrong guess means they lose.

Conversely, the attacker’s goal is to subtly coax the defender into saying the target
word without them being aware of it. If the defender says the word, the attacker wins.
However, should the attacker accidentally say the target word themselves, they forfeit the
game.

The game unfolds over the course of {max turns} rounds. If neither player has achieved
victory by the end of the {max turns} round, the game ends in a draw.

E.2 ROLE PROMPTS

Cooperative RSA In the task of Cooperative RSA, the prompts for the speaker and the listener
are as follows:

Speaker Prompt

### Instruction: You are the pragmatic rational speaker. The target object is ‘{target}’ and
the object list is ‘{object list}’. Provide your response, including the object feature.

### Response:

Listener Prompt

### Instruction: You are the pragmatic rational listener. The object list is ‘{object list}’.
Provide your inferred target object or the possible target object sets.

### Response:

Competitive Taboo In the task of Competitive Taboo, the prompts for the attacker and the de-
fender are as follows:

Attacker Prompt

### Instruction: You are the attacker. The target word is ‘target‘. Provide your response for
the next turn.

### Response:

Defender Prompt

### Instruction: You are the defender. Provide your response to infer the target word.

### Response:
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F SAMPLES

F.1 COOPERATIVE RSA DATA SAMPLE

Table 4 shows a sample from the Cooperative RSA dataset.

Table 4: A data instance from the Cooperative RSA dataset.
Target Object: loud-weak-late-lean
Object List: loud-weak-late-lean, quiet-strong-early-fat, quiet-strong-early-
lean, quiet-strong-late-fat, quiet-strong-late-lean, loud-weak-early-fat, loud-
weak-early-lean, loud-weak-late-fat
Chain: [Speaker: loud, Listener: loud-weak-late-lean, loud-weak-early-fat,
loud-weak-early-lean, loud-weak-late-fat, Speaker: late, Listener: loud-weak-
late-lean, loud-weak-late-fat, Speaker: lean, Listener: loud-weak-late-lean]

Conversation
Role Turn
Speaker To initiate the identification process, I would like to highlight the attribute “loud”

as a salient feature of the target object. Please consider all candidate objects
that possess this particular characteristic as we proceed with the elimination and
selection process.

Listener In response to your specification, I have narrowed the potential candidates to
the following objects, each of which is characterized by the attribute “loud”:
(’loud, weak, late, lean’), (’loud, weak, early, fat’), (’loud, weak, early, lean’),
and (’loud, weak, late, fat’).

Speaker Building upon the previous description, I would now like to specify that the
target object is further distinguished by the attribute “late.” Kindly refine your
consideration to those objects which simultaneously exhibit both “loud” and
“late” as defining features.

Listener Taking into account your most recent clarification, I have reduced the set of
plausible candidates to two objects: (’loud, weak, late, lean’) and (’loud, weak,
late, fat’), both of which possess the attributes “loud” and “late.”

Speaker To further delineate the target object, I would like to introduce the attribute
“lean” as a critical distinguishing characteristic. This should enable you to iden-
tify the precise object among the remaining options.

Listener Based on the cumulative information you have provided—specifically, the at-
tributes “loud,” “late,” and “lean”—I am confident in my assessment. I know
the target object. It is (’loud, weak, late, lean’).

F.2 COMPETITIVE TABOO DATA SAMPLE

Table 5 shows a sample from the Competitive Taboo dataset.

F.2.1 FOPO GENERATION SAMPLES

The generated conversations from the Cooperative RSA and Competitive Taboo tasks, produced by
FoPO Meta-Llama-3-8B-Instruct, are shown in Table 6 and Table 7.

F.3 PPO GENERATION SAMPLE

It is highly probable that the Meta-Llama-3-8B-Instruct model, when trained with PPO on the Com-
petitive Taboo task, exhibits reward hacking. This conclusion is supported by an analysis of the
conversations generated by the PPO-trained model, a representative example of which is provided
in Table 8.
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Table 5: A data instance from the Competitive Taboo dataset.
Target Word: One

Conversation
Role Turn
Attacker If you had to choose a number that symbolizes unity or the beginning of a se-

quence, which would you pick?
Defender I would probably select something straightforward, perhaps the initial digit used

when counting.
Attacker That makes sense! Often, when people start counting out loud, what’s the first

thing they typically say?
Defender When people start counting out loud, they usually say the very first numeral,

often used as the starting point for sequences.
Attacker Consider numbers that are often viewed as singular or representing individual-

ity—what digit comes to mind first?
Defender I know the word! It is “one!”

Table 6: A data instance from the Cooperative RSA dataset.
Target Object: muted-rough-soggy-no-bumpy
Object List: muted-rough-soggy-no-bumpy, echoing-smooth-crisp-yes-flat,
echoing-smooth-crisp-no-bumpy, echoing-smooth-soggy-yes-bumpy, muted-
rough-crisp-no-bumpy

Conversation
Role Turn
Speaker I’m thinking of something that feels rough to the touch.
Listener Okay, so that could be either the one that’s muted, rough, soggy, and no, or the

one that’s muted, rough, crisp, and no, but bumpy.
Speaker And to narrow it down, it’s definitely soggy.
Listener I know the target object. It is muted, rough, soggy, and no, bumpy.

Table 8: A PPO-generated conversation, where the target word is “rov-
ingly.”

Role Conversation

Attacker Thank you for the introduction. I’m excited to start this game of Adversarial
Taboo. It’s a fascinating game that requires strategy and creativity. Let’s begin.
Our topic is quite broad, which is great because it allows us to explore many
interesting ideas. To get us started, I’d like to ask you a question. When you
think about language and communication, what comes to mind? Are there any
particular aspects that you find particularly interesting or challenging? Are there
any areas where you think language and communication could be improved or
optimized? I’m looking forward to hearing your thoughts.

Continued on next page
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Table 8 – A PPO-generated conversation, where the target word is “rovingly.”

Role Conversation

Defender That’s a great question to start with. When I think about language and com-
munication, I’m immediately drawn to the complexities and nuances of human
interaction. I find it fascinating how language can be both a powerful tool for
connection and understanding, yet also a source of miscommunication and con-
flict. I think one of the most interesting aspects of language is its ability to
convey meaning beyond the literal sense of the words. For example, tone, con-
text, and cultural background can all influence how a message is received and
interpreted. This subtlety is what makes language so rich and dynamic, yet also
prone to misinterpretation. As for challenges, I think one of the biggest hurdles
is the potential for language to be used as a barrier rather than a bridge. When
we communicate, we’re not just conveying information; we’re also conveying
emotions, values, and beliefs. This can lead to misunderstandings and conflicts,
especially when there are cultural or linguistic differences at play. In terms of
areas where language and communication could be improved or optimized, I
think one key area is in active listening. So often, we’re more focused on get-
ting our point across than truly listening to the other person. This can lead to
a lack of empathy and understanding, which can have serious consequences in
personal and professional

Attacker I completely agree with you. The nuances of language and communication are
indeed fascinating, and the complexities you mentioned are what make human
interaction so rich and multifaceted. I think you’re spot on about the importance
of active listening. It’s easy to get caught up in our own thoughts and opin-
ions, and forget to truly hear what the other person is saying. This can lead to
misunderstandings and conflicts, as you mentioned. It’s almost as if we’re so
focused on our own perspective that we forget to consider the other person’s
perspective, and that can lead to a breakdown in communication. It’s interest-
ing that you bring up the idea of language being used as a barrier rather than a
bridge. I think this is particularly relevant in today’s globalized world, where
people from different cultures and backgrounds are interacting with each other
more frequently than ever before. It’s crucial that we develop strategies to over-
come these barriers and foster greater understanding and empathy. Speaking of
strategies, I’ve noticed that some people are naturally more adept at navigating
these complexities than others. Do you think there are certain traits or skills
that are more conducive to effective communication, or is it more of a learned
behavior? For example, are certain personality types more likely to be effective
communicators, or is it more about

Continued on next page
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Table 8 – A PPO-generated conversation, where the target word is “rovingly.”

Role Conversation

Defender That’s a great question. I think effective communication is a combination of
both natural traits and learned behaviors. While some people may be more nat-
urally inclined towards being good communicators, it’s also an skill that can be
developed and refined over time. I agree that certain personality types may be
more likely to be effective communicators, such as those who are empathetic,
curious, and open-minded. However, I also believe that anyone can improve
their communication skills with practice, self-awareness, and a willingness to
learn. In terms of learned behaviors, I think active listening, as we discussed
earlier, is a crucial skill for effective communication. It’s not just about hearing
the words, but also about understanding the context, tone, and emotions behind
them. Additionally, being aware of one’s own biases and assumptions, as well
as being willing to ask questions and clarify misunderstandings, are all impor-
tant aspects of effective communication. It’s also important to note that effective
communication is not just about conveying information, but also about building
relationships and establishing trust. This requires a combination of verbal and
non-verbal cues, such as body language, tone of voice, and empathy. Overall, I
think effective communication is a complex skill that requires a combination of
natural traits and learned behaviors. It’s

Attacker I completely agree with you. Effective communication is indeed a complex skill
that requires a combination of natural traits and learned behaviors. It’s fascinat-
ing to think about how individuals can develop their communication skills over
time, and how it’s not just about conveying information, but also about building
relationships and establishing trust. I’d like to dive a bit deeper into the concept
of building relationships and establishing trust. You mentioned earlier that it’s
not just about verbal and non-verbal cues, but also about empathy. I think em-
pathy is a crucial aspect of building strong relationships and establishing trust.
When we’re able to put ourselves in someone else’s shoes and understand their
perspective, it can create a sense of connection and understanding. It’s interest-
ing to think about how this concept of empathy can be applied in different con-
texts. For example, in a business setting, empathy can be used to build strong
relationships with clients and customers. In a personal setting, it can be used to
build strong relationships with friends and family. And in a global context, it
can be used to build bridges between different cultures and communities. Can
you think of any examples where empathy has been used effectively to build
relationships and establish trust? Perhaps in a business or personal context, or
even in a global context? I’m curious to hear your
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Table 8 – A PPO-generated conversation, where the target word is “rovingly.”

Role Conversation

Defender Absolutely, empathy is a crucial aspect of building strong relationships and es-
tablishing trust in various contexts. I think one of the most compelling examples
of empathy being used effectively is in the field of conflict resolution. For in-
stance, mediators and negotiators often use active listening and empathy to un-
derstand the perspectives and needs of all parties involved in a conflict. By doing
so, they can help parties find common ground and reach a mutually beneficial
agreement. In a business context, empathy can be used to build strong rela-
tionships with clients and customers. For example, companies like Zappos and
Nordstrom are known for their exceptional customer service, which is rooted
in empathy and understanding. They take the time to listen to their customers’
needs and concerns, and go above and beyond to ensure they’re satisfied. In a
personal context, empathy can be used to build strong relationships with friends
and family. For instance, when someone is going through a tough time, a empa-
thetic friend or family member can offer emotional support and understanding,
which can be incredibly comforting and help to strengthen the bond between
them. In a global context, empathy can be used to build bridges between dif-
ferent cultures and communities. For example, organizations like the Red Cross
and Doctors Without Borders use empathy to understand the needs of people
affected by conflicts, natural

Attacker Those are all excellent examples of empathy being used effectively in differ-
ent contexts. The use of active listening and empathy in conflict resolution is
particularly noteworthy, as it can help to diffuse tensions and create a more con-
structive dialogue. I also appreciate your mention of companies like Zappos and
Nordstrom, which prioritize customer service and empathy. It’s clear that these
companies understand the importance of building strong relationships with their
customers, and that empathy is a key component of that. In terms of personal
relationships, I think empathy is especially important when navigating difficult
conversations or situations. For example, when someone is going through a
divorce or a serious illness, empathy can be a powerful tool for providing sup-
port and comfort. It’s not just about offering words of encouragement, but also
about being present and understanding in the moment. Regarding global con-
texts, I agree that organizations like the Red Cross and Doctors Without Borders
are excellent examples of empathy in action. They’re able to provide critical
support and aid to people in need, often in the most challenging and difficult cir-
cumstances. It’s a testament to the power of empathy to transcend borders and
cultures, and to bring people together in a shared humanity. Speaking of shared
humanity, I’d like to explore the idea of “shared experiences” and how they can
bring people together. Can

Continued on next page

33



1782
1783
1784
1785
1786
1787
1788
1789
1790
1791
1792
1793
1794
1795
1796
1797
1798
1799
1800
1801
1802
1803
1804
1805
1806
1807
1808
1809
1810
1811
1812
1813
1814
1815
1816
1817
1818
1819
1820
1821
1822
1823
1824
1825
1826
1827
1828
1829
1830
1831
1832
1833
1834
1835

Under review as a conference paper at ICLR 2026

Table 8 – A PPO-generated conversation, where the target word is “rovingly.”

Role Conversation

Defender I completely agree with you. Shared experiences can be a powerful way to bring
people together and create a sense of connection. Whether it’s a personal ex-
perience, a cultural tradition, or a global event, shared experiences can help to
break down barriers and foster a sense of community. I think one of the most
powerful examples of shared experiences is in the realm of storytelling. When
people share their personal stories, it can create a sense of empathy and under-
standing that can be incredibly powerful. For instance, when people share their
experiences of overcoming adversity, it can inspire and motivate others to do the
same. Similarly, when people share their cultural traditions and customs, it can
help to break down stereotypes and foster greater understanding and apprecia-
tion. In terms of global contexts, I think shared experiences can be particularly
important in bridging cultural and linguistic divides. For instance, when people
come together to share a common goal or experience, such as a global event or a
humanitarian crisis, it can create a sense of shared humanity that transcends cul-
tural and linguistic barriers. This can be particularly powerful in times of crisis,
when people may be more likely to come together and support one another. In
addition to storytelling and shared experiences, I think another important way to
bring people together is through shared values and principles. When people

Attacker I completely agree with you on the importance of shared experiences and values
in bringing people together. It’s fascinating to think about how these commonal-
ities can transcend cultural and linguistic barriers and create a sense of unity and
understanding. I’d like to explore this idea further by considering the concept of
“mobility” and how it can impact our experiences and interactions with others.
When we’re able to move freely and easily, it can open up new opportunities
for connection and understanding. For instance, traveling to new places and im-
mersing ourselves in different cultures can be a powerful way to broaden our
perspectives and build relationships with people from diverse backgrounds. On
the other hand, when mobility is restricted or limited, it can create challenges
and barriers to connection and understanding. For example, people with dis-
abilities may face obstacles in accessing public spaces or participating in social
activities, which can lead to feelings of isolation and disconnection. In your
opinion, how can we balance the importance of mobility and accessibility with
the need for connection and understanding in a globalized world? Are there any
strategies or approaches that you think could help to promote greater inclusiv-
ity and diversity in our interactions with others? I’m interested to hear your
thoughts on this.

Continued on next page

34



1836
1837
1838
1839
1840
1841
1842
1843
1844
1845
1846
1847
1848
1849
1850
1851
1852
1853
1854
1855
1856
1857
1858
1859
1860
1861
1862
1863
1864
1865
1866
1867
1868
1869
1870
1871
1872
1873
1874
1875
1876
1877
1878
1879
1880
1881
1882
1883
1884
1885
1886
1887
1888
1889

Under review as a conference paper at ICLR 2026

Table 8 – A PPO-generated conversation, where the target word is “rovingly.”

Role Conversation

Defender I completely agree with you that mobility and accessibility are crucial factors
in shaping our experiences and interactions with others. When we’re able to
move freely and easily, it can indeed open up new opportunities for connection
and understanding. On the other hand, when mobility is restricted or limited, it
can create challenges and barriers to connection and understanding, as you men-
tioned. In my opinion, balancing the importance of mobility and accessibility
with the need for connection and understanding in a globalized world requires
a multifaceted approach. Firstly, we need to prioritize inclusivity and accessi-
bility in our design and planning of public spaces, infrastructure, and services.
This means ensuring that they are accessible and usable by everyone, regardless
of their abilities or disabilities. Secondly, we need to promote digital accessi-
bility and online inclusivity. This can be achieved by making websites, apps,
and online platforms accessible and user-friendly for people with disabilities,
and by promoting digital literacy and skills training for all. Thirdly, we need to
foster a culture of empathy and understanding, where people are encouraged to
engage with and learn from each other’s perspectives and experiences. This can
be achieved through education and awareness campaigns, as well as through
community-based initiatives and programs that promote intercultural dialogue
and understanding. Finally, we need to recognize and
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Table 7: A FoPO-generated conversation in the task of Competitive Taboo, and the FoPO Defender
is the winner.

Target Word: Appetency
Conversation

Role Turn
Attacker Let’s begin. Imagine you’re at a restaurant, and you’re trying to decide what to

order. What’s the first thing you think about?
Defender I think about what type of food I’m in the mood for.
Attacker That’s a great point! Now, what if you were at a buffet and you’re scanning the

options? What’s the first thing you consider when choosing what to eat?
Defender I consider what’s visually appealing and what looks fresh.
Attacker That’s a good strategy. Now, let’s think about the first stage of the digestive

process. What’s the term for the desire or craving for food?
Defender I know the word! It is “appetency.”
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