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Abstract

How can large language models (LLMs)001
process and translate endangered languages?002
Many languages lack a large corpus to train a003
decent LLM; therefore existing LLMs rarely004
perform well in unseen, endangered languages.005
On the contrary, we observe that 2000 endan-006
gered languages, though without a large corpus,007
have a grammar book or a dictionary. We pro-008
pose LINGOLLM, a training-free approach to009
enable an LLM to process unseen languages010
that hardly occur in its pre-training. Our key011
insight is to demonstrate linguistic knowledge012
of an unseen language in an LLM’s prompt,013
including a dictionary, a grammar book, and014
morphologically analyzed input text. We imple-015
ment LINGOLLM on top of two models, GPT-4016
and Mixtral, and evaluate their performance on017
5 tasks across 8 endangered or low-resource018
languages. Our results show that LINGOLLM019
elevates translation capability from GPT-4’s 0020
to 10.5 BLEU for 10 language directions. Our021
findings demonstrate the tremendous value of022
linguistic knowledge in the age of LLMs for en-023
dangered languages. Our data, code, and model024
generations will be released to the public.025

1 Introduction026

Large language models (LLMs) are already power-027

ful in many language understanding and generation028

tasks (Brown et al., 2020; Ouyang et al., 2022).029

Their language processing capabilities rely on very030

large amounts of training data (Kaplan et al., 2020;031

Hoffmann et al., 2022). For example, a recent032

LLM Llama-2 uses a pre-training dataset with 2033

trillion tokens (Touvron et al., 2023). While lan-034

guages such as English or Spanish enjoy abundant035

accessible data, the majority of the world’s 7000036

languages lack a rich corpus, including most endan-037

gered languages recognized by UNESCO (Mose-038

ley, 2010). Existing LLMs such as Llama (Touvron039

et al., 2023) and GPT-4 show poor performance040

on languages that may not occur in pre-training041

Figure 1: Among the world’s ∼7000 languages, 95%
don’t have enough data (>100K sentences) for training
LLMs (Bapna et al., 2022), while most have a grammar
book (60%) or dictionary (75%) (Nordhoff and Ham-
marström, 2011), including many endangered languages
(Moseley, 2010). Therefore, we utilize these linguistic
descriptions to bring LLMs to endangered languages.

(Robinson et al., 2023). We believe that speakers 042

of endangered languages deserve equitable access 043

to NLP technologies including LLMs. How can we 044

enable an LLM with language processing capabili- 045

ties on unseen and endangered languages? 046

We are motivated by how human linguists ana- 047

lyze utterances in a language they don’t know — 048

they use existing grammar books and dictionaries. 049

Fortunately, thanks to the efforts of generations 050

of linguists over the years, many endangered lan- 051

guages have published dictionaries and descriptive 052

grammar. Compared to LLMs’ training corpora, 053

which mostly consist of unstructured text, these 054

linguistic descriptions have two major differences. 055

First, they are instructional. Though they are much 056

smaller than typical training sets, they contain ex- 057

plicit grammar rules of a language that can be used 058

as instructions for both LLMs and humans. Second, 059

linguistic descriptions have much broader cover- 060

age. As shown in Figure 1, very few languages 061

have training corpora, but most have documented 062

grammar or dictionary. However, directly using 063

these linguistic descriptions in an LLM’s prompt is 064

infeasible. A grammar book and a dictionary are 065

often too large to fill in the prompt of an LLM. 066

In this paper, we propose LINGOLLM, an effi- 067
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Figure 2: LINGOLLM significantly outperforms GPT-4
on 5 NLP tasks across 8 endangered or low-resource
languages.

cient approach to enable an LLM to process and068

translate unseen languages that never occur in its069

pre-training. Our key insight is to properly ex-070

ploit linguistic description of an unseen language,071

including a dictionary, a grammar book, and mor-072

phologically analyzed input text. LINGOLLM first073

preprocesses input text in an endangered language074

via a morphological analyzer and a dictionary, both075

from linguistic descriptions of the language. The076

inputs, annotated with grammar features and word-077

level translations, are passed to an LLM along with078

the grammar book. The LLM then translates the079

endangered language inputs to a high-resource lan-080

guage like English to process them. LINGOLLM081

is training-free as it only requires the underlying082

LLM to be instruction-tuned. LINGOLLM can083

adapt to languages according to the availability of084

different types of linguistic descriptions.085

We implement LINGOLLM on top of two mod-086

els, GPT-4 and Mixtral. Our experiments consist087

of a total of 5 tasks (including translation from/to088

English, mathematical reasoning, response selec-089

tion, word reordering, and keyword-to-text) in 8090

endangered/low-resource languages that are geo-091

graphically and typologically diverse. As shown in092

Figure 2, LINGOLLM significantly improves GPT-093

4’s performance on all 5 tasks by a large margin.094

Noticeably the translation quality increases from095

an incomprehensible 0.5 to 10 BLEU points.096

Our contributions are:097

• We propose LINGOLLM, an approach to inte-098

grate linguistic descriptions to process and trans-099

late text in endangered languages.100

• With the help of linguists, we build processing101

systems for 8 typologically and geographically102

diverse endangered or low-resource languages103

according to the availability of different linguistic 104

descriptions. 105

• Our experiments show superior performance of 106

LINGOLLM on all tasks, compared to strong 107

baselines (GPT-4 and Mixtral). LINGOLLM 108

elevates translation capability from GPT-4’s 0 109

BLEU to 10.5 BLEU for 10 language directions. 110

It improves GPT-4’s mathematical reasoning ac- 111

curacy from 18% to 75%, and response selection 112

accuracy from 43% to 63%. 113

2 Related Work 114

Various recent studies explore the possibility of 115

LLMs for low-resource languages on machine 116

translation (Hendy et al., 2023) and other NLP 117

tasks (Ahuja et al., 2023; Huang et al., 2023). Their 118

scope of evaluation mostly covers languages whose 119

resources are low but still exist. Hence LLMs can 120

still have a non-zero translation ability. We go be- 121

yond their scope towards languages that are truly 122

extinct where LLMs’ zero-shot translation of them 123

is near zero. Moreover, our method relies on ex- 124

ternal linguistic descriptions rather than internal 125

knowledge of LLMs, focusing on how LLMs can 126

utilize information they don’t know instead of how 127

they can “recall” information they have seen in 128

training. 129

Evaluating LLMs for Low-Resource Languages. 130

Many (Jiao et al., 2023; Hendy et al., 2023; Zhu 131

et al., 2023) suggest that LLMs do poorly on low- 132

resource languages. Robinson et al. (2023) evalu- 133

ated ChatGPT’s machine translation performance 134

on 204 languages and found that ChatGPT con- 135

sistently underperforms traditional machine trans- 136

lation models on low-resource languages. Ahuja 137

et al. (2023) evaluated several LLMs on 16 NLP 138

tasks and found significant performance drops on 139

low-resource languages. While their conclusions 140

corroborate our motivation, the languages they eval- 141

uate are very likely to exist in LLMs’ training set, 142

as indicated by LLMs’ significantly positive perfor- 143

mance in the zero-shot setting. On the contrary, the 144

focus of our paper is on endangered languages that 145

are truly extinct in the training data with near-zero 146

performance from LLMs. 147

Improving LLMs for Low-Resource Languages. 148

Existing studies improve LLMs’ performance on 149

low-resource languages via prompt engineering. 150

Few-shot prompting (Ahuja et al., 2023) puts input- 151

output pairs in the prompt as exemplars using differ- 152

ent selection strategies. Chain-of-thought prompt- 153
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Source Sentence

dim sg̲ asgitxu'm

Morph.
Analyzer Morphemes

dim sg̲ a-sgit-
PASS-1PL

Dict.
Gloss

PROSP block-
lie.on-PASS-1PL

LLM
Translation
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Grammar Book
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indicates that a verb
is first person plural.
...
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Dictionary Mapping
Gitksan

dim
sg̲ a
sgit
...

English
PROSP
block
lie on...

(in Gitksan)

Figure 3: LINGOLLM uses a morphological analyzer to transform the source sentence into morphemes, looks up
the morphemes in a dictionary to obtain the gloss, and finally feeds both the gloss and a grammar book to an LLM
to obtain the result.

ing further prompts the model to solve the problem154

step by step, either by explicit instruction (Huang155

et al., 2023) or by in-context examples of step-by-156

step answers (Shi et al., 2022).157

Another line of work relies on external modules158

and knowledge. Ahuja et al. (2023) uses commer-159

cial translation systems to first translate a task to160

English before giving it to LLMs. Gao et al. (2023)161

augments the input sequence with POS tagging.162

However, both commercial translators and POS163

taggers are hard to find for the languages we eval-164

uate. Our paper is closest to Tanzer et al. (2023),165

where they also depend on dictionaries and gram-166

mar books to translate an endangered language167

with LLMs. Their main goal was to propose an168

uncontaminated translation benchmark for evalu-169

ation purposes on a single endangered language.170

Compared to Tanzer et al. (2023), we go beyond171

machine translation to multiple NLP tasks and172

evaluate the proposed LINGOLLM extensively on173

8 endangered/low-resource languages that are di-174

verse. Also, we make use of morphological analyz-175

ers, an extra symbolic module that can be derived176

from grammar books.177

3 The LINGOLLM Approach178

Since we do not have enough data to fine-tune an179

LLM, LINGOLLM equips an LLM with linguis-180

tic knowledge to process text in an endangered181

language (Figure 3). We obtain a morphological182

analyzer, a dictionary, and a grammar description183

for each target language. Our method consists of184

four steps: 1) Given an utterance in an endangered185

language, we first use a morphological analyzer to186

split each word into morphemes; 2) We search for187

the closest matches from a dictionary for each mor-188

pheme to obtain an annotated gloss; 3) We prompt189

an instruction-tuned LLM with the annotated gloss190

and a grammar description to get the translation 191

in a high-resource language such as English; and 192

4) We further process the translated text using a 193

same LLM for the downstream task. 194

To adapt LINGOLLM to a new language, we first 195

collect linguistic descriptions with the help from 196

linguists. We use three types of linguistic descrip- 197

tions in LINGOLLM – morphological analyzers, 198

dictionaries, and grammar books. For all languages 199

studied in this paper, we look for references to 200

these descriptions on Glottolog1 and then collect 201

them via web interfaces or ebooks. For one type 202

of description, we build a universal interface to use 203

them despite different underlying formats. We list 204

the collected linguistic descriptions in Appendix C. 205

3.1 Morphological Analysis: 206

Source Sentence → Morphemes 207

A morphological analyzer is a program that maps 208

a word to a sequence of morphemes, the small- 209

est meaningful constituents. Morphemes include 210

stems that indicate concrete meanings and linguis- 211

tic features that indicate grammatical roles. For 212

example, an English morphological analyzer might 213

map cats to cat +Noun +Plural, where cat is a stem 214

and +Noun and +Plural are two features. Features 215

make it easier for people and LLMs to find out 216

the grammatical roles of a word, while stems are 217

more convenient for dictionary search than their 218

inflections and derivations. 219

We use existing finite-state morphological an- 220

alyzers to identify the stem and features of each 221

word in the source sentence. These analyzers are 222

written as finite-state transducer using the python 223

implementation of foma (Hulden, 2009). We di- 224

rectly apply them to the source words to obtain 225

the morphemes. For example, in Figure 3, the 226

1https://glottolog.org/
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Gitksan word sgasgitxu’m is transformed into four227

morphemes sga-sgi-PASS-1PL, where the stems228

are sga (meaning “to block”) and sgi (meaning “to229

lie on”), and the features indicate that it’s a verb230

with a passive voice whose subject is first person231

plural.232

One concern that may be raised about using mor-233

phological analyzers is their availability because234

they may not exist for as many languages as gram-235

mar books do. While there are no statistics about236

the availability of these analyzers, this issue can be237

resolved by having trained linguists create morpho-238

logical analyzers from grammar books.239

3.2 Dictionary Mapping:240

Morphemes → Gloss241

We use a dictionary to map the stems (morphemes242

with concrete meanings) to their dictionary defi-243

nitions. The word-level translations, along with244

the stems, constitute the gloss of the source sen-245

tence. The gloss can then be utilized by the LLM246

to formulate sentence-level translation. The dictio-247

nary mapping process is not as straightforward as248

it seems and can involve multiple steps.249

Step 0. Normalizing the script. Before we im-250

plement the mapping from source words to their251

translations, we must make sure the scripts used by252

the dictionary and the input are the same as those in253

the test set. This is often not the case, especially for254

endangered languages. For example, the Manchu255

dictionary we use (Norman, 2020) represents the256

phonemes /tSh/, /S/, /u/ as q, x, and v, while our257

Manchu inputs represent the three phonemes as c,258

š, and ū. We manually compare the written forms259

of the same words in the input and the dictionary260

to derive rules that map one script to another.261

Step 1. Deciding the input: words or stems? We262

can either use source words or their stems as the263

input to the dictionary, depending on the availabil-264

ity of a morphological analyzer and the scope of265

words in the dictionary. Usually, it is easier to find266

matches in the dictionary for word stems produced267

by a morphological analyzer. But we have to use268

the original words when such an analyzer is not269

available. Many dictionaries only have entries for270

one form of a verb. For example, Manchu dictionar-271

ies might only contain verbs in their present tense272

form with the suffix -mbi. When this is the case,273

we have to get the stems of the words first or use274

some sort of fuzzy matching.275

Step 2. Finding the closest match. Online dic-276

tionaries’ search algorithms often provide multiple277

possible matches for a word. In the case where we 278

are unable to retrieve the word stem or the word 279

stem does not exist in the dictionary, we would 280

not be able to find an exact match from the dictio- 281

nary and need to choose the closest match using 282

the edit distance. For instance, the word stem for 283

the Gitksan word mismaaxwsxum (a plural mark- 284

ing attribute meaning white) is mismaaxwsxw, but 285

we are unable to find mismaaxwsxw within the 286

Gitksan dictionary we use (Gitksan Research Lab, 287

2023). However, we can find the following par- 288

tial match, maaxwsxw or maxwsxw meaning “to 289

be white”, maaxws meaning “snow (on ground)”, 290

misaax meaning “daylight”, and sawnsxw meaning 291

“paper”. Using the edit distance as a selection met- 292

ric, we can retrieve the closest matches maaxwsxw 293

or maxwsxw that are most related to the word mis- 294

maaxwsxum. 295

Step 3. Collecting other relevant words. Some 296

dictionaries’ entries contain references to other 297

entries. The content of these referenced entries 298

provides complementary information related to 299

the matched word. For example, the entry for 300

qoohiyan in our Manchu dictionary states that it 301

stands for “Korea” the place. It also references an- 302

other Manchu word solho, meaning “Korean” the 303

people. To collect such information, we traverse 304

the graph formed by cross-entry links starting from 305

the match until all connected entries are found or 306

the number of found entries exceeds a threshold. 307

3.3 Incorporating Grammar Knowledge 308

Gloss → Translation and Beyond 309

Lots of word-level grammatical information is al- 310

ready covered in the morphemes produced by mor- 311

phological analyzers. However, some very impor- 312

tant information, such as what the subject of the 313

sentence is or what noun is an adjective modifying, 314

can still be unknown. Therefore, we prompt the 315

language model with grammar knowledge to give 316

further guidance. 317

We obtain such knowledge of grammar from 318

grammar books of different languages. For books 319

that are scanned, we use optical character recog- 320

nition (OCR) to transform them into pure text. If 321

the size of the book fits the context length of a lan- 322

guage model, we directly put the entire book in the 323

prompt. Otherwise, we use GPT-4 to generate a 324

summary of the grammar which is able to fit in the 325

prompt. Once the translation of the source sentence 326

is created, the LLM can then follow the instructions 327

and process the sentence as required. 328
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4 Experiment329

4.1 Experiment Setup330

The benchmark data, code, and model generations331

can be found in the supplementary material. The332

prompts we used are listed in Appendix A. We ran333

all of our experiments on two LLMs - GPT-4’s334

checkpoint gpt-4-1106-preview and the open-335

weights model Mixtral-8x7B. Note that we run336

Mixtral with 4-bit quantization. We sample 1 out-337

put for each input at the sampling temperature of338

0.8.339

4.1.1 Baselines340

Zero-shot prompting. We directly prompt the341

model with text in the low-resource language and342

instruction in English. The model is informed of343

the source language and the type of task to perform.344

Few-shot prompting. We randomly sample 3 ex-345

amples from the validation set of the data as in-346

context demonstrations. We use the exact same347

examples for all data samples. The prompt only348

contains the input and output of the examples.349

Zero-shot Chain-of-Thought. We prompt the350

model with instructions like “solve this problem351

step by step”.352

4.1.2 Benchmarks and Metrics353

Translation. For Manchu (mnc), we manually354

collect 70 parallel sentences from Nogeoldae, a355

textbook of colloquial Chinese and Manchu pub-356

lished in 1705 containing various dialogs in both357

languages. We manually translate the Chinese sen-358

tences to English. For Gitksan (git), Natugu (ntu),359

Arapaho (arp), Uspanteko (usp), Tsez (ddo), we use360

the parallel corpus provided by Ginn et al. (2023),361

as well as their provided gloss. We randomly sam-362

ple 100 sentences from the corpora for each of363

these languages. For Bribri (bzd), we use data364

from AmericasNLP 2023 Shared Task (Ebrahimi365

et al., 2023). For Wolof (wol), we use data from366

Flores-200 (Team et al., 2022). We evaluate using367

spBLEU (Goyal et al., 2022), with the Sentence-368

Piece tokenizer of Flores-200.369

Conversation Understanding. To evaluate370

whether LINGOLLM can improve LLMs’ under-371

standing of discourse in endangered languages, we372

construct a response selection benchmark automat-373

ically. We collect passages or conversations in374

Manchu, Gitksan and Arapaho, and extract context-375

response pairs from these conversations. For each376

context, we sample 3 other irrelevant responses.377

The model is given a context and 4 responses and 378

tasked to select the correct one. Model performance 379

is evaluated by the number of contexts for which 380

the model can select the correct response. To avoid 381

the known order bias of LLMs (Zheng et al., 2023), 382

we shuffle the order of the choices for each context- 383

response pair and average the accuracy. 384

Math Reasoning. We evaluate how LINGOLLM 385

can solve reasoning tasks in endangered languages 386

with mathematical problems. Following Shi et al. 387

(2022), we collect their Chinese translation of 388

GSM8K (Cobbe et al., 2021) problems and hire 389

native speakers of Manchu to translate them into 390

Manchu2. They are instructed to filter out problems 391

with concepts that are infrequent in Manchu and 392

replace the units with the ones that are more com- 393

mon. After sampling and filtering, we obtain 20 394

math word problems. We evaluate the performance 395

by the number of problems solved. 396

Word Reordering and Keyword-to-Text. To eval- 397

uate whether LINGOLLM can learn the sentence 398

structure of endangered languages, we evaluate it 399

on two tasks – sentence reordering and keyword- 400

to-text. We evaluate sentence reordering in three 401

languages – Manchu, Gitksan, and Arapaho. We 402

take 70 sentences in each language and randomly 403

shuffle the word order in each sentence. The shuf- 404

fled sentence is then given to the language model 405

to find the correct order. Keyword-to-text is a more 406

difficult task, where we manually select content 407

words from each sentence, shuffle their order, and 408

give them back to LLMs to create sentences based 409

on these keywords. Since this task is annotation- 410

expensive, we only evaluate it in Manchu with 30 411

sentences. We measure the quality of both tasks 412

using spBLEU. 413

4.2 Results 414

Translation. LINGOLLM enables translation for 415

endangered languages. We report LINGOLLM’s 416

performance on translation in Table 1. We only 417

include the translation direction for the language if 418

the corresponding linguistic descriptions are easily 419

accessible. On 9 out of 10 translation directions, 420

LINGOLLM can significantly improve the LLMs’ 421

performance. For GPT-4, the average increase in 422

spBLEU is 10.5. For Mixtral, the average increase 423

is 5.9. The Bribri translation from and to English 424

exhibits the least improvement in BLEU, which is 425

largely due to the low dictionary coverage. Both 426

2They were paid beyond the local minimum wage.
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mnc git usp ntu ddo wol arp bzd Avg.
→en →en →es →en →en →en →en en→ →es es→

GPT-4
Zero-Shot 0 0 0.1 0 0 3.9 0 0.2 0.4 0 0.5
Zero-Shot CoT 0.7 0 0.3 0 0 11.4 0.4 4.1 0.4 0.1 2.4
Few-Shot 0.5 9.3 2.2 0 0.8 13.5 1.0 2.2 0.8 1.7 3.2
LINGOLLM dict. only 8.3 7.7 10.7 11.7 11.1 6.9 6.0 14.5 2.7 2.2 8.2
LINGOLLM 10.8 14.3 12.4 12.9 15.1 8.1 9.4 15.6 4.3 3.0 10.5

Mixtral-8x7B
Zero-Shot 0.2 2.0 0.3 1.2 0.8 7.4 0.8 0.5 0.2 0 1.3
Zero-Shot CoT 0.5 3.4 0.2 1.3 0.4 6.2 0 0.7 0.5 0.1 1.3
Few-Shot 0.5 4.0 2.2 2.2 0.6 8.6 0.9 0.5 1.7 1.8 2.3
LINGOLLM dict. only 4.1 4.7 3.9 6.3 6.0 6.0 5.2 7.3 2.6 1.3 4.7
LINGOLLM 4.4 7.9 4.6 7.3 10.7 3.2 7.4 8.4 3.0 2.2 5.9

Table 1: LINGOLLM significantly improves LLMs’ ability to translate between low-resource/endangered languages
and high-resource ones (such as English and Spanish). The zero-shot performance of GPT-4 and Mixtral on these
languages is near zero for 7 out of the 8 languages measured by spBLEU. LINGOLLM increases the BLEU score to
10.5 on average for GPT-4. The languages are labeled using their ISO 639-3 code. See Appendix D.

Manchu Gitksan Arapaho

Input suweni geren xusai dorgi de
nikan i niyalma udu qoohiyan i
niyalma udu

Way ts’ax wildiihl hehl
Gitwinhlguu’l ii needii hasakdiit
ehl reserve. "Needii hasaga’m dim
dip suwii gi’namhl laxyibi’m,"
dihiida.

nihcihcee3ciiteit niiyou nuh’uuno
heenees3i’okuutooni’

Few-Shot Every person in the military and
every person in the common peo-
ple must have courage

He said, "I will stay here in Gi-
tanyow, and you will go to the re-
serve. ’You will learn to speak En-
glish well there,’ he told me."

I’m going to work for you tomor-
row.

LINGOLLM How many Chinese people and
how many Koreans are there
among your numerous students?

"Although it seems that the people
of Kitwancool don’t want the re-
serve, ’We do not wish to give away
our land,’” they said.

Someone accidentally entered this
room where people sit.

Ground
Truth

Among your many students, how
many are Chinese and how many
are Korean?

And now even though the people of
Kitwancool said they did not want
the little reserve; "We don’t want to
give away our land," they said.

He inadvertently walked in where
peope were sititng .

Table 2: Example translations produced by LINGOLLM, compared to ground truth translation and the few-shot
baseline. Note that the translations from few-shot prompting are nonsensical and completely irrelevant to the actual
translation.

zero-shot baselines have BLEU smaller than 1 for427

most languages except for Wolof to English and428

Arapaho from English directions, indicating that429

LLMs have very little knowledge about these en-430

dangered languages. Among the languages, various431

baselines for Wolof to English translation demon-432

strate good results. Since the English parallel of433

Wolof came from Wikipedia and is included in434

the Flores dataset, the high performance of these435

baselines is susceptible to potential contamination436

(Robinson et al., 2023). Few-shot prompting is the437

best baseline for all three languages. We hypoth-438

esize that this could be because few-shot demon-439

strations and test data for these endangered lan-440

guages might come from the same book. Even so, 441

the translations from few-shot prompting are still 442

mostly irrelevant, as demonstrated by the exam- 443

ples in Table 2, where the few-shot translations are 444

completely off the topic. 445

Response Selection. Other than the baselines, we 446

also compare LINGOLLM with the zero-shot in- 447

puts in high-resource language. Since the origi- 448

nal conversations are written in parallel with high- 449

resource language input, zero-shot with the high- 450

resource language inputs is considered the upper 451

bound of the performance. As demonstrated in 452

Figure 4, LINGOLLM improves GPT-4’s response 453

selection accuracy for all three languages, with 20% 454
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Figure 4: LINGOLLM significantly improves LLMs’
ability to select correct responses. On all three endan-
gered languages, it achieves a performance comparable
to high-resource language inputs.

improvement for Manchu and Aarapaho and 6%455

improvement for Gitksan. Note that for Manchu456

and Arapaho LINGOLLM’s performance is only457

6% lower than the supposed upperbound. This458

indicates that LINGOLLM significantly improves459

LLMs’ ability to understand discourse in an endan-460

gered language. Note that it is not surprising that461

zero-shot GPT-4 has a 70% performance because462

word overlaps can be a decent indicator of correct463

responses.464

Mathematical Reasoning. As demonstrated in465

Table 3, LINGOLLM can significantly improve466

the mathematical reasoning ability of LLMs on467

Manchu. Zero-shot and few-shot baselines do not468

exceed 40% accuracy while LINGOLLM solves469

75% of the problems. One surprising finding is that470

unlike translation where GPT-4’s performance is471

near zero, it actually has a positive zero-shot per-472

formance on math reasoning. It might be due to473

contamination as the original problems in English474

are from GSM-8k, a widely distributed dataset.475

On the other hand, the superior performance of476

LINGOLLM corroborates its translation ability, be-477

cause a very precise translation of a math question478

is needed for the model to answer it correctly. We479

found that when questions involve concepts that are480

less common in endangered languages, it’s easier481

for LINGOLLM to fail.482

Word Reorder and Keyword-to-Text. As demon-483

strated in Table 3, LINGOLLM improves GPT-4’s484

performance on word reordering and keyword-to-485

text. Compared to zero-shot, LINGOLLM is 8x bet-486

ter on keyword-to-text and 2.5x better on word re-487

ordering. These improvements indicate that LLMs488

equipped with LINGOLLM are able to generate489

more coherent sentences in endangered languages.490

Math Keyword Word
Reasoning to Text Reorder

Zero-Shot 18.7% 1.2 18.4
CoT 25.0% 7.0 31.0
Few-Shot 37.5% 6.5 31.8
LINGOLLM 75.0% 8.8 47.9

High-Res 100% N/A N/A

Table 3: On math reasoning, keyword-to-text and word
reordering, LINGOLLM significantly improves GPT-4’s
performance.

5 Ablation and Analysis 491

We conduct ablation studies and qualitative analy- 492

sis to show how helpful each component of LIN- 493

GOLLM is and explore the best ways in which they 494

can be used. Note that some of our ablation experi- 495

ments depend on extra annotations such as oracle 496

dictionary mappings and oracle glosses, which only 497

exist for a subset of the languages. 498

5.1 Morphological analysis helps. 499

To examine whether morphological analysis can 500

provide extra information for LINGOLLM, we an- 501

alyze the results of the Gitksan translation test set 502

with and without morphological analysis. 503

As shown in Table 4, morphological analysis sig- 504

nificantly improves BLEURT score by 19%. The 505

example in the table demonstrates that with mor- 506

phological features, important information such as 507

the number of nouns and the tense of verbs can 508

make a huge difference in translation quality. 509

5.2 High-quality dictionary helps. 510

Higher dictionary coverage leads to better per- 511

formance. We randomly mask out some of the 512

entries in the dictionary at different probabilities. 513

We report the translation performance at different 514

mask ratios in Figure 5. As the ratio of masked 515

entries increases, the performance drops signifi- 516

cantly. This indicates that dictionaries that cover 517

more words can lead to better performance. 518

Dictionary with references to relevant words 519

leads to better performance. When a correspond- 520

ing entry is found for a word by LINGOLLM, 521

we would further explore other words referenced 522

by this entry to provide more information. We 523

demonstrate that these links are more helpful by 524

removing them. As shown in Figure 5, when these 525

linked words are removed from dictionary entries 526

of Manchu, the performance of LINGOLLM drops 527

no matter what the coverage of the dictionary is. 528
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BLEURT Input Example Translation Example

Dict. Only 0.4573 what shoot goose moose Did the moose shoot the grouse?
Dict. + Morph.
Analysis

0.5448 (+19%) what-CN CONTR shoot-
TR-2SG grouse IRR moose

What did you shoot over there, a grouse or a
moose?

Ground Truth - - What did you shoot? A grouse or a moose?

Table 4: Grammar features produced by morphological analysis significantly improves LINGOLLM’s performance
by 19%. As the example demonstrates, the feature 2SG indicating “second person singular” helps the model to
identify the correct subject of the sentence – “you”, while the stem-only baseline has the wrong subject – “moose”.

Figure 5: When more dictionary entries are masked out,
LINGOLLM’s performance drops. When other relevant
words referenced in the dictionary are not considered,
LINGOLLM’s performance also drops.

5.3 How to make use of grammar knowledge.529

Grammar book helps. LINGOLLM without gram-530

mar book is not as good as LINGOLLM with gram-531

mar. This is indicated by the performance boost532

from including grammar books. We perform a533

qualitative comparison between the outputs of LIN-534

GOLLM with and without the short grammar on535

Manchu. Overall, the dictionary-only LINGOLLM536

is able to capture the key content nouns in the sen-537

tences, but the full sentences generated are often538

not coherent or have the wrong sentence types (e.g.539

incorrectly generating a simple sentence instead of540

a question). For example, “I have set out at the541

beginning of this month” versus “I have set out542

on this new moon”, “This one ordinary horse is543

said to be worth ten taels” versus “This one horse544

ten ounces is said to be worth”. In the first exam-545

ple, LINGOLLM with grammar better captures the546

meanings outside the surface meanings (“moon”)547

of words and chooses the correct sense (“month”)548

in cases of polysemous nouns. In the second exam-549

ple, LINGOLLM with grammar is able to translate550

the output in the correct order, even though the551

word order of Manchu (SOV) is different from that552

of English (SVO).553

Different chapters of the grammar book con-554

tribute differently. Most grammar books have555

chapters on different topics – phonology, morphol- 556

ogy, syntax, etc. We experiment with including dif- 557

ferent chapters of the grammar book in the prompts 558

and evaluate the outputs on Arapaho. We find out 559

that morphology chapters do not have significant 560

improvements in the translation because the word 561

stems and features are already identified by the 562

morphological analysis. For instance, the sentence 563

“That’s when this buffalo bull was used” in Ara- 564

paho is “Ne’nih’ii’tonouneihit nehe’ heneecee”, 565

the word stems and features are that-PAST.when- 566

used-3.S this buffalo.bull. With the morphology 567

chapter, the translation “This buffalo bull used (it).” 568

mistakenly consider “buffalo” as the subject, while 569

without the chapters, the translation He used this 570

buffalo bull follows the order of the features and 571

correctly identifies buffalo as the object. 572

5.4 Lessons for Extending LINGOLLM 573

We ran into many obstacles and caveats while col- 574

lecting linguistic descriptions and building LIN- 575

GOLLM. Since some of them are common to 576

other endangered languages, we record them in 577

Appendix B for readers interested in extending LIN- 578

GOLLM or similar approaches to more languages. 579

6 Conclusion 580

In this paper, we introduced LINGOLLM, a novel 581

approach for enabling LLMs to process endangered 582

languages. LINGOLLM integrates linguistic de- 583

scriptions such as grammar books and dictionaries, 584

a critical resource that is often more available for 585

endangered languages than extensive corpora. LIN- 586

GOLLM has demonstrated remarkable improve- 587

ments on multiple tasks across many languages. 588

Our work with LINGOLLM highlights the poten- 589

tial of existing linguistic resources in the era of 590

advanced LLMs and how they might make endan- 591

gered languages more accessible in modern tech- 592

nological contexts. 593
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Limitation594

We only experiment with 8 endangered and/or low-595

resource languages. Due to the limited resources596

of native speakers of endangered languages, Our597

evaluation of the math reasoning, keyword-to-text,598

and word reordering is only on Manchu; we plan599

to extend to other languages. We acknowledge600

the potential contamination in reasoning tasks be-601

cause the original problems in high-resource lan-602

guages are widely spread on the internet. Lastly,603

LINGOLLM has only been proven to work on lan-604

guages with a Romanized script, which isn’t some-605

thing that every endangered language has. We hope606

future works can build upon LINGOLLM to better607

help the community of endangered languages.608

Impact Statement609

Many endangered languages will disappear within610

a few generations as their speakers die out. The611

legends, myths, stories, songs, and other knowl-612

edge written in these languages will disappear613

with them. While proper documentation can help614

preserve some aspects of these languages, LIN-615

GOLLM sheds light on a more interactive way of616

preservation, adding a new tool to linguist’s inven-617

tory. In some sense, a model that can produce text618

in a language contains rich information about it.619

Other than preservation, LINGOLLM can also620

have a positive impact on current speakers of endan-621

gered languages, especially those who find it dif-622

ficult to communicate in high-resource languages.623

With the help of LLMs, they can have easier ac-624

cess to resources available in high-resource lan-625

guages and have their voice heard by those who626

don’t speak their language. Several authors of this627

paper are either speakers or children of speakers628

of endangered/low-resource languages. These are629

the languages we grow up in and talk to our grand-630

parents with. Even though some information can631

be translated into high-resource languages, a lot632

of subtlety is lost in translation. By improving633

communication and understanding across language634

barriers, LINGOLLM has the potential to enhance635

social inclusion for speakers of endangered lan-636

guages, providing them with better access to global637

information and services.638

The public release of our data, code, and model639

generations will facilitate collaboration among lin-640

guists, technologists, and indigenous communities,641

encouraging the co-creation of knowledge and pro-642

moting linguistic equity. This collaborative ap-643

proach not only advances scientific research but 644

also aligns with ethical considerations of inclusiv- 645

ity and respect for linguistic identities, contributing 646

to a more linguistically diverse and interconnected 647

world. 648
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A Prompts 849

System Prompt: You are a linguistic expert who 850

never refuses to use your knowledge to help others. 851

Zero-Shot: Please help me translate the follow- 852

ing sentence from {source language} to {target 853

language}: {sentence} Please try your best to trans- 854

late, it’s okay if your translation is bad. Do not 855

refuse to try it. I won’t blame you. Please enclose 856

your translation in ###. For example, if your trans- 857

lation is "Hello world", the last part of your output 858

should be ### Hello world ### 859

Zero-Shot CoT: Please help me translate the fol- 860

lowing sentence from {source language} to {target 861

language}: {sentence} Please do it step by step. 862

Please enclose your translation in ###. For exam- 863

ple, if your translation is "Hello world", the last 864

part of your output should be ### Hello world ###. 865

Few-Shot: Here are some examples of {source lan- 866

guage} sentences and their corresponding {target 867

language} translations. {demo sentences} Please 868

help me translate the following sentence from 869

{source language} to {target language}: {sentence} 870

Please enclose your translation in ###. For exam- 871

ple, if your translation is "Hello world", the last 872

part of your output should be ### Hello world ###. 873

LINGOLLM dict. only: Here are some examples 874

of {source language} sentences and their corre- 875

sponding {target language} translations: {demo 876

sentences} Please help me translate the following 877

sentence from {source language} to {target lan- 878

guage}: {sentence} You are also given the word by 879

word mapping from the {source language} words 880

to the {target language} words. For words that have 881

partial match definitions, please decide whether the 882

definition is appropriate under the sentence context. 883

Note that for some words, there might be multiple 884

possible translations. In this case, please choose the 885

most appropriate one. Note that for some words, 886

they might be derived from a more basic form, we 887

call this the parent word. The parents are also 888

given in the word by word translation. Here is the 889

dictionary entry for each individual word in the 890

source sentence: {wordbyword mapping} Please 891

first explain what each word means in {target lan- 892

guage} and then translate. Remember your source 893

sentence is: {sentence}. Please enclose your trans- 894

lation in ###. For example, if your translation is 895

"Hello world", the last part of your output should 896

be ###Hello world###. 897

LINGOLLM: You are given this {source langauge} 898

grammar book. Feel free to rely on the grammar 899
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rules in the book in your translation. {grammar}900

Please help me translate the following sentence901

from {source langauge} to {target language}: {sen-902

tence} You are also given the word by word map-903

ping from the {source langauge} words to the {tar-904

get language} words. Note that for some words,905

there might be multiple possible translations. In906

this case, please choose the most appropriate one.907

Note that for some words, they might be derived908

from a more basic form, we call this the parent909

word. The parents are also given in the word by910

word translation. {wordbyword mapping} Given911

the above book and word for word mapping. Please912

first annotate the meaning and grammatical features913

of each word in the sentence according to their suf-914

fixes and the grammar book. For each noun, please915

annotate its number and case. For each verb, please916

annotate its tense. For each verb, please annotate917

its voice. For each verb, please annotate its form.918

Please figure out what the subject and object of919

each verb is. After annotation, please translate the920

sentence into {target language} and enclose your921

translation in ###.922

B Lessons for Further Extending923

LINGOLLM924

We ran into many obstacles and caveats while col-925

lecting linguistic descriptions and building LIN-926

GOLLM. Since some of these caveats are com-927

mon to other endangered languages, we record928

them here for readers interested in extending LIN-929

GOLLM or similar approaches to more languages.930

B.1 A large amount of linguistic descriptions931

are not easily tokenized.932

Many linguistic descriptions are scanned from933

physical books that involve typewritten and hand-934

written parts. Converting them to plain text that can935

be tokenized is not easy, especially when there are936

non-Latin scripts or infrequent alphabets. Things937

get even more complicated when there are complex938

hierarchies in the organization of grammar books939

or when the examples and grammar descriptions940

are interleaved in the book. We had to give up941

adapting LINGOLLM to several languages simply942

because of the digitization difficulty.943

B.2 Dictionaries do not have a universal944

interface.945

Interface for low-resource language’ dictionaries946

vary from online dictionaries paired with different947

search algorithms, and digital PDFs to scanned 948

books. The lack of a universal interface cre- 949

ates challenges in comparing the task performance 950

across multiple low-resource languages as the in- 951

terface used by one language is often not available 952

in another language. The task performance for 953

different low-resource languages is thus highly de- 954

pendent on the implementation of the dictionaries. 955

B.3 Different types of linguistic descriptions 956

often mismatch, creating a lot of trouble. 957

Different types of linguistic descriptions for a low- 958

resource language are often created separately by 959

different authors with varying resources available, 960

these mismatch causes confusion during translation. 961

For example, the Gitksan morphological analyzer 962

(Forbes et al., 2021) is based on a different dictio- 963

nary than the dictionary we use (Gitksan Research 964

Lab, 2023). Some word stems such as jida iden- 965

tified using the morphological analyzer cannot be 966

found in the dictionary. 967

B.4 Limitations 968

We only experiment with three endangered lan- 969

guages. Due to the limited resources of native 970

speakers of endangered languages, Our evaluation 971

of the math reasoning and conversation understand- 972

ing tasks is only on Manchu; we plan to extend 973

to other languages. Lastly, we acknowledge the 974

potential contamination in reasoning tasks. 975

C Linguistic Descriptions 976

D Language and Their ISO 639-3 Code 977

• mnc - Manchu. 978

• git - Gitksan. 979

• usp - Uspanteko. 980

• ntu - Natugu. 981

• ddo - Tsez. 982

• wol - Wolof. 983

• arp - Arapaho. 984

• bzd - Bribri. 985
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Language Manchu Gitksan Arapaho

Dictionary Norman (2020) Gitksan Research Lab (2023) Kazeminejad et al. (2017)
Grammar Gorelova (2002) Rigsby (1986) Cowell and Moss (2008)
Morphological Analyzer Sam-Sin et al. (2023) Forbes et al. (2021) Moeller et al. (2018)

Language BriBri Tsez Wolof

Dictionary Krohn, H. S. (2023) Ginn et al. (2023) Peace Corps The Gambia (1995)
Grammar Jara (2018) N/A William A. Stewart (1970)
Morphological Analyzer Flores-Solórzano (2019) Ginn et al. (2023) N/A

Language Uspenteko Natugu

Dictionary Ginn et al. (2023) Ginn et al. (2023)
Grammar N/A Alfarano (2021)
Morphological Analyzer Ginn et al. (2023) Ginn et al. (2023)

Table 5: Linguistic descriptions we use for different endangered languages.
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