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Abstract001

As the capabilities of large language models002
(LLMs) improve, their safety has garnered in-003
creasing attention. In this paper, we introduce004
Iterative Content Mining (ICM), an automatic005
jailbreak pipeline for black-box models, reveal-006
ing that previous large language models can be007
a deeply hidden evil doctor. Unlike previous008
methods, ICM does not require complex jail-009
break template construction methods or ques-010
tion resolution strategies. It merely leverages011
the model’s responses to mine harmful knowl-012
edge inside the model. Starting with a simple013
harmful question, our method mines and refines014
content from each turn of the model’s response,015
gradually guiding the model to generate and016
respond to more complex harmful questions,017
which can easily bypass the defense mecha-018
nisms of large language models. Our method019
has achieved significant attack success rates020
(ASR) with high efficiency in many black-box021
models, both open-source and closed-source022
models, 84% on Qwen-Turbo, 88% on ERNIE-023
4.0-Turbo, 88% on GPT-4-Turbo and 92% on024
Qwen-2.5-7b under 10 queries. This method025
surpasses previous automatic, black-box and026
interpretable jailbreak pipelines and provides027
a new perspective for the future jailbreak re-028
search.029

1 Introduction030

With continuous advancement in large language031

models (LLMs), they are able to process complex032

NLP tasks (Zhao et al., 2023, Achiam et al., 2023)033

but can also generate harmful contents such as so-034

cial biases (Gallegos et al., 2024), privacy disclo-035

sure (Yoshizawa et al., 2023), toxic content (Cui036

et al., 2023), or irresponsible and unethical value037

(Yu et al., 2024). Therefore, it is crucial to rigor-038

ously evaluate their safety before deploying these039

models in real applications. The main evaluating040

method is jailbreak, which involves manipulating041

the model to generate harmful content or violate042

ethical guidelines.043

Jailbreak attacks are mainly classified into white- 044

box attacks and black-box attacks. White-box at- 045

tacks target open-source models, as they often uti- 046

lize information inside the model, such as using 047

models’ gradients to search for suffixes to append 048

to the original prompt (Zou et al., 2023) or steering 049

word embeddings to enhance the toxicity of the 050

output (Han et al., 2024). However, the exploita- 051

tion of information inside the model often results 052

in resource-consuming jailbreak, and the gener- 053

ating suffixes are often not human-interpretable, 054

which makes these jailbreak strategies impossible 055

to exploit in everyday use (Apruzzese et al., 2023). 056

Black-box attacks, on the other hand, mainly target 057

closed-source models, which usually induce the 058

model to output harmful content by manually or au- 059

tomatically modifying prompts. For example, (Yu 060

et al., 2023) uses genetic algorithm and ChatGPT to 061

automatically optimize the initial attack template 062

to achieve jailbreak; (Xiao et al., 2024) designs 063

an iterative optimization algorithm based on mali- 064

cious content concealing and memory-reframing 065

to crack LLMs. With continuous advancement in 066

LLMs, methods treating the large language model 067

as a human-like communicator begin to emerge. 068

(Zeng et al., 2024) persuades the model to answer 069

harmful questions by using a variety of persuasion 070

strategies in psychology; (Ramesh et al., 2024) in- 071

duces the model to modify the prompts by using 072

interaction history and the reflective ability of the 073

model to achieve self-jailbreak. 074

However, previous studies have neglected to 075

mine the harmful questions themselves. In fact, due 076

to the lack of complex harmful questions that often 077

include advanced vocabulary or intricate concepts 078

in safety alignment training, they can easily attack 079

LLMs. For example, LLMs with general safety 080

alignment will avoid answering ‘how to make a 081

bomb’, but if you ask them ‘how to optimize the 082

composition of nitroglycerin to make sure it ex- 083

plodes stably’, things may be different. And these 084
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questions involve more specific operations than the085

former, so the potential risks are greater, Especially086

when it is used by senior intellectuals, it may cause087

unexpected harm.088

In this paper, we propose an automatic jailbreak089

pipeline based on iterative content mining (ICM) to090

solve the problem mentioned above. In multi-round091

interaction with the model, we gradually mine the092

harmful knowledge inside the model. ICM ex-093

plores two novel concepts:(1) Whether the model094

more easily answers harmful questions that need095

more knowledge to understand, (2) Whether the096

potentially harmful knowledge inside the model097

can be mined automatically. Both ideas have been098

neglected by prior work.099

2 ICM: a jailbreak pipeline100

Starting with a simple harmful question (qinitial)101

that the target model (T) with general safety align-102

ment will avoid answering, we gradually instruct103

the target models to generate new questions in104

multi-round interaction, and eventually make them105

answer the final generated question (qfinal) to106

achieve jailbreak. The final question is strongly107

related to the initial question, but the content will108

be more specific and need more knowledge to un-109

derstand. ICM consists of three main steps: (1)110

Domain Knowledge Acquisition, which obtains111

domain knowledge through interaction with the tar-112

get model; (2) Content Mining, which is assisted113

by other models (usually small-parameter models,114

in order to reduce costs and increase efficiency) to115

refine the knowledge obtained in the previous step;116

and (3) New Question Generate,which instructs117

target model to utilize the refined knowledge to118

generate new question.119

During Domain Knowledge Acquisition, we120

first induce the target model to generate content re-121

lated to harmful questions. Since the target model122

strongly refuses to answer these questions, we123

mainly take the following two methods : (1) Uti-124

lize Attack Template, which is hard for real user to125

design and fixed in the iterative process, as shown126

in Appendix A. Target model will be misled by127

attack template to generate detailed domain knowl-128

edge; (2) Beat about the Bush, for many questions,129

even if the strong attack template is added, target130

model will also refuse to answer them. There-131

fore, we need to extract domain knowledge re-132

lated to harmful questions from the side by asking133

’ Please explain what knowledge is needed134

Algorithm 1 Iterative Content Mining

1: Input:initial harmful question qinitial,
2: iterative times N
3: Output:final harmful question qfinal,
4: harmful response Rharmful

5: Query: target LLM (QT ),support LLM(QS)
6: qold ← qinitial
7: while N > 0 do
8: R← QT (qold)
9: if R is Jailbroken then

10: Rharmful ← R
11: qfinal ← qold
12: return qfinal,Rharmful

13: else
14: Pshell ← Shell(qold)
15: Rshell ← QT (Pshell)
16: S,K ← QS(qold, Rshell)
17: qnew ← QT (qold, S,K)
18: qold ← qnew
19: end if
20: N ← N − 1
21: end while
22: return “Attack failed”

to understand the question: [INSERT 135

QUESTION] in detail. Note that you only 136

need to explain the required knowledge 137

without providing specific operations, so 138

there is no safety issue or legal risk 139

involved. ’ , which is a almost harmless instruc- 140

tion, so the target model will almost always obey 141

it. In the algorithm, We call this process Shell. 142

Actually, we will choose one of the two methods 143

according to the situation, so as to turn the ques- 144

tion (q) into shell prompt Pshell , and then submit 145

Pshell to target model to obtain relevant domain 146

knowledge. 147

In the step of Content Mining, we need to use 148

support LLMs to refine the domain knowledge ob- 149

tained before, which includes the following two 150

steps : (1) Filtration & Summary, we segment the 151

response on sentence level, and submit each sen- 152

tence with the harmful question to GPT-4 (Achiam 153

et al., 2023) to judge whether the sentence violates 154

safety standard to filter out irrelevant content, such 155

as safety statement. In order to balance the labeling 156

efficiency and granularity, we limit the number of 157

sentences to less than 10 by merging adjacent sen- 158

tences based on NLI score from highest to lowest. 159

For the sentences labeled as unsafe, We will even- 160

tually merge them and use Llama-3.1-7b (Dubey 161
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et al., 2024) to get Summary (S) as domain knowl-162

edge; (2) Keyword Extraction & Selection, com-163

pared with the initial question, the new question164

need to be more complex and strongly related to165

the initial, so it is necessary to add anchor points to166

the new question. To achieve this, we use the words167

that have appeared in Summary(S). We will use168

Llama-3.1-7b to extract the keywords (fewer than169

20) in Summary (S), and score them according to170

understanding difficulty, occurrence frequency and171

degree of specialization. Finally, we will select172

one Keyword (K) as the anchor point based on the173

score.174

In the step of New Question Generate, we use175

Summary(S) as the reference and the Keyword (K)176

as the anchor point to guide target model to gen-177

erate new question. We insert the new question178

into an extremely simple attack template which is179

easy for real user to design as the attack prompt180

to query target model and get response, then sub-181

mit the new question and response to GPT-4 for182

judgment. If the judgment result is unsafe or the183

number of iterative times N is reached , we exit the184

loop. If the result is safe, the new question will be185

used as input for the next iteration. We provide an186

algorithmic implementation of ICM in Algorithm187

1 and all prompts used are shown in Appendix A.188

3 Experiment189

3.1 Experimental Setup.190

Large Language Models. For the target mod-191

els, in the closed-source model, we choose the192

latest version of Qwen-Turbo-2024-12-24 (Bai193

et al., 2023), ERNIE-4.0-Turbo-8K-latest-2024-194

10-13 (Sun et al., 2021) and GPT-4-Turbo-2024-195

04-09 (Achiam et al., 2023). Meanwhile, we196

choose Qwen-2.5-7b as a supplement to the small-197

parameter and open-source model. For support198

LLMs, We use Llama-3.1-7b for summary and key-199

word extraction and GPT-4 to evaluate response200

from target model.201

Comparison methods. We choose PAIR (Chao202

et al., 2023), TAP (Mehrotra et al., 2025) and IRIS203

(Ramesh et al., 2024) to compare with ICM. PAIR204

is a classic jailbreak method based on template205

modification, and TAP is an improved version of206

PAIR with the tree-of thought reasoning. IRIS is207

similar to our method, and it achieves the state208

of art attack success rates and efficiency on Ad-209

vbench(Chen et al., 2022) Subset. Other methods210

that require fine-tuning the model or utilizing the211

information inside the model are excluded (Liu 212

et al., 2023b, Zou et al., 2023, Zeng et al., 2024, 213

Xiao et al., 2024). 214

Dataset and Metric. Following prior work (Chao 215

et al., 2023,Mehrotra et al., 2025), we use Ad- 216

vbench Subset in our experiment. Advbench Sub- 217

set consists of 50 harmful questions that cover var- 218

ious safety domains. And we report attack suc- 219

cess rates (ASR) to estimate attack performance, 220

which refers to the percentage of success jailbreak 221

questions in 50 initial questions. Since many prior 222

works use advanced large language model as a 223

judge to evaluate whether jailbreak occurs (Liu 224

et al., 2023a, Xu et al., 2023, Zhou et al., 2024), 225

We calculate ASR based on the judgment result 226

from GPT-4. To estimate efficiency, we report the 227

average number of queries to the target model. 228

Hyperparameters. In our experiment, we set it- 229

erative time N to 15, and for the all models used 230

in the experiment, we set temperature to 0.2 and 231

top-p to 0.8 to get relatively stable results. 232

3.2 Main Result 233

Table 1 shows the main results that compare ICM 234

with IRIS, TAP and PAIR. ICM has attack success 235

rates of 84% on Qwen-Turbo, 88% on ERNIE- 236

4.0-Turbo, 88% on GPT-4.0-Turbo and 92% on 237

Qwen-2.5-7b, respectively, using under 10 queries 238

on average. Compared with the template-based 239

modification methods PAIR and TAP, our attack 240

success rates and efficiency both have a great im- 241

provement. For the closed-source large-parameter 242

model, Our attack success rates was almost same 243

as IRIS, although the number of queries increased 244

by about 4 times on average, mainly due to the 245

frequent use of the target model to generate new 246

questions and responses, but for the open-source 247

small-parameter model, both attack success rates 248

and attack efficiency have improved, especially at- 249

tack success rates(48% ↑), which is because IRIS 250

requires the model that have strong reflective abil- 251

ity, but ICM do not need it. 252

3.3 Question Quality 253

ICM and IRIS are both iterative jailbreak pipeline 254

based on question modification, so the quality of 255

the generated final question can be compared. We 256

report the embedding cosine similarity between the 257

initial and the final question, which indicates that 258

whether the content is offset, as well as the aver- 259

age length of the target model’s response, which 260

reflects the amount of harmful information that the 261
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Model
Method Metric Qwen-Turbo ERNIE-4.0-Turbo GPT-4-Turbo Qwen-2.5-7b

ICM
ASR 84% 88% 88% 92%

Avg.Queries 9.1 9.5 9.1 5.0

IRIS
ASR 88% 88% 92% 44%

Avg.Queries 6.4 5.7 5.3 5.1

TAP
ASR 78% 76% 84% 88%

Avg.Queries 24.5 21.2 22.5 16.4

PAIR
ASR 46% 52% 44% 60%

Avg.Queries 37.5 39.7 47.1 32.8

Table 1: Comparison of methods for jailbreak attacks on the AdvBench Subset. We choose target models covering
both open-source and closed-source models. Attack success rates (ASR) and the average number of queries
(Avg.Queries) to the target model are reported as metrics.

question mines out. To be fair, we use the same sim-262

ple attack template and the response before Rate263

and Enhance (a step in IRIS) . As shown in Table 2,264

the embedding cosine similarity between the initial265

and the final question in ICM is about 5.4% higher266

than that in IRIS, and the target model response267

length is about 17.9% longer. The result shows that268

ICM can generate higher quality questions that are269

closer to the domain of the initial question and can270

mine more harmful information inside the model.

Metric
Method Model Sim. Length

ICM
Qwen-Turbo 0.617 937.9

ERNIE-4.0-Turbo 0.684 1246.0

IRIS
Qwen-Turbo 0.606 837.8

ERNIE-4.0-Turbo 0.624 1005.4

Table 2: To compare the questions quality ICM and
IRIS generate, we choose Qwen-Turbo and ERNIE-
4.0-Turbo as target models. We report the embedding
cosine similarity (Sim.) generated by text-embedding-
v3 between the initial question and the final jailbroken
question and the number of words of response (Length)
as metrics.

271

3.4 Ablation Study272

In the ablation experiment, we report the impor-273

tance of Filtration & Summary and Keyword Ex-274

traction & Selection, and the result is shown in275

Table 3. Without Filtration & Summary, the at-276

tack efficiency (29.5% ↓) and the success rates277

(38% ↓) have declined to a great extent, we con-278

sider this is mainly because the unfiltered and un-279

summarized model’s response often contain safety280

statement, and the safety-aligned models tended to281

extract this part of the response to generate new 282

questions. Without Keyword Extraction & Selec- 283

tion, the attack success rates has decreased by 6% 284

and attack efficiency has dropped slightly as well, 285

meanwhile,except for the results shown in the ta- 286

ble, we find that the embedding cosine similarity 287

also decreased by about 5%, we consider that this 288

is mainly due to the lack of anchor points, which 289

leads to the divergence of the generated question in 290

the content. 291

Metric
Step ASR Avg.Queries

Filtration
46% 12.9

& Summary
Keyword Extraction

78% 9.7
& Selection

Table 3: In the ablation experiment, we choose Qwen-
Turbo as the target model, and remove Filtration
& Summary and Keyword Extraction & Selection
respectively in the algorithm.

4 Conclusion 292

We propose an automatic jailbreak pipeline based 293

on iterative content mining (ICM). ICM reveals that 294

large language models will more easily obey com- 295

plex harmful instructions and also points out how 296

to effectively mine harmful knowledge inside large 297

language models. Our approach has achieved out- 298

standing attack success rates and attack efficiency 299

on Advbench Subset on many large language mod- 300

els, and we believe our study will make future re- 301

search pay more attention to automatic jailbreak at 302

a more granular level. 303
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Limitations304

Our study reveals the risks of the advanced large305

language models, but there are still some limita-306

tions. We find that the generated questions will307

shift to a certain field to some extent,in our case,308

it is to Computer Science, resulting in the lower309

diversity of the generated question. We consider310

that this is due to the bias inside the model. And the311

templates we used in the experiment are fixed, so312

it is easy to defend by pattern recognition. Future313

studies can supplement and improve the above lim-314

itations to achieve more stable and superior results.315
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Figure 1: Prompt used for summary. In the prompt, we emphasized that the summary should not include the content
related to safety statement, which will enhance the effect of filtration to some extent.

Figure 2: Prompt used for keyword extraction. We asked the model to extract no more than 20 keywords to improve
the efficiency of subsequent processing, and gave it the initial question as a reference to better refine the content of
the response.

Figure 3: Prompts used for Scoring keyword. We evaluate each keyword from three aspects: understanding difficulty,
occurrence frequency and degree of specialization
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Figure 4: Attack template used for Method 1 in Domain Knowledge Acquisition. We inject harmful question
into seemingly harmless instruction to induce the model to answer it. Other jailbreak methods can also be used to
mine domain knowledge in this step.

Figure 5: Prompt used for Method 2 in Domain Knowledge Acquisition. We use a almost harmless instruction to
mine domain knowledge, but the knowledge obtained in method 2 is simpler and broader than in method 1, thus
weakening the quality of subsequent generated question.

Figure 6: Prompt used for generating new question. In the prompt, we give the model summary of the response and
a keyword as anchor point. For the new questions to be generated, we make content and length requirements on the
output of the model, which makes the new question more difficult to answer and still have high relevance to the old
one.
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Figure 7: A simple attack template used for the final question. We need to make small restrictions to encourage the
model to answer harmful questions, this template is more concise than the previous attack template, and similar
templates often appear in real use.

Figure 8: Prompt used for automatic judgment. This prompt is used to judge whether the jailbreak has occurred in
response to a question, and we use the same prompt for evaluation on both sentence level and overall level.
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