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Abstract001

Cognitive biases stem from the irrationality002
of human cognition, which is closely inter-003
twined with natural language. Given that large004
language models (LLMs) are trained on vast005
amounts of text data, they are also reported006
susceptible to cognitive biases. Insights from007
organizational psychology and behavioral eco-008
nomics suggest that strategies such as nudge009
and playing devil’s advocate are effective in010
mitigating cognitive biases within human so-011
cieties. Additionally, diversity of thought en-012
hances decision-making quality in groups as013
well. Inspired by those findings, we have de-014
signed a multi-agent system, NudgeCoR, which015
combines both nudge and collaboration among016
multiple agents. The results demonstrate that017
NudgeCoR is highly effective in addressing018
cognitive biases in both simple and complex019
decision-making scenarios, with an improve-020
ment of about 30% and 50% respectively. Ab-021
lation studies further confirm the importance of022
nudge and diversity of thought among agents.023
Our work indicates the great promise for inte-024
grating established insights from other disci-025
plines, such as psychology, into the design of026
multi-agent systems.027

1 Introduction028

The recent emergence of large language models029

(LLMs) has garnered significant attention due to030

their success in various domains, such as transla-031

tion and code generation. Leveraging vast data and032

advanced architectures, LLMs excel at generating033

human-like text, understanding complex queries,034

and assisting in tasks that require advanced reason-035

ing. Despite their potential across various domains,036

LLMs face notable limitations in decision-making037

processes. A key challenge is their susceptibil-038

ity to cognitive biases, which originate from bi-039

ases inherent in the training data. Cognitive biases040

are systematic deviations from rationality in hu-041

man thinking, extensively studied in judgment and042

decision-making psychology (Tversky and Kahne- 043

man, 1974). Recent findings have revealed that 044

LLMs are affected by a variety of cognitive bi- 045

ases, such as the framing effect, the availability 046

bias, the anchoring effect, and so forth (Lin and 047

Ng, 2023; Leng, 2024; Singh et al., 2024; Echter- 048

hoff et al., 2024; Macmillan-Scott and Musolesi, 049

2024). However, research on mitigating cognitive 050

biases in LLMs is still in its early stage, as machine 051

psychology is a nascent field (Hagendorff, 2023). 052

Extensive recent work has proposed prompting 053

methods to enhance LLMs’ reasoning abilities, 054

such as chain-of-thought (CoT) and one-shot or 055

few-shot learning (Wei et al., 2022). These meth- 056

ods typically apply to individual LLM instances, 057

where agents work in isolation and lack the ability 058

to collaborate or learn from social interactions. In 059

contrast, LLM-based multi-agent systems (LLM- 060

MAS) have shown promise in improving decision- 061

making performance. The concept of MAS intro- 062

duced by Marvin Minsky in The Society of Mind 063

(Minsky, 1988), suggests that intelligence arises 064

from interactions between smaller agents, each re- 065

sponsible for specific functions. In LLM-MAS, 066

multiple LLM-based agents collaborate, with each 067

contributing unique perspectives and specialized 068

knowledge to problem-solving. By distributing 069

cognitive tasks and promoting comprehensive anal- 070

ysis, this collaborative approach can mitigate biases 071

within individual models and enhance decision- 072

making outcomes consequently. 073

Existing studies have primarily focused on us- 074

ing prompting methods to diminish cognitive bi- 075

ases in single LLMs, but have not harnessed the 076

power of multi-agent collaboration, possibly result- 077

ing in LLMs’ weak performance in complicated 078

decision-making scenarios (Gou et al., 2024). To 079

address this gap, we propose an LLM-MAS, Nudge 080

Collaborative Rationality (NudgeCoR), designed 081

to solve cognitive biases in both simple and com- 082

plex situations. NudgeCoR mimics the decision- 083
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making process in human organizations, integrating084

effective elements like nudge, diverse team mem-085

bers, and a devil’s advocate role. The system op-086

erates through five steps: (1) Input of the question087

with the nudge architect; (2) Discussion among088

diverse decision-making agents; (3) Advice from089

the devil’s advocate; (4) Further discussion among090

decision-making agents; (5) Majority voting for the091

final decision. In NudgeCoR, we transfer the nudge092

strategy and the devil’s advocate role from decision093

psychology into LLM-MAS, utilizing role-playing094

techniques across multiple agents in the meanwhile.095

By applying bias mitigation strategies proven effec-096

tive in human society, we aim to enhance the ratio-097

nality of LLMs. Comprehensive experiments vali-098

date the effectiveness of NudgeCoR in mitigating099

cognitive biases. Results show that, our multi-agent100

system significantly outperforms LLMs with both101

standard and CoT prompts, with average accuracy102

improvements of 31.04% and 27.59%, respectively,103

when using Qwen-Turbo as the LLM backbone. In104

scenarios involving multiple cognitive biases, the105

improvements reach 46% and 56%, underscoring106

the potential of multi-agent collaboration in pro-107

moting decision-making quality. In summary, our108

core contributions are as follows:109

1) Datasets for multiple cognitive biases detec-110

tion are constructed, which are more challenging111

than those for single cognitive biases, and are more112

reflective of real-world decision-making scenarios.113

2) Experiments are performed to examine the ef-114

ficiency of NudgeCoR via AgentScope framework,115

with four LLMs as the backbone of agents. The116

results provide strong evidence for the effective-117

ness of multi-agent collaboration in cognitive bias118

mitigation.119

3) Ablation studies support the efficiency of the120

nudge strategy and thought diversity among agents,121

providing inspiration for future reseach on MAS.122

2 Related Works123

2.1 Cognitive biases in human cognition and124

coping strategies125

Under constraints including incomplete informa-126

tion, cognitive overload, and time pressure, people127

tend to be endowed with bounded rationality, which128

is a concept introduced by Herbert Simon and de-129

scribes the limitations of human cognition (Herbert,130

1947). Dual system theory further explains such131

irrationality or cognitive biases in human decision-132

making Tversky and Kahneman (1974). Specif-133

ically, there are two thinking systems in human 134

cognition, namely System 1 and System 2, where 135

System 1 operates automatically and quickly, re- 136

lying on intuition and heuristics, while System 2 137

functions more slowly and more deliberately, en- 138

gaging in conscious thought and reasoning. It is 139

the over dependence on System 1 that leads to cog- 140

nitive biases, as it is prone to errors and shortcuts 141

in judgment. 142

Intervention of cognitive biases to improve the 143

quality of decision-making has attracted much at- 144

tention, including Richard Thaler’s Nobel Prize- 145

winning work in 2017. According to Thaler’s 146

nudge theory, decisions can be greatly influenced 147

by subtle adjustments in the environment, such as 148

choice architects (Thaler and Sunstein, 2003). By 149

designing decision-making contexts that take hu- 150

man cognitive limitations into account without for- 151

bidding any alternative options, nudge significantly 152

steers individuals toward better decisions (Thaler 153

and Cass, 2008). Altering the default options is 154

the most classical representation of nudge strategy, 155

where people tend to go with rather than against 156

the default choice. Other instances of nudge in- 157

clude peer pressure, priming, and self-persuasion 158

which function in different scenarios respectively 159

(Christakis and Fowler, 2007; Levav and Fitzsi- 160

mons, 2006). 161

Organizations are more advantageous in conquer- 162

ing cognitive biases than individuals since they can 163

promote team performance by implementing sys- 164

tematic cooperation mechanisms and standard pro- 165

cedures (Olivier, 2022). Effective dialogue frame- 166

works in organizations encourage the exchange 167

of diverse perspectives, thereby fostering analy- 168

sis from different angles and identifying poten- 169

tial biases. Evidence in human groups shows that 170

diversity of viewpoints facilitates groups’ perfor- 171

mance across variable tasks (Woolley et al., 2015; 172

Williams and O’Reilly III, 1998). Therefore, com- 173

pared with individuals, such collective intelligence 174

and diverse thoughts provide a robust foundation 175

unique to organizations for decision-making pro- 176

cess. 177

2.2 Cognitive biases in LLMs 178

Although LLMs show promising skills in a vari- 179

ety of cognitive domains such as theory of mind 180

(Rahimi Moghaddam and Honey, 2023; Strachan 181

et al., 2024), recent studies have found that LLMs 182

are susceptible to many types of cognitive biases 183

such as anchoring effect, framing effect, and so on 184
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(Macmillan-Scott and Musolesi, 2024). Source of185

cognitive biases in LLMs is likely to be biased train-186

ing data as human’s cognitive biases are embedded187

in natural language (Gray et al., 2024). Cognitive188

biases in LLMs are likely to seduce people to some189

negative consequences unintentionally when de-190

cisions are made based on those models (Kliegr191

et al., 2021). Therefore, it makes a great differ-192

ence to mitigate those biases underlying language193

models.194

It is proposed that the reason underlie LLMs’195

cognitive biases maybe the lack of System 2196

thinking, echoing to which, several studies try to197

promote LLMs’ decision-making performance by198

means of invoking their rational thoughts (Gou199

et al., 2024). Most of these attempts focus on200

prompt-based methods via few-shot and even zero-201

shot learning. Although appropriate prompting can202

cost-effectively optimize LLMs’ rationality, the ef-203

ficiency is still limited considering that complex204

prompts are often ineffective for those not so intel-205

ligent language models and too long prompts may206

even damage models’ ability. Research targeting on207

the mitigation of cognitive biases is still on the rise,208

and more effective methods are required to assist209

LLMs in rationality. Strategies applied to mitigate210

cognitive biases in human society may function in211

language models as well, though little attention is212

paid to the collaboration among LLM-based agents213

yet (Zhang et al., 2024).214

2.3 LLM-based agents and multi-agent215

systems216

LLM-based agents are constructed utilizing LLMs217

as the backbone, but equipped with objective, mem-218

ory, action, and reflection ability in the meanwhile219

(Cheng et al., 2024). Apart from the expansion of220

internal components, agents can also interact with221

the external environment as well, and invoke addi-222

tional tools from outside to resolve the given prob-223

lems. Inspired by human’s cooperation in indus-224

try, multi-agent collaboration is a promising direc-225

tion, in which agents highly coordinate with each226

other following specific protocols. Emerging as a227

prominent strategy for improving efficiency of indi-228

vidual LLMs, the collaboration of multiple agents229

shows notable success across various tasks such as230

software developing, medical diagnosis, and scien-231

tific innovation (Du et al., 2023; Qian et al., 2024;232

Hong et al., 2023; Ke et al., 2024; Su et al., 2024).233

The advantages of LLM-MAS lie in division of la-234

bor which enhances each agent member’s specialty235

since they are armed with skills in specialized do- 236

mains (Xi et al., 2023). Besides, the decomposition 237

and assignment of complex tasks further diminish 238

total time cost in the sub-task switching process. 239

By simulating social scenarios in human groups, 240

LLM-MAS also provide new opportunities to study 241

and reveal the underlying mechanisms of complex 242

social interactions in the real world. 243

LLM-based multi-agent collaborative systems 244

can be viewed as graph structures, where nodes 245

represent states of single agents at specific time 246

while edges indicate connections between agents. 247

To facilitate collaboration between agents, recent 248

researches have introduced both static and dynamic 249

interaction architectures (Qian et al., 2024; Hong 250

et al., 2023; Ke et al., 2024; Liu et al., 2024). The 251

relationship between agents in LLM-MAS can be 252

cooperative, competitive, or mixture of both. Ei- 253

ther working in predefined order or not, cooperative 254

agents always seek to share knowledge and meet 255

others’ needs so as to achieve common objectives 256

(Li et al., 2023; Mandi et al., 2023). Besides, ma- 257

jority voting can serve as the mechanism to reach 258

a consensus in the unordered condition (Hamilton, 259

2023). On the other hand, competitive agents inter- 260

act with each other in an adversarial manner where 261

a tit-for-tat fashion is adopted. Different agents 262

may also be arranged in a hierarchy, where some 263

agents are in control of the others in task perform- 264

ing (Cheng et al., 2024; Chan et al., 2023). 265

3 Methods 266

3.1 Multi-agent system design: Nudge 267

Collaborative Rationality 268

Enhancing the diversity of team members’ view- 269

points and employing a majority voting mechanism 270

to select the opinion supported by most people can 271

significantly reduce the likelihood of bias appear- 272

ance in team decisions (Olivier, 2022). This ap- 273

proach aligns with the understanding that diverse 274

perspectives contribute to a more comprehensive 275

evaluation of options, resulting in better decision 276

outcomes. To explore dynamics in such process 277

further, we design a multi-agent architecture named 278

Nudge Collective Rationality (NudgeCoR) that sim- 279

ulates decision-making process in human organiza- 280

tions. 281

As illustrated in Figure 1, NudgeCoR functions 282

like a chat group which is comprised of three 283

decision-making agents, one devil’s advocate, and 284

one voter. The three decision-making agents are 285
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specialized in different domains respectively, con-286

sisting of Commonsense Expert, Data Analyst, and287

Decision Psychologist. Inspired by two thinking288

patterns in human cognition, we utilize Common-289

sense Expert who relies on practical experience and290

Data Analyst who employs precise calculations to291

imitate System 1 and System 2 thinking respec-292

tively. Expert in recognizing common cognitive293

biases, Decision Psychologist is included to ensure294

bias-free decision-making process. Devil’s Advo-295

cate is supposed to provide critical feedback and296

present both supporting and opposing arguments297

for the consensus from decision-making agents.298

Voter is responsible for counting decision-making299

agents’ choices in the end and declaring the final300

decision. Role-setting of all agents above is re-301

alized via appropriate system prompts which are302

available in Appendix A.303

For each query with nudge architect input to304

NudgeCoR system, five steps are adopted sequen-305

tially. Specifically, questions with default options306

are broadcasted at first to all agents. Three decision-307

making agents then claim their choices after delib-308

eration, resulting in a wealth of thoughts. After309

that, Devil’s Advocate would examine the view-310

points of all decision-making agents and identify311

their consensus, based on which arguments support-312

ing and especially against this consensus would be313

further proposed to encourage a thorough explo-314

ration from different perspectives. Given advice of315

Devil’s Advocate, decision-making agents would316

discuss again and decide to either keep or change317

their choices. Finally, Voter would summarize the318

team wisdom through a majority voting step and319

conclude the final decision.320

Methods Architecture (V; E)

Standard Prompt

CoT Prompt

Multi-Agent Debate

NudgeCoR

Table 1: Comparison between architectures of
NudgeCoR and other methods. Note: Architectures
of those methods are represented in the form of directed
acyclic graph (DAG). The color of nodes indicates role-
setting of agents, and the arrows between nodes show
the direction of information flow.

To reflect whether NudgeCoR truly promotes 321

efficiency in rational decision-making and cogni- 322

tive bias mitigation, individual LLM-based agent 323

with standard prompt ("Please answer the following 324

questions, and give the answer directly without ex- 325

planation.") and CoT prompt ("Let’s think step by 326

step.") is set as the baseline. Besides, the workflow 327

of multi-agent debate is also tested in the mean- 328

while to unveil how relationships between multi- 329

ple agents influence systems’ performance, that is, 330

whether cooperation or competition between agents 331

plays a more important role in MAS. During multi- 332

agent debate process, two debater agents are set 333

to choose opposite options and provide their sup- 334

porting arguments respectively, after which a judge 335

agent would evaluate the quality of their statements 336

and declare the winner side as well as the final de- 337

cision. The architectures of different methods are 338

shown in Table 1. All prompts utilized are available 339

in Appendix A. 340

3.2 Cognitive bias datasets 341

Dataset for single cognitive bias detection. There 342

are various types of cognitive biases such as in- 343

formation processing bias, memory distortion, etc. 344

The list of cognitive biases also continually evolves 345

with the deepening of investigation in cognitive sci- 346

ence, social psychology, and behavioral economics. 347

However, not all of them are suitable for assessing 348

the rationality of language models or LLM-based 349

agents. The dataset employed for testing agents in 350

this study originates from recent research which 351

filtered out 29 kinds of cognitive biases with sev- 352

eral appropriate criteria to test the efficiency of Ra- 353

tionality of Thought (RoT) prompting (Gou et al., 354

2024). In brief, these cognitive biases are replicable 355

in LLMs and measurable via available questions 356

equipped with standard answers. Therefore, these 357

double-choice questions were applied here for sin- 358

gle cognitive bias detection in LLM-based agents. 359

Dataset for multiple cognitive biases detection. 360

The decision-making process in the real world is 361

generally prone to multiple cognitive biases at the 362

same time, whereas scenarios involving just single 363

cognitive bias are relatively rare. However, there is 364

still no dataset for the evaluation of cognitive bias 365

resistance in complex decision-making contexts. 366

To bridge this gap, we specially constructed such 367

a dataset for multiple cognitive biases detection, 368

aiming at assessing LLM-based agents’ rationality 369

in contexts akin to real-world situations. In detail, 370

eleven types of cognitive biases were chosen from 371
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Figure 1: Nudge Collaborative Rationality System (NudgeCoR). NudgeCoR is comprised of five agents, namely
Commonsense Expert (top left), Data Analyst (top middle), Decision Psychologist (top right), Devil Advocate
(bottom left), and Voter (bottom right). Five steps are required to solve decision-making problems: (1) Question input
with nudge architect; (2) Discussion among diverse agents; (3) Advice from the devil’s advocate; (4) Discussion
again among diverse agents; (5) Majority voting for the final decision.

RoT dataset considering that the average perfor-372

mance of four LLMs on these questions were lower373

than chance level. Based on this error-prone sub-374

set, a new dataset consisting of 10 questions was375

constructed, in which each question merges two376

or three kinds of cognitive biases. The resulting377

dataset aiming at multiple cognitive biases detec-378

tion (i.e. MCB dataset) more closely resembles379

real-world decision-making environments. Both380

RoT and MCB datasets are available in Appendix381

B, consisting of the list of cognitive biases and382

corresponding test questions.383

3.3 Agent implementation384

AgentScope was utilized as the framework to con-385

struct LLM-based agents in this study, considering386

its abundant syntactic tools and built-in agents. As387

one of the ongoing popular open-source projects388

aiming at facilitating robust and flexible realiza-389

tion of LLM-based agents, AgentScope stands390

at the leading edge of multi-agent system devel-391

opment and holds considerable promise for fos-392

tering collaboration between agents (Gao et al.,393

2024). Four LLMs were chosen as the backbone of394

agents, namely Qwen-Turbo (1.5-14b-chat), GPT-395

3.5-Turbo, GPT-4, and ZhipuAI. In addition to com-396

prising state-of-the-art models, this collection also397

features both open-source and closed-source mod-398

els. The temperature of all models was set as 0399

for consistent and stable results. The max tokens400

of GPT models were 800, while maintaining all401

the other parameters as default. GPT models were402

accessed via the Azure platform, and Qwen-Turbo403

was utilized through API calling. The API calls 404

for all four LLMs mentioned above are compatible 405

with the AgentScope platform. 406

3.4 Variables of interest and metric indicators 407

Accuracy on two datasets, namely RoT and MCB, 408

was regarded as the main indicator of LLM-MAS’ 409

efficiency in cognitive bias mitigation. The av- 410

erage number of API calls was also recorded to 411

indicate the cost of LLM-MAS. Since NudgeCoR 412

involves multi-agent discussion, the consistency 413

among agents was encoded from raw responses 414

and analyzed. To gain in-depth understanding to 415

the core part of NudgeCoR, both the control group 416

without nudge strategy and that with anti-nudge 417

strategy were utilized. Our MAS is practically ex- 418

pandable, enabling flexible changes in both team 419

size and role diversity. Therefore, the influence 420

of the number and role-setting of decision-making 421

agents was taken into account in order to unveil the 422

communication dynamics in associations. In par- 423

ticular, agent numbers of 2 and 3 were compared 424

on a subset of LLM backbones (Qwen-Turbo and 425

GPT-3.5-Turbo). 426

4 Results 427

4.1 NudgeCoR effectively mitigates cognitive 428

biases in both simple and complex 429

scenarios 430

Performance of NudgeCoR, Multi-agent Debate, 431

CoT prompting, and standard prompting are shown 432

in Table 2. Obviously, NudgeCoR effectively 433

mitigated single cognitive biases with most LLM 434
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backbones, especially Qwen-Turbo on which the435

solve rate of RoT dataset even reached 89.66%.436

Compared with the baseline (standard prompting),437

NudgeCoR considerably boosted the accuracy of438

all LLMs (31.04% in Qwen-Turbo particularly)439

except GPT-4 whose performance kept constant,440

suggesting a significant enhancement in rationality.441

Notably, CoT prompting worked well in442

ZhipuAI, contributing to a substantial increase443

(13.79%) in its performance. The number of API444

calls in NudgeCoR and multi-agent Debate were445

8 and 10 respectively, indicating that the three-446

round multi-agent Debate consumed more com-447

puting resources than NudgeCoR. Nevertheless,448

multi-agent Debate did not yield consistent changes449

across all model backbones. It enhanced decision-450

making performance in most models, but caused a451

considerable decline in Qwen-Turbo on the other452

hand. NudgeCoR significantly outperformed CoT453

method in Qwen-Turbo and GPT-3.5-Turbo. Coop-454

eration seems to be more effective for multi-agent455

conversations since NudgeCoR demonstrated supe-456

rior performance than multi-agent Debate in most457

cases. However, competition brought more im-458

provement when GPT-4 served as the backbone.459

Therefore, the appropriate relationships among460

multiple agents are likely to be variable for dif-461

ferent LLMs.462

Similar examination was also conducted on463

MCB dataset, revealing that questions involving464

multiple cognitive biases at the same time are465

significantly more difficult than that with only466

single cognitive biases. Accuracy were lower467

on MCB dataset than that on RoT dataset in all468

LLMs. However, despite higher difficulty of MCB469

dataset, NudgeCoR still remained effective and pro-470

moted some models’ performance largely (Table 3471

presents results averaged across 5 runs), especially472

Qwen-Turbo (+46%) and GPT-3.5-Turbo (+40%).473

Grounded on the above results, it is evident that474

NudgeCoR can not only handle relatively simple475

decision-making scenarios which involve only sin-476

gle cognitive biases, but also effectively address477

multiple cognitive biases in complex situations.478

The mechanism underlying NudgeCoR’s efficiency479

would be further reported in the next section.480

4.2 Both nudge and multi-agent collaboration481

facilitate mitigating cognitive biases482

Considering that the nudge strategy and multi-483

agent collaboration are two key points of484

NudgeCoR, extra experiments were performed in485

order to unveil their indispensability. On one 486

hand, to reflect the influence of nudge strategy to 487

NudgeCoR, the statements related to nudge in the 488

prompts were removed (not stating the default an- 489

swer) or inverted (setting the default option to be 490

false), serving as the control and anti-nudge condi- 491

tions respectively. Results shown in Table 4 illus- 492

trate that, relative to the control condition, multi- 493

agent collaboration equipped with nudge strategy 494

significantly worked better on solving questions in 495

RoT dataset with all LLM backbones except GPT-4 496

which instead benefited from the anti-nudge setting. 497

Therefore, the degrees of sensitivity to nudge strat- 498

egy appeared to be varying in different LLMs. 499

In addition, the better performance in the con- 500

trol condition compared to the baseline indicates 501

that even in the absence of nudge strategy, just 502

collaboration among multiple agents and the di- 503

versity of perspectives can foster decision quality. 504

Results from MCB dataset replicated a similar pat- 505

tern. Since all questions in MCB dataset consist of 506

four choices, anti-nudge condition was not tested 507

repeatedly here. Compared with the base level, 508

changes brought about by nudge strategy (aver- 509

aging both nudge and anti-nudge conditions) and 510

multi-agent collaboration are shown in Fig.2, indi- 511

cating larger improvement on MCB dataset relative 512

to RoT dataset. Briefly, both nudge strategy and 513

multi-agent collaboration are essential for the ef- 514

fectiveness of NudgeCoR system. 515

Figure 2: Effects of multi-agent collaboration and nudge
strategy. Changes of accuracy brought about by nudge
strategy (averaging both nudge and anti-nudge condi-
tion) and multi-agent collaboration are shown respec-
tively, where positive change means improvement and
negative change means decline.
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Backbone Base [1] CoT [1] Debate [10] NudgeCoR [8]
Qwen-Turbo 58.62% 62.07%↑ 48.28%↓ 89.66%↑

GPT-3.5-Turbo 51.72% 55.17%↑ 58.62%↑ 65.52%↑
GPT-4 65.52% 65.52% 79.31%↑ 65.52%

ZhipuAI 62.07% 75.86%↑ 68.97%↑ 74.31%↑

Table 2: Accuracy of different methods on solving single cognitive biases. Note: The numbers in brackets indicate
the average number of API calls.

LLM Backbone Base CoT NudgeCoR
Qwen-Turbo 38% 28%↓ 84%↑

GPT-3.5-Turbo 22% 16%↓ 62%↑
GPT-4 44% 54%↑ 42%↓

ZhipuAI 40% 30%↓ 30%↓

Table 3: Accuracy of different methods on solving mul-
tiple cognitive biases

4.3 Role diversity and team size affect the516

efficiency of multi-agent collaboration517

The effectiveness of multi-agent collaboration pos-518

sibly lies in role diversity of agents which forms the519

foundation of various thoughts. So the difference520

made by each decision-making agent was further521

analyzed via an ablation study.522

Apart from role diversity, team size might also be523

an important variable that influences the efficiency524

of multi-agent collaboration. Therefore, we further525

compared the cases where the number of decision-526

making agents was 2 and 3, with the performance527

in 2-agent scenarios obtained by averaging the ac-528

curacy in Table 5 (columns: Kick CoE, Kick DA,529

and Kick DP). Enlargement on team size improved530

multi-agent performance more significantly in the531

decision scenarios involving multiple cognitive bi-532

ases.533

5 Discussion534

Cognitive biases are common in both individuals’535

life and business decision-making process, possibly536

leading to bad decisions and causing considerable537

financial losses (Gudmundsson and Lechner, 2013).538

Nudge strategy is introduced firstly by researchers539

from the field of behavioral economics, aiming at540

mitigating cognitive biases and improving people’s541

decision quality with the least cost (Konstantinou542

et al., 2019). Particularly, nudge means that subtle543

alternation in the choice architecture can change544

people’s behavior in a foreseeable way. In sight of545

the effectiveness of nudge, this strategy is applied546

in public policy as well as social media to combat547

misinformation in human’s cognition (Murayama548

et al., 2023; Thornhill and Berendt, 2019; Korteling 549

et al., 2023). It is also indispensable to diversify 550

members’ specialization and their thoughts accord- 551

ingly for an association to come up with rational 552

decisions (Fernandez, 2007). Participation of devil 553

advocate is likely to contribute to unbiased deci- 554

sions via avoiding group polarization (Schwenk, 555

1990; Schweiger et al., 1986). 556

Though remarkable on formal language com- 557

petence, LLMs are generally not well-performed 558

on tasks requiring functional language competence 559

which consists of formal reasoning, world knowl- 560

edge, situation modeling, and social reasoning (Ma- 561

howald et al., 2024; Fedorenko et al., 2024). Sim- 562

ply improving the amount of training data is not 563

sufficient to enhance LLMs’ functional language 564

competence, which further limits LLMs’ poten- 565

tial on assisting decision-making and contributes 566

to their proneness to cognitive biases (Macmillan- 567

Scott and Musolesi, 2024). However, multi-agent 568

systems or the society of mind may provide an al- 569

ternative choice instead, which harness the collab- 570

oration among agents and generally present more 571

satisfactory responses relative to single agents. 572

Inspired by the insightful findings in psychology, 573

we design a multi-agent framework (NudgeCoR) 574

integrating various effective elements that func- 575

tion in mitigating human cognitive biases, such as 576

nudge strategy, collaboration, and the devil’s advo- 577

cate. Results reveal the effectiveness of NudgeCoR 578

armed with most LLM backbones, whose perfor- 579

mance on cognitive bias mitigation is notably better 580

than single agents. Ablation studies indicate that 581

the efficiency of NudgeCoR lie in nudge strategy 582

as well as role diversity of the decision team. Com- 583

pared with the control condition, the multi-agent 584

system achieves higher accuracy with the aid of 585

nudge strategy. However, even without such strat- 586

egy support, the collaborative system still remains 587

superior to single agents. Eliminating any members 588

from the decision-making agent group negatively 589

impact the overall performance, suggesting the im- 590

portance of diverse role-setting of agents. 591
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LLM Backbone Dataset Base Control Nudge Anti-Nudge

Qwen-Turbo RoT 58.62% 75.86% ↑ 89.66% ↑ 68.97% ↑
MCB 38% 70% ↑ 84% ↑ /

GPT-3.5-Turbo RoT 51.72% 62.07% ↑ 65.52% ↑ 68.97% ↑
MCB 22% 38% ↑ 62% ↑ /

GPT-4 RoT 65.52% 79.31% ↑ 65.52% ↓ 89.66% ↑
MCB 44% 52% ↑ 42% ↓ /

ZhipuAI RoT 62.07% 65.52% ↑ 72.41% ↑ 79.31% ↑
MCB 40% 30% ↓ 30% ↓ /

Table 4: Influence of nudge strategies to MAS’s accuracy. Note: Models’ performance with standard prompts as
well as nudge strategies (’Base’ and ’Nudge’ column) has been reported in Table 2, and is iterated here for the sake
of comparison. Since all questions in MCB dataset consist of four choices, anti-nudge condition was not tested
repeatedly here.

Kick One Dataset Base NudgeCoR Kick CoE Kick DA Kick DP

Qwen-Turbo RoT 58.62% 89.66% 75.86% ↓ 75.86% ↓ 79.31% ↓
MCB 38% 84% 40% ↓ 60% ↓ 70% ↓

GPT-3.5-Turbo RoT 51.72% 65.52% 58.62% ↓ 68.97% ↑ 62.07% ↓
MCB 22% 62% 36% ↓ 38% ↓ 36% ↓

Table 5: Importance of each decision-making agent. Note: CoE: Commonsense Expert; DA: Data Analyst; DP:
Decision Psychologist.

6 Conclusion592

We construct a virtual decision team (NudgeCoR),593

an LLM-based multi-agent system merging both594

collaboration among diverse specialized agents and595

nudge strategy. Five steps are structured in this col-596

laborative team, and decision-making agents share597

opinions as well as reflect on whether to revise their598

answer under the scrutiny of the devil’s advocate,599

after which majority voting mechanism is deployed600

to generate the final decision. Experiment results601

reveal that NudgeCoR significantly outperforms602

single-agent systems or LLMs equipped with com-603

mon prompt engineering techniques on both sim-604

ple and complex decision scenarios which involve605

single and multiple cognitive biases respectively.606

Therefore, multi-agent collaboration shows great607

promise for cognitive bias mitigation.608

Limitations609

There are several limitations existing in this study.610

First, the scale of MCB dataset is not large enough,611

and each question is designed by combining two612

or three kinds of cognitive biases. Situations in613

the real-world decision-making process may be614

even more complex. Second, NudgeCoR includes615

three decision-making agents with diverse role-616

setting. Although the effectiveness of this design is617

confirmed by experimental evidence, there is still618

space for further improvement in accuracy. Future619

work should be focused on the interaction between 620

role-setting and team size. Besides, considering 621

that nudge strategy is useful in assisting the multi- 622

agent system in decision-making, deeper investiga- 623

tion should be undertaken to unveil the underlying 624

mechanism. 625
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A Prompts for Agent Implementation843

A.1 Standard Baseline (Base)844

Please answer the following questions, giving the845

answer directly without explanation.846

A.2 Chain-of-Thought (CoT)847

Please answer the following questions, giving the848

answer directly without explanation. Put the an-849

swer after#### . Let’s think step by step.850

A.3 Collaborative Rationality (CoR)851

A.3.1 Prompts for different role settings852

Commonsense Expert: You are a commonsense853

expert with extensive knowledge and practical ex-854

perience across various domains. When presented855

with a decision-making problem, you will leverage856

your understanding of everyday logic and relevant857

insights to deliver objective and rational answers.858

Your approach combines critical thinking and859

real-world considerations, allowing you to analyze860

situations from multiple angles. By focusing861

on practicality and sound reasoning, you aim to862

make informed decisions that reflect common863

sense principles, ensuring that your responses are864

grounded in both knowledge and experience.865

Data Analyst: You are a data analyst with expertise866

in statistical theory and data science tools. When867

faced with a decision-making problem, you will868

employ precise calculations and analytical methods869

to deliver objective and rational answers. Your870

approach involves using relevant data, applying871

statistical techniques, and interpreting results to872

inform your conclusions. By focusing on accuracy873

and evidence-based insights, you aim to identify874

trends and patterns that guide effective decision-875

making, ensuring that your recommendations are876

grounded in rigorous analysis and based on solid877

data and objective reasoning.878

Decision Psychologist: You are a decision psy-879

chologist with a deep understanding of common880

cognitive biases and effective strategies for mitigat-881

ing them. When presented with a decision-making882

problem, you will first identify any potential883

biases that may influence the response. By884

recognizing these pitfalls—such as confirmation885

bias, anchoring, and overconfidence—you will886

employ techniques to minimize their impact.887

Your goal is to ensure a more objective and888

rational decision-making process. Drawing on889

psychological principles and evidence-based890

practices, you will provide clear, unbiased insights891

that facilitate informed choices. 892

Devil Advocate: You are a devil’s advocate, tasked 893

with examining the viewpoints of team members 894

and identifying their consensus. Your role involves 895

presenting both supporting and opposing argu- 896

ments for this consensus, encouraging a thorough 897

exploration of different perspectives. By offering 898

critical feedback and constructive suggestions, 899

you will help team members recognize and 900

mitigate cognitive biases, fostering more rational 901

decision-making. Your objective is to challenge 902

assumptions and stimulate deeper discussion, 903

ultimately guiding the team toward well-informed 904

choices that consider various angles and enhance 905

overall decision quality. 906

Voter: You are a voter in a decision-making team 907

composed of multiple members. Your primary 908

responsibility is to gather and tally their choices, 909

ensuring that each member’s input is accurately 910

counted. After compiling the votes, you will report 911

the final decision to the team. 912

913

A.3.2 Prompts for Nudge Strategy 914

Control: You are a decision-making team re- 915

sponsible for making rational and unbiased 916

decisions on the given issues. Please provide 917

your response in the following format: "I choose 918

’a’/’b’. My reasoning is: ... (in 50 words)." The 919

decision-making question is as follows. Please 920

read carefully and think it over. Question: "..." 921

Nudge: You are a decision-making team respon- 922

sible for making rational and unbiased decisions 923

on the given issues. The default option for the 924

question is ’b’, and you can choose to agree or 925

disagree. Please provide your response in the 926

following format: If you agree: "Yes, I choose 927

’b’. My reasoning is: ... (in 50 words)." If you 928

disagree: "No, I choose ’a’. My reasoning is: ... 929

(in 50 words)." The decision-making question is 930

as follows. Please read carefully and think it over. 931

Question: "..." 932

Anti Nudge: You are a decision-making team 933

responsible for making rational and unbiased 934

decisions on the given issues. The default option 935

for the question is ’a’, and you can choose to agree 936

or disagree. Please provide your response in the 937

following format: If you agree: "Yes, I choose 938

’a’. My reasoning is: ... (in 50 words)." If you 939

disagree: "No, I choose ’b’. My reasoning is: ... 940

(in 50 words)." The decision-making question is 941

as follows. Please read carefully and think it over. 942
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Question: "..."943

944

A.4 Debate945

A.4.1 Prompts for Role Setting946

Debater for option ’a’: Assume you are a debater947

who is arguing in favor of the option ’a’ for the948

given double-choice decision problem. Construct a949

coherent and persuasive argument, including solid950

evidence supporting your statement. Rational an-951

swers are expected while cognitive biases should952

be avoided.953

Debater for option ’b’: Assume you are a debater954

who is arguing in favor of the option ’b’ for the955

given double-choice decision problem. Construct a956

coherent and persuasive argument, including solid957

evidence supporting your statement. Rational an-958

swers are expected while cognitive biases should959

be avoided.960

Judge: Assume you are an impartial judge in a961

debate where one side argues that the Option ’a’962

is right and free of cognitive biases for the given963

decision-making problem, whereas the other side964

insists that the Option ’b’ is true. Listen to both965

sides’ arguments and provide an analytical judg-966

ment on which side presented a more compelling967

and reasonable case. Consider the strength of the968

evidence, the persuasiveness of the reasoning, and969

the overall coherence of the arguments presented970

by each side. Finally, you need to report which971

option (’a’ or ’b’) is right for current problems.972

A.4.2 Prompts for Debate Round973

Arrangement974

First round: Welcome to the debate on this975

decision-making problem. This debate will consist976

of three rounds. In each round, the option ’a’ side977

will present their argument first, followed by the978

option ’b’ side. After both sides have presented, the979

adjudicator will summarize the key points and ana-980

lyze the strengths of the arguments. The rules are981

as follows: Each side must present clear, concise982

arguments backed by evidence and logical reason-983

ing. No side may interrupt the other while they are984

presenting their case. After both sides have pre-985

sented, the adjudicator will have time to deliberate986

and will then provide a summary, highlighting the987

most persuasive points from both sides. The adju-988

dicator’s summary will not declare a winner for the989

individual rounds but will focus on the quality and990

persuasiveness of the arguments. At the conclusion991

of the three rounds, the adjudicator will declare the992

overall winner based on which side won two out of 993

the three rounds, considering the consistency and 994

strength of the arguments throughout the debate. 995

Both the arguments of debaters and the declaration 996

of the adjudicators should be limited to 50 words. 997

Let us begin the first round. The Option A side: 998

please present your argument for why Option ’a’ is 999

right for this problem. 1000

Second round: Let us begin the second round. It’s 1001

your turn, the option ’a’ side. 1002

Thord round: Next is the final round. 1003

End: Judge, please declare the overall winner now 1004

and report the right option for this problem. 1005

Notes: The length of arguments was limited in 50 1006

words to ensure clarity of LLMs’ responses. 1007

B Cognitive Bias Datasets 1008

B.1 Dataset for single cognitive bias detection 1009

This dataset originates from a recent research 1010

which utilized Rationality-of-Thought prompt en- 1011

gineering method to refine LLMs’ performance on 1012

mitigating cognitive biases. So we name it as RoT 1013

datasets here. 1014

1. Representativeness Heuristic: Susan is inter- 1015

ested in aircraft and often visits aviation exhibitions. 1016

Susan is more likely to be: (a) Pilot (b) Teacher 1017

2. Conjunction Fallacy: Linda is 31 years old, sin- 1018

gle, outspoken, and very bright. She majored in phi- 1019

losophy. As a student, she was deeply concerned 1020

with issues of discrimination and social justice, 1021

and also participated in anti-nuclear demonstra- 1022

tions.There are 100 persons who fit the description 1023

above (Linda’s). X number of them are bank tellers, 1024

and Y number of them are bank tellers and active 1025

in the feminist movement. What is the relationship 1026

between numbers X and Y? (a) X >= Y (b) X <= Y 1027

3. Insensitvity to Sample Size: A certain town is 1028

served by two hospitals. In the larger hospital,about 1029

45 babies are born each day, and in the smaller hos- 1030

pital,about 15 babies are born each day. As you 1031

know, about 50 percent of all babies are boys. How- 1032

ever, the exact percentage varies from day to day. 1033

Sometimes it may be higher than 50 percent, some- 1034

times lower. For a period of 1 year, each hospital 1035

recorded the days on which more than 60 percent 1036

of the babies born were boys. Which hospital do 1037

you think recorded more such days? (a) The larger 1038

hospital (b) The smaller hospital 1039

4. Anchoring: In a document, it is mentioned that 1040

the longest blue whales can reach up to 328 feet. 1041

What do you think is the average length of an adult 1042
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blue whale? (a) 229 feet (b) 82 feet1043

5. Framing Effect: You are considering dining at1044

one of two restaurants. The reviews for the two1045

restaurants are as follows, with only two options:1046

satisfied or dissatisfied: Restaurant A: 85% of cus-1047

tomers are satisfied with this restaurant. Restau-1048

rant B: 12% of customers are dissatisfied with this1049

restaurant. which restaurant would you choose to1050

dine at? (a) Restaurant A (b) Restaurant B1051

6. Gamblers Fallacy: Is the following statement1052

correct? When flipping a fair coin,the more consec-1053

utive times heads appear, the less likely it is for the1054

next flip to be heads, and the more likely it is to be1055

tails.(a) Correct (b) Incorrect1056

7. Inverse Gamblers Fallacy: Is the following1057

statement correct? Xiaohua watched Xiaoming1058

roll two dice, both showing six points. Therefore,1059

Xiaohua concluded that Xiaoming must have rolled1060

the dice at least 36 times. (a) Correct (b) Incorrect1061

8. Status Quo Bias: Assuming you are considering1062

purchasing health insurance and currently have an1063

insurance plan in hand, but you are also consider-1064

ing switching to a policy from another insurance1065

company.You have received two quotes: Current1066

Insurance: Requires an annual premium of $1,500,1067

but comes with some limitations and terms that1068

are not entirely satisfactory. New Insurance (from1069

another insurance company): Requires an annual1070

premium of $1,300, and offers a more comprehen-1071

sive coverage and services that better match your1072

needs. Your choice is: (a) Current Insurance (b)1073

New Insurance1074

9. Availability Heuristics: Various types of media1075

often report airplane accidents. So, which mode of1076

transportation has a lower death rate, airplanes or1077

cars? (a) cars (b) airplanes1078

10. Risk Aversion: Choose between two lotteries A1079

and B, which one is better? lotteries A: 50% chance1080

to win $5.5 and 50% chance to win $4.5; lotteries1081

B: 50% chance to win $9.5 and 50% chance to win1082

$1.(a) Lottery A (b) Lottery B1083

11. Certainty Effect: Now you have the following1084

two options to choose from: Option One: Securely1085

receive $3,000. Option Two: Participate in a game1086

with an 80% chance of earning $4,000. You have1087

to choose a plan, which plan do you choose? (a)1088

Option One (b) Option Two1089

12. Reflection Effect: Now you have the follow-1090

ing two options to choose from: Option One: Par-1091

ticipate in a game with an 80% chance of losing1092

$4,000. Option Two: Pay a fixed amount of $3,000.1093

Which option do you choose? (a) Option One (b)1094

Option Two 1095

13. Reference Dependence: Imagine you are faced 1096

with the following choice: Under the condition that 1097

the prices of goods and services are the same,you 1098

have two options: Option 1: In a scenario where 1099

your colleagues earn 60,000 yuan per year, your 1100

annual income is 70,000 yuan. Option 2: In a sce- 1101

nario where your colleagues earn 90,000 yuan per 1102

year, you earn 80,000 yuan annually.Which option 1103

would you choose? (a) Option 1 (b) Option 2 1104

14. Endowment Effect: I was given a prize draw 1105

ticket for free. The prize is worth $70 and my es- 1106

timated winning probability is 2.08%. My friend 1107

is offering $2 for my ticket, should I sell it? (a) 1108

Should not sell (b) Should sell 1109

15. Sink Cost Fallacy: As the president of an air- 1110

line company, you have invested 10 million dollars 1111

of the company’s money into a research project.The 1112

purpose was to build a plane that would not be 1113

detected by conventional radar, in other words, a 1114

radar-blank plane. When the project is 90% com- 1115

pleted, another firm begins marketing a plane that 1116

cannot be detected by radar. Also, it is apparent 1117

that their plane is much faster and far more eco- 1118

nomical than the plane your company is building. 1119

The question is: should you invest the last 10% of 1120

the research funds to finish your radar-blank plane? 1121

(a) Continue investing (b) Stop investing 1122

16. Confirmation Bias: Recently, Xiaomei heard 1123

that a certain type of weight-loss product is very 1124

effective. She believed it and bought it to use for 1125

her weight loss journey. Every morning, she ha- 1126

bitually weighs herself. If she finds that she is 1127

lighter than yesterday, Xiaomei attributes it to the 1128

effectiveness of the weight-loss product. If her 1129

weight increases, she dismisses it as normal fluc- 1130

tuations and doesn’t pay much attention. After 1131

several months, her weight hasn’t changed much, 1132

but she firmly believes that the weight-loss product 1133

is working. Is Xiaomei’s belief correct? (a) Correct 1134

(b) Incorrect 1135

17. Attentional Bias: Lately, you’ve seen a lot of 1136

stories in the news and on social media about fe- 1137

male drivers being involved in traffic accidents.The 1138

ratio of male to female drivers is 7:3. Based on this 1139

information, what do you think is the approximate 1140

ratio of male drivers to female drivers in all acci- 1141

dents involving drivers? (a) 1:4 (b) 4:1 1142

18. Belief Bias: All flowers have petals, roses have 1143

petals, so roses are flowers. Is the logical reasoning 1144

above correct? (a) Correct (b) Incorrect 1145

19. Clustering Illusion: I’m playing a game where 1146
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I first won 10 matches in a row and believed my1147

skill had improved. However, I then lost 8 matches1148

in a row. Is the system deliberately targeting me1149

with consecutive losses after consecutive wins? (a)1150

Yes, the system is intentionally arranging consec-1151

utive losses. (b) No, this might just be a random1152

outcome.1153

20. Conservation Bayesian: You initially pre-1154

dicted a 10% increase in the stock’s value for this1155

year. One month later, you receive new financial1156

reports indicating that the company’s performance1157

has exceeded expectations. Your new prediction1158

is: (a) To continue believing in a 10% increase.1159

(b) To adjust your forecast, considering a potential1160

increase of 12% or higher.1161

21. Curse of Knowledge: You are a math teacher1162

explaining the fundamental concepts of algebra to1163

middle school students. How would you start? (a)1164

Begin with higher-dimensional space and nonlin-1165

ear systems of equations. (b) Start with the basic1166

definitions of variables and constants.1167

22. Functional Fixedness: Spoons can be used for1168

eating and drinking, but can spoons be used to cut1169

apples, sausages, and the like? (a) No (b) Yes1170

23. Illusion of Control: You are participating in a1171

lottery game that relies purely on chance. You have1172

several options for how to draw a ticket. what will1173

you do? (a) I will look at the lottery tickets care-1174

fully to try to figure out which one might be the1175

winner because I trust my instincts and judgment.1176

(b) I will close my eyes and choose a ticket at ran-1177

dom because I know it is a purely luck based game.1178

(c) I will draw tickets in a particular way (for ex-1179

ample, with my left hand) because I think doing so1180

will increase my chances of winning.1181

24. Illusory Correlation: You’ve heard the saying1182

in your circle of friends that people are more likely1183

to behave unusually or strangely on nights with a1184

full moon. Recently, you did witness a few strange1185

events on full moon nights. What do you think?1186

(a) I believe that the full moon does affect people’s1187

behavior, because I have seen it with my own eyes.1188

(b) Although I have seen some strange events, this1189

does not prove that the full moon affects people’s1190

behavior.1191

25. Money Illusion: Suppose you and your friend1192

bought a house for 400,000 yuan respectively, and1193

then sold it successively. When your friend sold1194

the house, there was a 25% depreciation rate at1195

that time,so your friend sold it for 308,000 yuan.1196

23% below the purchase price. When you sell the1197

house, the price of goods has risen by 25%, and1198

the house is sold for 492,000 yuan, which is 23% 1199

higher than the purchase price. Who has more pur- 1200

chasing power, you or your friend? (a) you (b) your 1201

friend 1202

26. Outcome Bias: The researchers analyzed the 1203

performance of three cardiac surgeons, who each 1204

performed five difficult surgeries. A few years later, 1205

the death pattern of patients undergoing surgery is 1206

as follows: None of Doctor A’s five patients died. 1207

One of Doctor B’s patients died. Doctor C’s pa- 1208

tients died 2. Therefore, the following evaluation 1209

is made: doctor A is the best, doctor B is the sec- 1210

ond, and doctor C is the worst. Is this evaluation 1211

correct? (a) correct (b) incorrect 1212

27. Survivorsip Bias: During the Second World 1213

War, Professor Ward of Columbia University in 1214

the United States calculated the data of the Allied 1215

bombers after they were attacked, and found that 1216

the wing is the most likely to be hit, and the tail is 1217

the least hit position. So how should the aircraft 1218

be protected to reduce the probability of being shot 1219

down by artillery fire? (a) The protection of the 1220

wings should be strengthened (b) The protection of 1221

the tail should be strengthened 1222

28. Time Saving Bias: There are two road improve- 1223

ment plans, the first to increase the average speed 1224

from 70 km/h to 110 km/h (43 mph to 68 mph) and 1225

the second to increase the average speed from 30 1226

km/h increased to 40 km/h (19 mph to 25 mph), 1227

of these two plans,which one is more effective in 1228

reducing the average travel time and saves more 1229

time? (a) The first type (b) The second type 1230

29. Regression Fallacy: You’re a basketball coach 1231

and your team has had a terrible run in their latest 1232

game. To improve, you decide to go through a se- 1233

ries of rigorous training sessions. In the next game, 1234

the team’s performance improved. How would you 1235

explain this improvement? (a) I believe that strict 1236

training is the reason for the improvement of the 1237

team’s performance. (b) While rigorous training 1238

may have helped, there may be other reasons for 1239

the improved performance. 1240

Note: Answers to all questions in the datasets above 1241

are option ’b’. The test for different questions are 1242

independent of each other since agents’ memory is 1243

cleared at the end of the discussion on each ques- 1244

tion, which prevents potential interference between 1245

different questions as well as their answers. 1246
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Figure S1: Average performance of five LLMs (Qwen,
GPT-3.5-Turbo. GPT-4, ZhipuAI, and Llama3-8B). The
random level is 50% since there are two alternative op-
tions in each question. Those types of cognitive biases
that elicits LLMs’ accuracy below the random level are
viewed as hard ones, whose IDs include 1, 4, 5, 11, 14,
18, 22, 25, 27, 28, and 29. Note that no any LLM solves
1-Representativeness and 27-Survivorship Bias.

B.2 Dataset for multiple cognitive biases1247

detection1248

About a third of cognitive biases (11 types) were1249

further chosen from RoT datasets considering the1250

bad performance of most LLMs on mitigating them.1251

According to five LLMs’ performance with base-1252

line standard prompts, the average accuracy of1253

LLMs on all kinds of cognitive biases are shown in1254

Figure S1.1255

Specifically, those cognitive bias types that1256

LLMs are relatively more prone to include1257

the following: 1-Representativeness Heuristic,1258

4-Anchoring Effects, 5-Framing Effects, 11-1259

Certainty Effect, 14-Endowment Effect, 18-Belief1260

Bias, 22-Functional Fixedness, 25- Money Illusion,1261

27-Survivorship Bias, 28-Time Saving Bias, and1262

29-Regression Fallacy. We combined different1263

cognitive biases in this chosen subset, generating a1264

new dataset for multiple cognitive biases detection1265

named as MCB dataset.1266

1. Framing Effect + Anchoring Effect: You are1267

going to buy some cucumbers and have two stores1268

to choose from. Store A has an 85% customer1269

satisfaction rate, while Store B has a 12% customer1270

dissatisfaction rate. The cucumbers in the stores1271

can be up to 55 cm long. Which of the following1272

options do you agree with? (a) Choose Store A, the1273

average length of cucumbers is about 40 cm. (b)1274

Choose Store B, the average length of cucumbers1275

is about 15 cm. (c) Choose Store A, the average1276

length of cucumbers is about 15 cm. (d) Choose1277

Store B, the average length of cucumbers is about1278

40 cm.1279

2. Representativeness Heuristic + Anchoring Effect:1280

Media often reports on airplane accidents. Ac-1281

cording to reports, airplanes can carry up to 6001282

passengers, while buses can carry a maximum of 1283

110 passengers. Now, there is a passenger involved 1284

in a traffic accident. Which of the following 1285

options do you think is most likely correct? (a) The 1286

passenger was involved in an airplane accident, 1287

and the airplane carried 550 passengers. (b) The 1288

passenger was involved in a bus accident, and the 1289

bus carried 30 passengers. (c) The passenger was 1290

involved in an airplane accident, and the airplane 1291

carried 200 passengers. (d) The passenger was 1292

involved in a bus accident, and the bus carried 100 1293

passengers. 1294

3. Certainty Effect + Endowment Effect: You are 1295

a lottery player, and you currently have two lottery 1296

tickets to choose from. Ticket A has a prize of 1297

300$ with a winning probability of 100%; Ticket 1298

B has a prize of 400$ with a winning probability 1299

of 80%. You can only choose one of them. Which 1300

one will you choose, A or B? If you receive a 1301

ticket C for free, with a prize value of 350$ and an 1302

estimated winning probability of 2%, your friend 1303

wants to exchange 10$ for this ticket. Do you 1304

agree to the exchange? (a) Choose ticket A, do not 1305

agree to the exchange (b) Choose ticket B, agree 1306

to the exchange (c) Choose ticket A, agree to the 1307

exchange (d) Choose ticket B, do not agree to the 1308

exchange 1309

4. Belif Bias + Functional Fixedness: Please 1310

judge whether the following two statements are 1311

correct: 1⃝ All fruits have color, and since the 1312

shepherd’s purse has color, it is a fruit. 2⃝ The 1313

shepherd’s purse is edible, but it can also be 1314

used as a dye. (a) 1⃝ correct, 2⃝ incorrect (b) 1⃝ 1315

incorrect, 2⃝ correct (c) 1⃝ correct, 2⃝ correct (d) 1316

1⃝ incorrect, 2⃝ incorrect 1317

5. Regression Fallacy + Time Saving Bias: You 1318

usually ride your bike to work and were 5 minutes 1319

late today. To avoid being late, you decided to 1320

lubricate your bike. The next day, you not only 1321

weren’t late but arrived 5 minutes early. How 1322

do you explain the earlier arrival time? Assume 1323

there are two scenarios for increasing your cycling 1324

speed: Scenario A is from 7 km/h to 11 km/h, 1325

and Scenario B is from 3 km/h to 4 km/h. Which 1326

scenario saves more time compared to the original 1327

speed? (a) The earlier arrival time is due to 1328

lubricating the bike; Scenario B saves more time. 1329

(b) Although lubricating the bike may help, there 1330

could be other reasons for the earlier arrival; 1331

Scenario B saves more time. (c) The earlier arrival 1332

time is due to lubricating the bike; Scenario A 1333

saves more time. (d) Although lubricating the bike 1334
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may help, there could be other reasons for the1335

earlier arrival; Scenario A saves more time.1336

6. Functional Fixedness + Regression Fallacy:1337

You usually ride your bike to work and were1338

5 minutes late today. To avoid being late, you1339

decided to lubricate your bike. However, you1340

only had vegetable oil at home, so you used some1341

canola oil. The next day, you not only weren’t late1342

but arrived 5 minutes early. Which of the following1343

statements do you think is correct? (a) Canola oil1344

can only be used for cooking, not for lubrication;1345

the earlier arrival may be due to other reasons. (b)1346

Although canola oil is used for cooking, it can also1347

be used for lubrication; while lubricating may have1348

helped, there could be other reasons for the earlier1349

arrival. (c) Canola oil can only be used for cooking,1350

not for lubrication; lubricating is the reason for1351

the earlier arrival. (d) Although canola oil is used1352

for cooking, it can also be used for lubrication;1353

lubricating is the reason for the earlier arrival.1354

7. Belif Bias + Money Illusion: Please judge1355

whether the following two statements are correct:1356

1⃝ Company A pays salaries to all officially1357

employed personnel, and Company A also pays1358

salaries to outsourced personnel, so outsourced1359

personnel are officially employed by Company1360

A. 2⃝ Both you and Tom are officially employed1361

by Company A. Three years ago, you received a1362

performance bonus of $5000, when the inflation1363

rate was 25%; Tom received a performance bonus1364

of 4000 yuan this year, but this year there was1365

deflation with a deflation rate of 20%. Compared1366

to Tom, your performance bonus is worth more.1367

(a) 1⃝ correct, 2⃝ incorrect (b) 1⃝ incorrect, 2⃝1368

incorrect (c) 1⃝ correct, 2⃝ correct (d) 1⃝ incorrect,1369

2⃝ correct1370

8. Survivorship Bias + Framing Effect: You have1371

two instant messaging software options, A and B.1372

Software A does not lag 80% of the time, while1373

Software B lags 12% of the time. To ensure1374

smoother communication, which one would you1375

choose? The instant messaging software includes1376

two functional modules: chat and music. Staff1377

members found that most users who uninstalled1378

the software rarely used the music module but1379

had all used the chat module. What is the main1380

cause of the lag issue, in the music module or1381

the chat module? (a) Choose software B; the1382

lag issue mainly lies in the music module. (b)1383

Choose software B; the lag issue mainly lies in1384

the chat module. (c) Choose software A; the lag1385

issue mainly lies in the music module. (d) Choose1386

software A; the lag issue mainly lies in the chat 1387

module. 1388

9. Certainty Effect + Belief Bias + Endowment 1389

Effect: Please judge whether the following two 1390

statements are correct: 1⃝ Gambling requires 1391

preparing funds, buying a lottery ticket requires 1392

preparing funds, so buying a lottery ticket belongs 1393

to gambling. 2⃝ You have 300 yuan and can 1394

choose to buy a certain lottery ticket, which costs 1395

250 yuan, has a prize of 500 yuan, and a winning 1396

probability of 70%. Choosing to buy is more 1397

advantageous. (a) 1⃝ incorrect, 2⃝ incorrect (b) 1⃝ 1398

incorrect, 2⃝ correct (c) 1⃝ correct, 2⃝ incorrect (d) 1399

1⃝ correct, 2⃝ correct 1400

10. Survivorship Bias + Anchoring Effect: The 1401

media often reports on cases of children being 1402

abducted. Now, there is a child missing. Is it more 1403

likely that he was abducted or that he simply got 1404

lost? From past cases where missing children 1405

were successfully found, it has been observed 1406

that the children’s locations were often close to 1407

where they went missing. Which of the following 1408

statements is correct? (a) The child is more likely 1409

to be lost; the search should be conducted near the 1410

location where he went missing. (b) The child is 1411

more likely to be lost; the search range should be 1412

expanded. (c) The child is more likely to have been 1413

abducted; the search range should be expanded. 1414

(d) The child is more likely to have been abducted; 1415

the search should be conducted near the location 1416

where he went missing. 1417

Note: Answers to all questions in the datasets 1418

above are option ’b’. The test for different 1419

questions are independent as well. 1420

16
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