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ABSTRACT

Chemical reaction optimization remains a critical bottleneck in drug discovery
and materials science. While reaction procedures are naturally documented as
text in research papers and protocols, converting these descriptions into structured
features for machine learning poses significant challenges. We present a novel
framework that leverages LLMs to directly process textual reaction descriptions,
combined with deep kernel learning to accelerate optimization. Our approach
adapts LLM embeddings through joint optimization with Gaussian processes, en-
abling dynamic reorganization of the latent space to reflect reaction performance.
Unlike previous methods using static LLM embeddings, our approach induces a
natural metric learning effect through the GP marginal likelihood, clustering suc-
cessful reaction conditions while separating unsuccessful ones. We demonstrate
that this embedding adaptation emerges independently of the initial LLM, sug-
gesting broad applicability across different foundation models. Empirical evalu-
ation on Buchwald-Hartwig reactions shows our method reduces the number of
experiments needed to identify optimal conditions by 45% compared to static em-
beddings, while maintaining well-calibrated uncertainty estimates. Further experi-
ments in drug discovery and catalyst design validate the framework’s effectiveness
across diverse chemical domains.

1 INTRODUCTION

Large Language Models (LLMs) have demonstrated remarkable capabilities in natural language
understanding and generation [Wei et al.| (2022)). Their success stems from an ability to learn rich
representations of text that capture subtle patterns, relationships, and even domain-specific knowl-
edge. This representational power has naturally led to growing interest in adapting LLMs beyond
general language tasks to specialized domains - from scientific discovery to reasoning tasks |Boiko
et al.[|(2023)); | Bran et al.| (2023)

The adaptation of LLMs to new domains presents both opportunities and challenges. While tech-
niques like prompt engineering and fine-tuning can effectively guide LLM behavior, they often focus
solely on improving model outputs without considering the reliability of those predictions. Yet in
many real-world applications, understanding prediction uncertainty is as crucial as the predictions
themselves. Whether in drug discovery, materials design, or automated reasoning, decisions based
on model predictions can have significant consequences, making reliable uncertainty quantification
essential

In this context, Bayesian optimization (BO) has emerged as a powerful strategy, capable of navi-
gating sparse data landscapes by judiciously balancing exploration and exploitation [Shields et al.
(2021) The challenge of extracting reliable uncertainties from Large Language Models (LLMs)
for efficient BO has also sparked diverse approaches. The methods explored range from prompt-
based techniques that quantify uncertainty through averaging LLM responses Ramos et al.| (2023)),
to PEFT-based finetuning that transforms LLMs into Bayesian neural networks via Laplace approx-
imation [Kristiadi et al.|(2024)). While the area of intersection between BO and LLMs inspire novel
ideas, Gaussian Processes |Williams & Rasmussen| (2006) (GPs) stand out as a particularly com-
pelling framework due to their principled approach to uncertainty quantification. GPs offer natural
uncertainty estimates through their probabilistic modeling, provide interpretable confidence bounds,
and maintain well-calibrated predictions even in regions of sparse data.
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Recent works have demonstrated successful integration of LLMs with GPs for optimization tasks.
However, these approaches primarily utilize LLMs as fixed feature extractors. Despite the rich infor-
mation encoded in LLM representations, treating them statically creates an artificial barrier between
the expressive power of LLMs and the probabilistic rigor of GPs. This gap is particularly signifi-
cant in domains requiring sample-efficient optimization of complex objectives, where the quality of
feature representations directly impacts exploration efficiency, such as chemistry.

Chemical synthesis optimization presents a compelling example of such challenges. As a criti-
cal aspect of drug discovery and materials science, it often serves as a bottleneck in research and
development. Traditional approaches to synthesis optimization often rely on high-throughput ex-
perimentation or expert-guided exploration. While these methods have yielded success, they can
be resource-intensive, time-consuming, and limited by human bias or the physical constraints of
experimental setups. In recent years, machine learning techniques have emerged as powerful tools
to accelerate this process, offering the potential to navigate vast chemical spaces more efficiently
Coley et al.| (2020); Jorner et al.[ (2021); [Schwaller et al.| (2022). Chemical reaction optimization
presents a unique challenge in machine learning as well: finding optimal conditions in a vast design
space with limited experimental data.

BO has shown particular promise in this domain, providing a framework for balancing exploration
and exploitation in the search for optimal synthesis conditions. However, its effectiveness is heavily
dependent on the quality of the underlying feature representations. While numerous representational
schemes have been proposed—ranging from one-hot encodings|Chuang & Keiser (2018)) and molec-
ular fingerprints Rogers & Hahn|(2010); Schneider et al.|(2015);|Capecchi et al.| (2020); |Probst et al.
(2022) to quantum mechanical descriptors | Ahneman et al.| (2018])); Shields et al.| (2021) and learned
representations [Schwaller et al.| (202 1))—each comes with its own set of trade-offs in terms of com-
putational overhead, interpretability, and required domain expertise. Amidst this landscape, a sur-
prisingly versatile and information-rich medium has been overlooked: natural language. Chemists
have long documented reaction details using natural language in research papers and supplementary
materials, creating a rich corpus of domain knowledge ripe for exploitation [Vaucher et al.| (2020);
Guo et al.| (2021)); [Whaite| (2023)).

However, existing deep kernel methods have not been extended to leverage this rich chemical knowl-
edge encoded in LLMs. This limitation is particularly significant for reaction optimization, where
success depends on understanding and exploiting entire regions of favorable conditions rather than
isolated optimal points. Previous approaches focusing on supervised fine-tuning with auxiliary pre-
diction heads [Kristiadi et al.|(2024) can lead to overfitting and potentially miscalibrated uncertainty
estimates, while failing to exploit the natural structure present in chemical spaces.

We address these limitations by introducing a framework that seamlessly integrates LLMs into the
GP architecture through deep kernel learning. Our approach leverages the GP marginal likelihood
as a training objective, enabling the model to automatically discover and exploit regions of high-
performing reactions while maintaining well-calibrated uncertainties. This joint optimization in-
duces an implicit contrastive learning effect, where embeddings of reactions with similar outcomes
are pulled together while dissimilar reactions are pushed apart.

Critically, we observe that this embedding space organization emerges naturally from the optimiza-
tion process, regardless of the choice of pretrained LLM. This result suggests that our approach
effectively adapts even general-purpose LLMs into powerful chemical optimization tools, while
maintaining the rigorous uncertainty quantification that makes GPs valuable for optimization tasks.

Our key contributions include:

1. A novel framework for LLM finetuning through GP optimization that simultaneously
adapts embeddings and learns a probabilistic model of the chemical space

2. Demonstration that GP-based training naturally induces an implicit contrastive learning
effect, organizing the latent space into regions of similar reaction outcomes

3. Theoretical analysis of how GP lengthscales interact with embedding space structure, pro-
viding insights into the effectiveness of LLM representations for Bayesian optimization

4. Empirical evidence of sample-efficient learning (from as few as 10 datapoints) and im-
proved exploration of high-performing reaction conditions
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2 METHODS

Our approach combines large language models with Gaussian processes through a deep kernel
framework that enables joint optimization of the embedding space and the surrogate model. This
design allows the model to discover and exploit regions of high-performing reactions while main-
taining reliable uncertainty estimates.

2.1 DATA REPRESENTATION

Chemical reaction data presents unique challenges for machine learning due to its inherent com-
plexity and heterogeneous nature. Reaction conditions typically comprise multiple parameter types:
numerical values (temperature, concentration, time), categorical variables (catalyst type, solvent
choice), and detailed procedural descriptions. This heterogeneity traditionally needs careful consid-
eration of how to represent such diverse data types in a unified format suitable for machine learning
models.

In chemistry, molecular representations have been extensively studied, leading to various approaches
such as fingerprints, SMILES strings, and molecular graphs, each requiring specialized kernel func-
tions to capture relevant similarity measures. However, reaction conditions and procedural descrip-
tions present an additional layer of complexity beyond molecular representation, as they combine
multiple data types with complex interdependencies.

LLMs offer a straightforward solution to this representation challenge. By structuring reaction con-
ditions as natural language descriptions, we can leverage LLMs’ ability to process and embed mixed
data types into a continuous vector space. We construct these representations through a two-step
process:

1. Template Construction: We define each reaction r through a standardized template: r =
template({parameters, values}) where the template converts various parameter types into a struc-
tured text format:

The reaction was prepared with:
temperature: {numerical_value}°C
solvent: {solvent_smile}

ligand: {ligand_smile}

2. LLM Embedding: We process the templated description through the LLM to obtain a fixed-
dimensional embedding: x = LLM(r) € R? which unifies representation of heterogeneous pa-
rameters and offers natural handling of categorical and numerical values. Moreover, it provides
compatibility with standard continuous kernels (e.g., Matérn) and scalability to varying numbers of
parameters while preserving the relationships between parameters.

The resulting embedding vectors x capture both the individual parameter values and their interac-
tions, providing a rich representation space for subsequent Gaussian process modeling. This repre-
sentation strategy removes the need for specialized kernel functions for different parameter types, as
the LLM embedding space is already equipped with meaningful distance metrics suitable for stan-
dard continuous kernels.

2.2 VANILLA GAUSSIAN PROCESS

Given a chemical reaction template r, we obtain initial embeddings x and use them as fixed input
features to a Gaussian process model with a Matérn-3/2 kernel:

_ / _ /
k(x,x') = o <1+ 7\@”)} x ||2> exp (_\/§||x£ = ||2>

where £ is the lengthscale and o2 is the signal variance.

The hyperparameters {{, 0%, 02} are optimized by maximizing the log marginal likelihood:
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Using the vanilla GP approach, the LLM embeddings remain fixed throughout the optimization pro-
cess. The model’s adaptability comes solely from tuning the GP hyperparameters to fit the observed
data. This setup preserves the underlying geometric relationships between reactions in the embed-
ding space, relying on the pretrained LLM’s inherent understanding of chemical similarity.

2.3 DEEP KERNEL GAUSSIAN PROCESS

However, general pretrained LLMs do not explicitly come with the chemical understanding of the
data at hand. By using fixed features from LLMs we depend on the predefined knowledge incorpo-
rated in their weights. The success of the Bayesian optimization procedure builds upon the ability
of the GP to model the fixed input space that hopefully contains enough information.

Deep kernel Gaussian processes, on the other hand, combine the flexibility of deep neural networks
with the principled uncertainty quantification of Gaussian processes. In this approach, the kernel
function is composed with a learned feature transformation:

k@(X,X/) = k(fG(X)v fQ(X/))

where fy is a parameterized feature extractor with parameters 6. This composition allows the model
to learn task-specific feature representations while maintaining the probabilistic properties of the
GP framework. The learned transformation and GP parameters are jointly optimized through the
marginal likelihood where Ky is the kernel matrix computed using the transformed features.

2.4 LLM-BASED DEEP KERNEL

In our framework, we explore different approaches to constructing the feature transformation fy.

1. Projection Layer: A learned non-linear transformation P € R™*¢ applied to fixed LLM em-
beddings: fy(x) = PLLM(r) where m is the projection dimension.

Using a combination of linear layer network with an activation function on top of the fixed LLM
features most closely aligns with standard deep kernel learning methods applied to GPs. This ap-
proach is particularly beneficial when the LLM model weights are not available as in the case of
closed-source models from OpenAl. The projection layer can learn to emphasize or suppress differ-
ent aspects of the fixed embeddings, effectively creating a task-specific view of the chemical space.

2. PEFT-Adapted LLM: Low-rank adaptation of LLM parameters: fy(x) = LLMy(r) where 6 rep-
resents the trainable adapter parameters. Parameter-Efficient Fine-Tuning (PEFT) provides a clever
solution to the challenge of adapting large language models. Instead of fine-tuning the entire model,
which would be computationally prohibitive and potentially catastrophic to the model’s learned rep-
resentations, PEFT introduces small, trainable adapter modules within the LLM. Specifically, we
employ Low-Rank Adaptation (LoRA) ?, which decomposes weight updates into low-rank matri-
ces. Following this approach allows us to preserve the potential chemical knowledge captured during
pretraining, avoiding catastrophic forgetting. Through reducing the number of trainable parameters
by several orders of magnitude compared to full fine-tuning, the low-rank updates can capture task-
specific patterns while keeping the model’s general capabilities.

3. Combined Approach: Sequential application of PEFT and projection: fo(x) = PLLMjy(r), thus
combining the benefits of both worlds. The PEFT adapters allow the LLM to adapt its internal
representations to the optimization task, while the projection layer provides an additional degree of
freedom to reshape the embedding space.

With any of these methods, we optimize the parameters 6 (projection matrix and/or PEFT parame-
ters) jointly with the GP hyperparameters through the marginal likelihood. In other words, we are
finetuning the LLM through the GP loss which allows the model to learn transformations that both
preserve relevant chemical information, organize the latent space to better reflect the structure of the
optimization objective and provide well-calibrated uncertainty measures.
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Figure 1: GP+LLMs architectures. From left to right: Vanilla GP (LLM serves as a fixed feature
extractor); LLM+Projection layer (PLLM) - GP learns a mappping to a more compact latent space
from the LLM embedding; LLMy - LLM weights are trainable through GP loss; PLLMj - both the
projection and LLM weights are trained jointly with the GP.

2.5 IMPLICIT METRIC LEARNING

A key feature of our approach is that the GP marginal likelihood objective naturally induces a con-
trastive effect in the embedding space. The kernel function k(x,x’) measures similarity between
points, and optimizing the marginal likelihood encourages:

If Jy; — gy is small: |[fo(x;) — fo(x;)]|2 4
If ly; — yj| is large: || fo(x:) — fo(xj)[l2 T

In other words, the joint GP optimization induces high kernel values (small distances) between
points with similar outputs and low kernel values (large distances) between points with different
outputs. This reorganization of the embedding space happens automatically through the optimization
of the deep kernel parameters, adapting the feature space to better align with the reaction outcomes
without requiring explicit contrastive loss terms.

2.6 BAYESIAN OPTIMIZATION

We use expected improvement as our acquisition function to select the next reaction to evaluate from
the held-out set. In our framework, the acquisition function plays a dual role: not only does it guide
exploration-exploitation trade-off in the traditional BO sense, but it also influences the evolution of
the embedding space itself through the sequential optimization process.

This creates an interesting dynamic system where each component influences the others: the acqui-
sition function’s suggestions affect which regions of the space are explored, which in turn impacts
how the LLM adapts its embeddings through PEFT, which then shapes how the GP models the
space and generates uncertainties. This interconnected nature shares conceptual similarities with
reinforcement learning, where actions (acquisition suggestions) influence both the state space (em-
bedding organization) and the value estimates (GP predictions). However, unlike traditional RL,
our system maintains explicit uncertainty quantification through the GP and operates directly in the
learned representation space.
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The result is a well-integrated joint system where the acquisition function, embedding adaptation,
and GP modeling work in concert to discover and exploit high-performing regions. This synergy
is particularly evident in how the embedding space progressively organizes itself around regions of
similar reaction outcomes, as shown in our empirical analysis.

3  RESULTS
4.1 Bayesian Optimization with Fixed LLM Features

a) High outcome regions discoverability ) b) Latent space separation and BO success oger

Correlation: 0.89

TSCEsm-smiles

25
20 H M(istral-'ll!
2ars
g Qwenz: (%PE"" ModernBERT
15 oo R TS
GYE-awenL‘l.
T5Che ‘AE
10 25 yAI
Mistral.Adapted-78B
5 200 Insw(tor
g
s
o 06 08 10 12 14
L0 S & F N @
& & &S
& S I SIS
A 3

le found (%]

95th percentile found [%]
9sth p

P Length Scale / High-Low regions distance
& d) Metrics per LLM type

c) BO traces lines Chemistry-related

00 02 04 06 08 10
Suggestions Values (Normalized)

Figure 2: BO performance with fixed LLM features as inputs to a vanilla GP. a) On the top left we
demonstrate the average discovery of high-impact regions of the design space (reactions with high
yield). The y-axis represents the percentage of the top 5% reactions found during the optimization
process, across all five Buchwald-Hartwig reactions. b) We analyze the relation between different
LLM embeddings and their success rates in BO. By uncovering high correlation between the ratio
of the GP learned length scales and the average separability of the latent space, we show that for
a successful optimization process the embeddings should be differentiable enough to learn impor-
tant (di)similarities. ¢) Optimization paths for 1 - all reactions averaged across different LLM types
(Decocer only, Encoder only, Encoder-Decoder); 2-6 - individual reactions and LLM models’ per-
formance. d) Top: Distribution of suggestions generated throughout the entire optimization process
(50 iterations and 20 seed runs). Bottom: R2 score over different LLM types, averaged across all
reactions.

We first evaluate the effectiveness of LLM embeddings as fixed feature extractors for Bayesian
optimization across five Buchwald-Hartwig reactions. As shown in Figure la, while chemistry-
specialized representations (DRFP, T5Chem-smiles) excel at discovering high-yield reactions (95th
percentile), general-purpose LLM embeddings also provide competitive performance. However,
we observe substantial variation in performance across different LLM embeddings, prompting an
analysis of the underlying factors.

To understand this variability, we examine the relationship between embedding space structure and
BO success. Figure 1b reveals a strong positive correlation (0.89) between the ratio of GP length-
scale to high-low region distances and the model’s ability to discover high-yield reactions. This ratio
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effectively captures how well the GP’s understanding of similarity (through its lengthscale) aligns
with the actual separation between different performance regions in the embedding space. Models
with higher ratios, like DRFP and TSChem-smiles, allow the GP to maintain meaningful correlations
across performance regions, leading to smoother fits that better capture the underlying structure of
the objective function. This smoother GP behavior enables more effective exploration-exploitation
trade-offs during optimization, as the acquisition function can better assess uncertainties across both
high and low-performing regions.

The BO traces in Figure 1c demonstrate that performance varies across different reactions, with no
representation consistently outperforming others across all tasks - including chemistry-specialized
ones. While all LLM types show similar distributions of suggested point evaluations (Figure 1d,
top), encoder-based models tend to achieve higher R? values during training (Figure 1d, bottom).
However, this improved function approximation does not necessarily translate to better BO per-
formance, highlighting that the primary objective of BO is discovering optimal values rather than
complete function mapping.

Interestingly, among LLM models, TSChem only performs well when using input representations
similar to its pretraining data (reaction SMILES), reinforcing previous findings about the limited
generality of domain-specialized LLMs. This observation suggests that input representation influ-
ences BO success through two mechanisms: (1) contextual alignment with pretraining helps models
better leverage their learned weights, and (2) the resulting embedding space organization affects the
GP’s ability to learn appropriate lengthscales for modeling the objective function.

3.1 LLM-BASED DEEP KERNEL

This analysis motivates exploring approaches where embeddings and GP parameters can be jointly
optimized. Such co-adaptation could enable embeddings to maintain meaningful neighbor relation-
ships at distances that match the GP’s lengthscale, while allowing the GP to adjust its similarity
assumptions to match patterns in the embedding space. In the following section, we investigate this
direction through deep kernel LLM-GP models.

This joint training approach leads to significant improvements in performance, increasing the discov-
ery rate of high-performing reactions (95th percentile) compared to using fixed LLM embeddings
by more than 50%. This substantial improvement validates our earlier analysis about the importance
of alignment between GP lengthscales and embedding space structure.

The evolution of the embedding space (Figure[3) reveals how the GP’s marginal log likelihood objec-
tive guides the LLM’s representations through PEFT. Starting from the initial embedding distribu-
tion where high and low-performing points are mixed (bottom left), the space gradually reorganizes
to create clearer separations between different performance regions. This reorganization happens
without explicit contrastive learning objectives, emerging naturally from the GP’s need to model the
objective function effectively.

The pairwise distance distributions (right) track this evolution through the optimization process,
showing how the initially overlapped distributions of high-high, high-low, and low-low distances
gradually separate. This separation both mathematical and semantical as it reflects the model learn-
ing meaningful chemical relationships that help guide the optimization process. The GP predictions
(top left) closely match the ground truth (middle left), suggesting the model has learned a reliable
mapping between molecular structure and performance.

This bidirectional optimization - where the LLM adapts its embeddings to facilitate GP modeling
while the GP learns to better navigate the evolving latent space - offers a more principled approach
to optimization than using fixed representations. The emergence of clear high-performance clusters
in the embedding space (visualized in 2D) suggests the model is learning to recognize and exploit
patterns in chemical structures that correlate with desired properties.

4 CONCLUSION

This works presents a novel framework that reframes LLM finetuning through the lens of Bayesian
optimization, demonstrating how joint training with Gaussian processes can dramatically improve
the utility of LLM embeddings for optimization tasks.
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Figure 3: Deep Kernel LLM Finetuning through GP. We present the metric of the quantile coverage,
while introducing the relation between the embeddings and their inner structure throughout the opti-
mization process. Starting from a very densely populated and overlapped latent space (bottom left),
we progressively improve the latent space structure throught the implicit contrastive learning patern
that occurrs as a natural consequence of training a GP distance-based similarity loss. The lines show
performance of the PL LM, architecture in comparison to Vanilla GP. We also visualize the latent
space of embeddings and mark regions where the most sampling happens in the space. Accordingly
to the latent space organization, the highly concentrated region of well performing chemical reac-
tions gets sampled the most. Moreover, the GP aligns the predictions close to the ground truth, as
observed in the top left plot.

The key innovation of our approach lies in leveraging the GP marginal likelihood to naturally induce
organization in the embedding space, creating representations that better support sample-efficient
optimization. This process occurs without explicit contrastive learning objectives, emerging instead
from the GP’s need to model the objective function effectively. The consistent improvement across
different LLM architectures suggests we have identified a fundamental principle for adapting pre-
trained models to optimization tasks.

Our results on chemical reaction optimization demonstrate practical benefits compared to static em-
beddings. This improvement, combined with maintained uncertainty calibration, suggests promising
applications beyond chemistry in domains where sample efficiency is crucial and data collection is
expensive.
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