
BOOM: Benchmarking Out-Of-distribution Molecular
Property Predictions of Machine Learning Models

Evan R. Antoniuk†∗ Shehtab Zaman‡∗ Tal Ben-Nun† Peggy Li†

James Diffenderfer† Busra Demirci‡ Obadiah Smolenski‡ Tim Hsu†

Anna M. Hiszpanski† Kenneth Chiu‡ Bhavya Kailkhura†

Brian Van Essen†
† Lawrence Livermore National Laboratory, Livermore, CA

‡ Binghamton University, Binghamton, NY

Abstract

Data-driven molecular discovery leverages artificial intelligence/machine learning (AI/ML)
and generative modeling to filter and design novel molecules. Discovering novel molecules
requires accurate out-of-distribution (OOD) predictions, but ML models struggle to general-
ize OOD. Currently, no systematic benchmarks exist for molecular OOD prediction tasks.
We present BOOM, benchmarks for out-of-distribution molecular property predictions: a
chemically-informed benchmark for OOD performance on common molecular property
prediction tasks. We evaluate over 150 model-task combinations to benchmark deep learning
models on OOD performance. Overall, we find that no existing model achieves strong gener-
alization across all tasks: even the top-performing model exhibited an average OOD error 3×
higher than in-distribution. Current chemical foundation models do not show strong OOD ex-
trapolation, while models with high inductive bias can perform well on OOD tasks with sim-
ple, specific properties. We perform extensive ablation experiments, highlighting how data
generation, pre-training, hyperparameter optimization, model architecture, and molecular
representation impact OOD performance. Developing models with strong out-of-distribution
(OOD) generalization is a new frontier challenge in chemical machine learning (ML). This
open-source benchmark is available at https://github.com/FLASK-LLNL/BOOM.

1 Introduction

Molecular discovery pipelines have increasingly relied upon machine learning (ML) models [Bohacek
et al., 1996, Reymond, 2015, Kailkhura et al., 2019]. These models discover new molecules by
either screening a list of enumerated molecules or by guiding a generative model towards molecules
of interest [Wang et al., 2023a]. Molecular discovery is inherently an out-of-distribution (OOD)
prediction problem, since the molecules need to either (i) exhibit properties that extrapolate beyond
the training dataset, or (ii) possess a previously unconsidered chemical substructure. In either case,
success depends on the learned model’s ability to make accurate predictions on samples that are not
in the same distribution as the training data.

Despite the importance of OOD performance to real-world molecular discovery, the OOD per-
formance of common ML models for molecular property prediction has yet to be systematically
explored. Due to the lack of standardized splits for testing models, especially splits based on the
data distribution, we believe that current ML models are optimizing in-distribution performance on
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insufficiently challenging datasets that do not adequately measure real-world performance. Currently,
little empirical knowledge exists about how choices regarding the pretraining task, model architecture,
and/or dataset diversity impact the generalization performance of chemistry foundation models that
are expected to generalize across all chemical systems.

In this work, we develop BOOM, benchmarks for out-of-distribution molecular property predictions,
a standardized benchmark for assessing the OOD generalization performance of molecule property
prediction models. Our work consists of the following main contributions:

• We develop a general and robust methodology for evaluating the performance of chemical
property prediction models for property values beyond their training distribution. We intro-
duce OOD-specific metrics such as binned R2 to allow comparisons of OOD performance
across all models.

• We perform the first large-scale OOD performance benchmarking of state-of-the-art ML
chemical property prediction models. Across 10 diverse OOD tasks and 15 models, we
do not find any existing models that show strong OOD generalization across all tasks. We
therefore put forth BOOM OOD property prediction as a frontier challenge for chemical
foundation models.

• Our work highlights insights into how pretraining strategies, model architecture, molecular
representation, and data augmentation impact OOD performance. These findings point
towards strategies for the chemistry community to achieve chemical foundation models with
strong OOD generalization across all chemical systems.

2 BOOM

Defining Out-of-distribution. Consider a supervised dataset D with N molecules M ∈
{M1,M2, ...,MN} and associated labels or properties y ∈ {y1, y2, ..., yN}. The problem of
out-of-distribution prediction can be defined as the mismatch in the probability distribution, P of the
training and test sets, Dtrain and Dtest such that,

P (M, y|Dtest) ̸= P (M, y|Dtrain) (1)

The key question is defining the density function P (M, y) over a set of molecules and their respective
properties. The density can be defined over the chemical structure or molecule features, or over the
properties. Formally, we define out-of-distribution as low-density regions over the property space,
such that:

0 < P (ytest) ≤ P (ytrain) (2)

Farquhar and Gal [2022] define this as a complement distribution conditioned on the targets. This is
known as concept or label shift as well [Liu et al., 2024]. While we focus on designing splits with a
concept shift, it is important to note that depending on the property, this may result in a covariate shit,
resulting in a structural or chemical imbalance. The probability density over the labels is determined
using kernel density estimation (KDE), allowing us to generalize to multimodal distributions. The
split strategy algorithm for each dataset is detailed in Appendix A.1. The lowest probability samples
from the KDE estimated distribution are held-out (see Fig. 1) to evaluate the consistency of ML
models to discover molecules with state-of-the-art properties that extrapolate beyond the training
data.

Datasets. BOOM consists of 10 quantum chemical molecular property datasets derived from
QM9 [Ramakrishnan et al., 2014] and the 10k Dataset [Antoniuk et al., 2025], derived from the Cam-
bridge Structural Database. The 10k Dataset was sourced from 10,206 experimentally synthesized,
small organic molecules and contains the density functional theory calculated values of their molecu-
lar density and solid heat of formation (HoF). We collect 8 molecular property datasets from the QM9
Dataset: isotropic polarizability (α), heat capacity (Cv), highest occupied molecular orbital (HOMO)
energy, lowest unoccupied molecular orbital (LUMO) energy, HOMO-LUMO gap, dipole moment
(µ), electronic spatial extent (

〈
R2
〉
), and zero point vibrational energy (ZPVE). We also select a

random subset of the dataset to serve as the ID test set, detailed in Appendix A. To further expand the
application space of BOOM, we also perform benchmarking on the Lipophilicity dataset[Wu et al.,
2018] of 4,200 experimental measurements of the octanol/water distribution coefficient, which is of
relevance for drug compounds. The inclusion of the Lipophilicity dataset serves as an exemplary
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Figure 1: (Left) An example OOD dataset included in the BOOM benchmark. To assess OOD
performance, we split each chemical property dataset into an out-of-distribution (OOD) Test Set
(blue), an in-distribution (ID) Test Set (orange) and a Train Set (green), as described in Section 2.
(Right) Example model predictions on this task exhibiting weak correlation on the OOD samples.

dataset for performing OOD evaluations on experimentally measured properties, rather than only
computed physicochemical properties (See Table 9).

Metrics. We also propose standardized metrics over the ID and OOD to compare models. We
use root mean square error (RMSE) over respective data splits. Models achieving OOD RMSE
comparable to ID RMSE show strong generalization. Short of achieving strong OOD generalization,
the next-best case is for the model to achieve a strong correlation on the OOD samples. As OOD
predictions span disparate ranges in the prediction space by design, the sample mean is far from
all the samples and results in a large total sum of squares, artificially increasing the coefficient of
determination. Therefore, we evaluate the correlation on the OOD samples by calculating a binned
R2 value, which is the average value R2 of the OOD samples in the lower and upper tails of the
property distribution. For all experiments, we perform 3 training runs and report the average and
variance of each performance metric.

Models. To evaluate BOOM, we use a number of traditional ML models, GNNs, and hybrid
architectures to compare against large-scale transformer models. Traditional ML models utilize
molecular fingerprints or other vector representations of molecules as input to statistical methods. We
use RDKit Featurizer [Landrum et al., 2013] coupled with a Random Forest regressor and a multilayer
perceptron (MLP) as the baseline structure-to-property models. We choose four representative
transformer-based models: MoLFormer [Ross et al., 2022], ChemBERTa [Chithrananda et al., 2020],
Regression Transformer [Born and Manica, 2023], and ModernBERT [Warner et al., 2024]. We also
explore recent 3D molecular models, GotenNet and Geoformer.[Aykent and Xia, 2024, Wang et al.,
2023b] The model and training details are presented in Appendices B.3 and C.2, respectively.

3 Related Work

OOD predictions present a key challenge for incorporating data-driven models into production
pipelines where test time input may significantly shift from training data [Yang et al., 2022a, Liu
et al., 2021, Salehi et al., 2021]. OOD detection has been approached through the lens of anomaly
detection, uncertainty quantification [Abdar et al., 2021], and open-set detection [Scheirer et al., 2012,
Bendale and Boult, 2016, Bulusu et al., 2020]. OOD generalization has also been investigated from
the lens of invariant risk minimization [Ahuja et al., 2021], but has not been tailored for molecular
discovery and property prediction. Yang et al. [2022b] derive Mole-OOD, a representation learning
framework based on invariant learning to learn molecular properties on only varying graph structural
environments. Similarly, Liu et al. [2024] and Shen et al. [2024] focus on OOD generalization solely
on graph models, while BOOM is applicable for molecules in any representation.

Dunn et al. [2020] present MatBench, a benchmark for inorganic crystalline materials with regression
and classification tasks. Omee et al. [2024] proposes a follow-up of MatBench with structure and
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property-based OOD for graph neural networks. Li et al. [2025] similarly propose structure and
composition-based OOD for materials. Our work differs from MatFold/Matbench in that i) we focus
on OOD generalization in the property (y) space, instead of the input (x) space, and ii) evaluate small
molecule properties instead of inorganic crystalline materials.

For small molecules, MoleculeNet Wu et al. [2018] is a widely used benchmark for molecular
property prediction models consisting of 17 small molecule prediction tasks, along with four splitting
protocols: random, scaffold splitting, stratified splitting, and time splitting (test set consists of
the newest data). Segal et al. [2025] also explore zero-shot extrapolation of molecular properties
on the MoleculeNet dataset prediction beyond the training data. Similar to our work, they also
define OOD samples in the property space, but focus on drug-like properties. While they focus on
descriptor-based models, BOOM focuses on intensive and extensive quantum chemical properties
that are representation agnostic. Ji et al. [2023] curate OOD datasets focused on drug-like molecules,
focusing on defining a structure-based definition of molecules such as the molecular size, paired
protein and protein family, and binding assay.

4 Results

4.1 Model Architectures Performance

The OOD performance of our selected models are summarized in Table 7. The leaderboard is
presented with a heatmap in Fig. 2. These results were obtained with models used "out-of-the-box".
However, we perform hyperparameter optimizations of the training parameters to achieve the highest
possible accuracy for each task. Additional visualizations are provided in Appendix C.5.

Overall, we do not find any model that clearly outperforms the others on ID performance across
all tasks, but SOTA models like GotenNet and GeoFormer consistently perform strongly across all
tasks. The Geoformer achieves the best overall ID performance, achieving the lowest ID RMSE on
3 out of 10 tasks. For OOD prediction, GotenNet achieves top performance on 7 out of 10 tasks,
and MACE achieves top performance on 2 out of 10 tasks. The strong performance of these models
shows a strong indication that newer models with improved inductive biases perform well on these
challenging tasks.

We note that the large OOD RMSEs Regression Transformer were found to arise from inaccuracies
in the autoregressive numerical token generation, for example, predicting ’00913’, for a true value
of ’0.913’. Figure 1 (right) shows a common mode of failure for OOD predictions for most models
(see parity plots for all models tested in Appendix D). We find that models performing poorly on
OOD splits overwhelmingly produce an S-shaped parity plot. The models are therefore capable of
clustering OOD samples together but are unable to extend the prediction region beyond the training
data. Such S-shaped behavior is a known failure case that arises when models learn shortcut features
that maximize ID performance, but fail to generalize to OOD data [Geirhos et al., 2020].

Furthermore, we notice a trend where ID performance is not necessarily correlated with OOD
performance. MoLFormer, one of the largest models in our test suite, achieves top ID performance on
Cv, greatly outperforming similar Transformer models like ChemBERTa and RT. But ChemBERTa
and MoLFormer achieve similar results on OOD for both tasks. Considering the size of our datasets,
we believe large models may be able to overfit to the ID space, while achieving subpar generalization.
This suggests the common strategy of pre-training on large datasets and fine-tuning on niche domains
may have pitfalls for OOD samples.

Fig. 3. shows results by task. The larger the difference between the ID and OOD bars, the higher
the discrepancy between ID and OOD performance. As expected, ID performance is better than
OOD performance for all model-task pairs. We highlight that some models achieve strong OOD
performance on certain tasks, such as HoF, Density, ZPVE, and Cv, that is comparable to ID-level
performance. However, Fig. 3 also highlights particular tasks (HOMO, LUMO, Gap, and µ) where
no models achieve good OOD performance. Since all these properties are related to the electronic
structure of molecules, we hypothesize that the inability of any model to generalize well in these tasks
is due to the lack of explicit electronic structure in their molecular representations. It is also important
to note that for properties such as Cv , although most models achieve similar ID R2 values, there is a
large variance in OOD binned R2 values— further highlighting the importance of performing OOD
performance evaluations.
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HoF Density HOMO LUMO GAP ZPVE R2 Cv
Property

GotenNet

ModernBERT

ET

MACE

Geoformer

TGNN

Graphormer

IGNN

EGNN

Chemprop

MLP

MoLFormer

ChemBERTa

RT

Random Forest

M
od

el

1.00 0.99 0.93 0.99 0.98 1.00 1.00 0.99 0.93 1.00

0.96 0.98 0.88 0.97 0.96 1.00 0.96 0.98 0.68 0.99

0.98 0.99 0.97 0.99 0.99 1.00 0.97 1.00 0.70 1.00

1.00 0.41 0.37 0.89 0.81 1.00 1.00 1.00 0.87 1.00

0.95 0.99 0.97 1.00 0.99 1.00 1.00 1.00 0.74 1.00

0.97 0.96 0.87 0.96 0.87 1.00 0.41 0.99 0.68 0.99

0.99 0.99 0.94 0.99 0.98 1.00 0.97 1.00 0.72 1.00

0.97 0.99 0.92 0.98 0.97 0.99 0.98 0.98 0.81 0.99

0.99 0.99 0.93 0.93 0.99 0.98 0.99 0.98 0.98 0.77

0.96 0.98 0.94 0.99 0.98 1.00 0.97 0.98 0.79 0.99

0.98 0.09 0.00 0.77 0.71 0.79 0.88 0.98 0.61 0.98

0.98 0.99 0.93 0.98 0.98 1.00 0.97 0.99 0.78 1.00

0.94 0.96 0.84 0.96 0.94 0.99 0.95 0.98 0.65 0.99

0.95 0.97 0.57 0.96 0.94 0.98 0.94 0.93 0.47 0.98

0.92 0.91 0.87 0.97 0.96 1.00 0.93 0.98 0.68 0.99

ID Splits

HoF Density HOMO LUMO GAP ZPVE R2 Cv
Property

GotenNet

ModernBERT

ET

MACE

Geoformer

TGNN

Graphormer

IGNN

EGNN

Chemprop

MLP

MoLFormer

ChemBERTa

RT

Random Forest

M
od

el

0.95 0.95 0.15 0.33 0.03 1.00 1.00 0.77 0.11 0.99

0.69 0.89 0.29 0.23 0.19 0.99 0.73 0.76 0.09 0.92

0.86 0.95 0.30 0.31 0.10 0.95 0.68 0.67 0.06 0.87

0.85 0.21 0.02 0.18 0.01 0.98 0.86 0.82 0.06 0.99

0.69 0.94 0.24 0.28 0.03 0.83 0.83 0.40 0.03 0.68

0.81 0.84 0.27 0.28 0.06 0.99 0.13 0.55 0.07 0.93

0.79 0.93 0.30 0.25 0.27 0.45 0.48 0.35 0.12 0.65

0.85 0.87 0.23 0.54 0.03 0.74 0.42 0.21 0.09 0.35

0.87 0.89 0.24 0.07 0.03 0.68 0.40 0.34 0.08 0.42

0.53 0.90 0.21 0.16 0.08 0.60 0.33 0.33 0.10 0.46

0.78 0.09 0.02 0.09 0.00 0.14 0.28 0.17 0.09 0.90

0.28 0.60 0.04 0.03 0.10 0.48 0.19 0.15 0.08 0.45

0.34 0.37 0.06 0.02 0.08 0.54 0.06 0.01 0.10 0.13

0.18 0.23 0.02 0.02 0.03 0.04 0.10 0.06 0.09 0.08

0.15 0.02 0.02 0.01 0.04 0.04 0.08 0.11 0.10 0.01

OOD Splits

0.0

0.5

1.0

0.5

1.0

Figure 2: We provide the leaderboard of R2 and binned R2 for ID and OOD models, respectively.
State-of-the-art models such as GotenNet do remarkably well on ID tasks, as well as some of the
OOD tasks. The graph-based and hybrid models provide the best scores across nearly all tasks for
OOD and ID splits. Numerical encoding issues greatly hamper RTs performance and result in large
errors. We additionally provide results on using a Llama large language model for OOD property
prediction in the Appendix E. All results are averaged across 3 training runs.

4.2 Impact of Pretraining

Chemical foundation models are commonly pretrained on datasets of billions of molecules to enable
generalization across various molecule design tasks. We benchmark and ablate the pretraining of
ChemBERTa and MoLFormer (both masked language modeling (MLM) pretraining) and Regression
Transfomer (permutation language modeling (PLM) pretraining) to understand how pretraining
impact OOD performance. Notably, the original reports of all three of these foundation models
showed that this large-scale language pretraining strategy can achieve SOTA performance on in-
distribution molecular property prediction tasks [Ross et al., 2022, Chithrananda et al., 2020], but did
not evaluate the OOD performance.
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Figure 3: Binned R2 scores for OOD and standard R2 scores for ID on each task for all models.
The orange and blue bars indicate the performance averaged across all models for ID and OOD,
respectively. Nearly all models have significant discrepancies between ID and OOD performance,
but some models can reach ID-level accuracy. We observe that OOD performance is highly task-
dependent.

Figure 4: OOD Performance of chemical foundation models (ChemBERTA, MoLFormer and Re-
gression Transformer) with and without pretraining, averaged across all tasks. We find that current
pretraining strategies improve ID performance, but not OOD. The task-specific performances are
provided in the Appendix (Figure 10).

All three foundation models improve ID performance across the majority of tasks (Figure 10).
Averaged across all 10 tasks, the pretrained models show a sizable improvement in ID RMSE due
to pretraining (31% for ChemBERTa, 35% for MoLFormer and 12% for Regression Transformer).
These results are consistent with the findings in their original reports. For example, the MoLFormer
paper found a 29% reduction in mean absolute error ID performance on the QM9 dataset due to
MLM pretraining, whereas Regression Transformer reported up to a 52% reduction in RMSE when
predicting ID drug-likeness (QED) from optimizing the pretraining objective. A similar ablation
study was not performed in the original ChemBERTa paper.

Surprisingly, we find that all three foundation models do not show any significant improvement in
OOD performance due to language modeling pretraining (Fig. 4). All three models show a negligible
change in average OOD RMSE due to pretraining, and the Binned OOD R2 decreases significantly
for both MoLFormer (53%) and ChemBERTa (39%). Although pretraining does provide chemical
foundation models with a richer understanding of chemistry, as signified by stronger ID performance,
the existing pretraining procedures do not seem to allow for the models to extrapolate well to new
chemistries. This result may suggest that the current pretraining tasks used by the foundation models
(PLM and MLM) do not convey the relevant chemical information to allow the foundation model to
extrapolate well to the downstream OOD property prediction tasks.
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To explore if strong OOD generalization can be achieved through alternative pretraining tasks, we
also explore pretraining on a supervised property prediction task. First, we perform supervised
pretraining of a Chemprop model on the entirety of one of the eight QM9 property datasets. This
pretrained model is then finetuned on only the training set of one of the other seven QM9 property
dataset (see Fig. 5 with training details in Appendix C.3). This isolates only the property to be OOD,
as the model has seen all the molecules in another context. Notably, across all eight QM9 datasets, we
see a significant degradation in the OOD performance when the pretraining task dataset is sufficiently
uncorrelated to the downstream finetuning task dataset, i.e., when their Pearson correlation coefficient
is less than 0.35. Conversely, OOD performance is improved in all cases where the pretraining and
finetuning tasks datasets are strongly correlated. This result may explain why the masked language
modeling pretraining used in current chemical foundation models resulted in worse OOD performance
(Fig. 4).

0.0 0.2 0.4 0.6 0.8 1.0
Correlation Between 

 Pretraining and Finetuning Tasks

0.6
0.8
1.0
1.2
1.4
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1.8
2.0
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LUMO R2
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Figure 5: OOD Performance of the Chemprop MPNN model on when pre-trained on different QM9
property datasets. Each line corresponds to the OOD performance on one of the eight QM9 OOD test
sets when pre-trained on one of the other seven QM9 properties. The OOD RMSE is plotted against
the Pearson correlation coefficient between the pretraining property and the finetuning property in
the QM9 dataset. The OOD RMSE is normalized against the Chemprop performance without any
pretraining.

4.3 Hyperparameter Optimization

The significant gap between the ID and OOD performance in Table 7 may indicate that the models
are overfit to the ID molecules, thereby hurting OOD generalization performance. Furthermore, due
to the lack of prior OOD benchmarks for molecule property prediction, the default hyperparameters
used by these models are also fit to maximize ID performance, which may also negatively impact
OOD generalization. In this section, we explore to what extent the OOD performance of models can
be improved simply by tuning the model hyperparameters to maximize OOD performance.

Figure 6: OOD Performance of the Chemprop MPNN model when using default hyperparameters and
the best performing OOD hyperparameters. The best OOD hyperparameters are determined according
to the minimum OOD test RMSE for each property. Further details are provided in Appendix C.4.

As shown in Fig. 6, we compare the OOD performance of Chemprop when using the default hyperpa-
rameters and hyperparameters that have been optimized to maximize OOD performance. Overall,
we do not find that hyperparameter optimization can provide meaningful improvements to OOD
performance. While we see a noticeable reduction in the OOD RMSE in relatively simple properties
such as density(-60%), heat of formation(-23%) and ZPVE(-50%) following hyperparameter tuning,
the models are still unable to generalize significantly beyond the training regime.
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It may not solve the problem, but for certain properties, hyperparameter optimization with respect to
OOD improved over the default model by 60%, without any significant decrease to the ID performance.
The results here highlight that OOD performance should be considered as an important evaluation
criterion for future model optimization to ensure that models strike a balance between ID performance
and OOD generalization.

4.4 Representation

Representation Split HoF Density HOMO LUMO Gap ZPVE
〈
R2
〉

α µ CV

3D ID 11.09 .0121 .0026 .0030 .0042 .0005 21.7465 .3234 .3690 .1296
OOD 21.76 .0247 .0152 .0137 .0238 .0031 112.7228 .30890 2.2832 .9457

Graph ID 15.68 .0092 .0041 .0048 .0058 0.0014 35.68 .8305 .55 .3341
OOD 100.6 .0551 .0192 .0187 .0267 .0129 234.73 .4772 2.3 2.149

SMILES ID 22.86 .0163 .0068 .0088 .0103 .0046 50.297 1.444 .7134 .4923
OOD 99.7253 .1173 .0245 .0267 .0315 .0214 306.14 6.303 2.766 3.0175

Table 1: Averaged RMSE of models on OOD and ID tasks as grouped by input representation. The
best performing ID and OOD models are highlighted in Black and Blue respectively. The worst
performing ID and OOD models are highlighted in Orange and Red respectively. The models
included in each representation category are explicitly enumerated in Table 3.

In our study, 3D models with equivariant and invariant symmetries significantly outperform the
SMILES-based models in nearly all tasks. Furthermore, the 3D GNN models like EGNN and
IGNN are significantly more parameter-efficient. As we can see in Table 1, the SMILES-based
models, namely the transformer models, perform significantly worse than the 3D and graph models
in nearly all tasks. SMILES and graphs are interchangeable representations in that SMILES can be
converted into a molecular graph and vice versa. SMILES-based representations present the same
atom and topology information present in a graph-like representation, but in a sequence format. This
suggests the inductive bias present in the graph-based models improves the model performance over
attention-based models, especially for OOD splits. Interestingly, the graph-like models also perform
comparably to the transformer-based models if we discount RT. MoLFormer, a SMILES-based based,
model has strong ID performance compared to other models as well.

4.5 Data Ablation Study

0 1000 2000 3000 4000 5000
# Added Augmented Examples

1.8
2.0
2.2
2.4
2.6
2.8
3.0
3.2

OO
D 

RM
SE
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QM9 
QM9 Cv

QM9 Gap
QM9 HOMO
 QM9 LUMO
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QM9 < R2 >
QM9 ZPVE

Figure 7: Performance of the Chemprop MPNN model when various amounts of OOD samples are
included in the training. For each property, we separate the 10,000 OOD examples into a hold-out
test set (N=5000) and various amounts of the remaining 5000 augmented examples are included
during training. The OOD test RMSE is normalized against the validation RMSE of the model trained
without any additional OOD examples included during training.

Beyond exploring different model architectures and molecular representations, data generation is
a common strategy for improving the generalization capabilities of chemical deep learning mod-
els. [Merchant et al., 2023, Antoniuk et al., 2025] In this experiment, we seek to explore to what extent
adding a relatively small number of molecules in the OOD region can improve model generalization.
We emphasize that the feasibility of using molecular generative models to efficiently generate useful
OOD molecules is still a significant and unsolved challenge. The throughput at which property
data can be acquired, whether through experimental measurements or simulations, is also strongly
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property-dependent. The goal of this experiment is not to prescribe a path towards generating OOD
molecules, but to better understand the sensitivity of property prediction models to the addition of
OOD molecules. We provide a complete discussion of this approach and related prior work in the
Appendix C.8. Figure 7 investigates improving OOD property prediction by augmenting the QM9
training set (described in Section 2) with extreme-valued molecules from the QM9 OOD test set. The
augmented molecules are selected by sampling N =[0, 100, 500, 1000, 2000, 5000] molecules from
the QM9 OOD test sets with properties below and above the 25th and 75th quantiles, respectively.

Across 7 of 8 QM9 tasks, Chemprop’s generalization improves with augmented data (Figure 7). The
lack of improvement for QM9 dipole moments (µ) likely stems from Chemprop’s graph representa-
tion lacking 3D electronic structure. Data augmentation consistently yields sizable generalization
improvements, even with a small fraction ( 4%) of augmented data. On the other hand, data generation
may not be a viable solution in many scenarios. Further improvements may be achievable with more
extensive data generation.

4.6 ModernBERT for Chemistry

Finally, we highlight a significant improvement in OOD performance with ModernBERT among the
NLP-style models tested. While all the NLP model architectures tested don’t have any chemistry
specific design choices, the improvements proposed in ModernBERT translate to the chemistry
domain as well (see Appendix B.3.1). We highlight the task-specific behavior in Figure 8 for OOD
performance. ModernBERT performs similarly to other transformer models for the difficult tasks
(HOMO, LUMO, Gap, and µ), but improves significantly for the remaining properties. ModernBERT
decreases OOD HoF and Cv RMSE by more than 58% and 78%, respectively, over other best-
performing transformer models. While not in the scope of our current work, understanding the design
choices that result in these improvements can inform design choices for future chemistry foundation
model design.

HoF Density HOMO LUMO GAP ZPVE R2 CV
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Figure 8: ModernBERT outperforms transformer models for OOD tasks. ModernBERT bridges the
gap between transformer and GNN-based models on OOD splits, especially for HoF, Density, and
Cv. RMSE values are normalized against the mean task-specific OOD RMSE across all models in
Table 7.

4.7 Statistical Analysis

We conduct additional statistical tests on the observations from our data. First of all, we investigate
the observation that ID performance is not necessarily predictive of OOD performance. We fit a
Gaussian Process model to predict OOD values using the ID values in Fig. 11. For all tasks, we
notice a large variance in the predictions for high ID values, suggesting a high uncertainty in the
model’s prediction. Furthermore, we also perform distance correlation permutation tests on the ID
and OOD values. We see a moderate correlation over all tasks (d=.4678, p=.0010) from the distance
correlation permutation test. Our model shows an interesting correlation; models with low ID scores
also have low OOD scores, as expected. On the other hand, high ID scores do not guarantee strong
OOD performance. Running the test for individual properties, certain properties, such as dipole
moment and HOMO-LUMO gap, are of particular interest where we fail to reject the null hypothesis.

Furthermore, we measure the effects of different representations on OOD performance. While we
note that the samples are not truly random and may present selection bias, we believe the following
tests capture our observation. We categorize models as described in Table 3 into 3 categories:
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3D, graph, and transformer models use their OOD values. We perform a Kruskal-Wallis test over
these sets and verify there is a statistically significant difference (p=0.016, N=390) within these
sets. We then perform a Mann-Whitney U test for each pair with the appropriate null hypothesis.
For OOD values over all tasks, we can see that 3D models’ OOD values exceed their transformer
counterparts(p=1.85e-9), and graph OOD values exceed transformers (p = 4.76e-5). We further
analyze the differences for each property individually using the Kruskal-Wallis test (N = 39). We
see statistically significant evidence of geometric models outperforming transformer models for a
majority of the properties. The full table is presented in Table 8.

5 Limitations

BOOM aims to challenge current and future chemical models to learn beyond the training data.
The relative scarcity of samples in the QM9 and 10K dataset is a concern, but we believe BOOM
can still be of practical use. In practice, practitioners fine-tune models on small datasets, and we
believe BOOM can adequately capture that scenario. As we aim for generality across as large a set of
chemical models as possible, benchmarking all possible available models is difficult. We select our
models to represent those used in practice and hope that researchers benchmark proposed models
using BOOM.

6 Discussion

Overall, across all 15 tested model architectures, we do not find any model that achieves strong
performance on all OOD tasks. As a result, we expect that current property prediction models will
struggle to consistently discover molecules with properties that extrapolate beyond known molecules.
Nevertheless, given the saturation of the most commonly used chemistry benchmarks, we hope that
the results presented here inspire the chemistry community to pursue OOD generalization as the next
frontier challenge for further developing molecular property prediction models.

Surprisingly, we found that commonly employed molecular pretraining strategies, such as masked
language modeling, often result in a decrease in OOD performance. Our experiments show that
developing new pretraining tasks whereby the pretraining task and the downstream property prediction
tasks are more closely related results in improved OOD generalization. Fig. 5 consistently shows
that OOD performance is only improved by pretraining when the chemical information contained
in the pretraining task is related to the downstream property prediction task. Randomly sampling
model hyperparameters of the Chemprop GNN was found to improve OOD performance for a few
properties, with very little change in ID performance. This result highlights the need to consider
OOD generalization when optimizing the model hyperparameters of chemical prediction models.

While high-inductive bias (e.g. graph neural networks) and 3D models perform well on our current
tests, scalability remains a significant issue. Small models can provide strong predictive power, but
they do not allow for techniques such as in-context learning and test-time compute that may be
available to large-scale models. Similarly, 3D models are attractive, but high-quality DFT data is
not always available. While 3D molecular data is becoming increasingly more available, it dwarfs in
comparison to the billions of molecules used in unsupervised molecular pretraining strategies. In
general, as our results with ModernBERT show, transformer-based models can potentially catch up
to the small models while enabling greater scalability. Numerical encoding is a concern for LLM-like
models and was a significant drawback for RT. Improved post-hoc solutions [Golkar et al., 2023]
or modern tokenization techniques [Achiam et al., 2023, Grattafiori et al., 2024a] will be key in the
development of LLM-based predictive models.

7 Conclusion

We propose BOOM, a methodology to study the OOD performance of AI/ML chemical models and
benchmark a plethora of models and techniques. Notably, we do not find any strategy that universally
improves OOD performance across all property prediction tasks. Current SOTA property prediction
models exhibit poor generalization with a large difference between ID and OOD performance on
electronic structure properties such as HOMO and µ. We anticipate that achieving strong OOD
generalization on these properties will require larger datasets, in combination with molecular rep-
resentations that explicitly capture the molecules’ electronic structure. We hope future chemistry
models can utilize the OOD benchmarks and improve upon current results.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes, the claims made in the abstract and introduction of the paper are accurately
reflected in the paper’s contributions and are supported with ample experimental results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of dataset size and possible lack of tested models in
the work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not contain any theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All code used to train and evaluate the benchmarked models is provided in the
Github repo.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The code and data required to reproduce the experiments are submitted as a
repo during review and is made publicly available.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: A high-level description of the experimental settings are provided in the core of
the paper, with additional training details provided in the Appendices. Full details required
to reproduce the experiments can be found in the Github repo.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Due to the computational expense associated with model training (in particular
the chemical foundation models), as well as the sheer number of chemical datasets, it is too
computationally expensive to run each experiment multiple times.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: As the models and datasets are small, the experiments do not require any
specialized hardware, and all experiments can be reproduced on a single commercially
available GPU. The experiments do not require distributed computing.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The paper conforms with all aspects of the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The societal impacts of the work performed are discussed in the Appendix.
Specifically, we highlight the potential dual-use of chemical foundation models to design
chemicals with postive impacts (such as medicines), as well as harmful chemicals. We
include a discussion of approaches to mitigate this dual-use.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks. This work does not create new models and the
OOD experiments are performed on pre-existing chemical datasets.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The code and data obtained from other experiments is properly credited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The data splits as well as the code to integrate the data pipeline, are provided
with the submission. We also include links to the code in the appendix and instructions to
get the data into pipelines in the appendix.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: As described in the Appendix, we perform OOD benchmarking on Llama
large language models for molecular property prediction.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

23

https://neurips.cc/Conferences/2025/LLM
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Property Source Units
HoF 10K g

cc
Density 10K kCal

mol
α QM9 a30
Cv QM9 cal

molK
HOMO QM9 Hartrees (Eh)
LUMO QM9 Hartrees (Eh)

Gap QM9 Hartrees (Eh)
µ QM9 Debye〈
R2
〉

QM9 a30
ZPVE QM9 Hartrees (Eh)

Table 2: Dataset sources and units for all BOOM property datasets.

A.1 Data Split Details

In general, one can define OOD with respect to either the model inputs (holding out a region of
chemical space as the OOD test split) or with respect to the model outputs (holding out a range
of chemical property values). In this work, we adopt the latter approach of benchmarking the
performance of the models to extrapolate to property values not seen in training. Following the OOD
definitions outlined by Farquhar et al., we here define OOD as a complement distribution with respect
to the targets Farquhar and Gal [2022], Scheirer et al. [2012]. Specifically, given a molecule property
dataset of chemical structures and their numerical property values, we create our OOD test set to
consist of numerical values on the tail ends of the numerical property distribution (see Figure 1). In
this way, our OOD benchmarking is directly aligned with the molecule discovery task in that it allows
us to evaluate the consistency of ML models to discover molecules with state-of-the-art properties
that extrapolate beyond the training data.

We generate our training, ID, and OOD splits based on the property distribution. For each of the
10 molecular properties, we generate OOD splits by first fitting a kernel density estimator (with
Gaussian kernel) to the property values and obtain the probability of a molecule given its property.
We select the molecules with the lowest probabilities for the OOD split for that property. This results
in selecting the molecules at the tail end of the distribution for typical molecular property distributions
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since these molecules will have low densities in property space. Unlike partitioning by cut-off values,
this method of splitting allows us to capture low-probability samples for general distributions that
aren’t necessarily unimodal. For QM9 we take the lowest 10% of the probability scores as predicted
by the kernel density estimator for the OOD set. We take the lowest 1000 molecules for the 10K
dataset. We then randomly sample molecules from the remaining molecules to generate the ID test
set. We sample 10% of the molecules in the case of QM9 and 5% of the molecules for ID test split
for 10K data. The remaining molecules are used for training and fine-tuning.

We provide a simple library to gather, process, and use the datasets described above for model training
and evaluation. The boom package can be installed via pip. The data in SMILES and 3D formats can
be obtained through the boom package.

Listing 1: Getting Datasets
from boom . d a t a s e t s . SMILESDataset import T r a i n D e n s i t y D a t a s e t
from boom . d a t a s e t s . SMILESDataset import I I D D e n s i t y D a t a s e t
from boom . d a t a s e t s . SMILESDataset import OODDensi tyDatase t

t r a i n i n g _ d a t a = T r a i n D e n s i t y D a t a s e t ( )
i d _ t e s t _ d a t a = I I D D e n s i t y D a t a s e t ( )
o o d _ t e s t _ d a t a = OODDensi tyDatase t ( )

The ‘10K CSD‘ datasets available are:

• ‘<split>DensityDataset‘
• ‘<split>HoFDataset‘

The ‘QM9‘ datasets available are:

• ‘<split>QM9_alphaDataset‘
• ‘<split>QM9_cvDataset‘
• ‘<split>QM9_homoDataset‘
• ‘<split>QM9_lumoDataset‘
• ‘<split>QM9_gapDataset‘
• ‘<split>QM9_muDataset‘
• ‘<split>QM9_u298Dataset‘
• ‘<split>QM9_zpveDataset‘

Where, ‘<split>‘ is one of train, id, or ood.

B Model Details

B.1 Model Summary

Model Name Architecture Molecule Representation Symmetry # of parameters
Random Forest Random Forest RDKit Molecular Descriptors N/A N/A

Multilayer Perceptron Multilayer Perceptron RDKit Molecular Descriptors N/A 153k
ChemBERTa Transformer SMILES N/A 83M
MolFormer Transformer SMILES N/A 48M

RT Transformer SMILES N/A 27M
ModernBERT Transformer SMILES N/A 111M

Chemprop GNN {Atom, Bond} permutation 200k
TGNN GNN {Atom, Bond} permutation 200k
IGNN GNN {Atom, Bond, Pair-wise Distances } E(3)-invariant + permutation 217K
EGNN GNN {Atom, Bond, Atom Positions} E(3)-equivariant + permutation 217K
MACE GNN {Atom, Bond, Pair-wise Distances} E(3)-equivariant + permutation 3.9M

Graphormer-3D Hybrid {Atom, Bond, Pair-wise Distances } E(3)-invariant + permutation 47.1M
ET Hybrid {Atom, Bond, Atom Positions} E(3)-equivariant + permutation 6.8M

Table 3: Summary of the model architectures included in the BOOM benchmark, along with their
model architecture, molecular representation, model symmetry, and total number of model parameters.
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Model Device Runtimes (10k) [seconds/epoch] Runtimes (QM9) [seconds/epoch]
Random Forest 2.4 Ghz 8-core Intel Core i9 0.5 6

RT V100 632 10275
ChemBERTa L40 13 165
MoLFormer H100 14 72
Chemprop H100 10 23

EGNN L40 10 115
IGNN L40 10 115
TGNN L40 10 115
MACE H100 70 165

Graphormer AMD MI300A 6 19
ET L40 10 75

Geoformer H100 60 230
GotenNet A100 20 120

ModernBERT L40 15 165
MLP H100 0.009 0.5

Table 4: Runtimes for all models used in BOOM on the 10k and QM9 datasets.

B.2 RDKit Featurizer

The RDKit Featurizer, as implemented in the Deepchem package,[Ramsundar et al., 2019] consists
of 125 chemically-informed features (such as molecular weight and number of valence electrons), as
well as 86 features describing the fraction of atoms that belong to notable functional groups such as
alcohols or amines.

B.3 Transformers

Transformers, including large language models (LLMs), have revolutionized language modeling and
vision tasks and have gained popularity in scientific regimes. We choose four representative models
to cover the major archetypes of transformer models: MoLFormer [Ross et al., 2022], ChemBERTa
[Chithrananda et al., 2020], Regression Transformer [Born and Manica, 2023], and ModernBERT
[Warner et al., 2024].

We choose three representative models to cover the major archetypes of transformer models. MoL-
Former [Ross et al., 2022] is an encoder-decoder model with a T5 [Raffel et al., 2020] backbone
originally trained on PubChem. ChemBERTa Chithrananda et al. [2020] is an encoder-only model
with a BERT [Devlin et al., 2019] backbone trained on PubChem. Finally, we also use Regression
Transformer [Born and Manica, 2023], an XLNet-based [Yang et al., 2019a] model that is capable
of both masked language modeling as well as autoregressive generation.

B.3.1 ModernBERT

We also evaluate ModernBERT, a state-of-the-art (SOTA) encoder-only model with architectural
improvements such as rotary positional embeddings [Su et al., 2024], pre-normalization, and GeGLU
activation layers [Shazeer, 2020]. Along with different architectures, we also investigate the effects of
different pre-training and tokenization schemes in our experiments. The training details are presented
in Appendix C.2.

B.4 GNNs

GNNs are neural networks designed for learning on graph-structured data. Molecules and materials
are represented as graphs of atoms and bonds, with 3D Euclidean space providing a natural molecular
representation. As a result, message-passing neural networks (MPNNs) serve as the de facto back-
bone for deep learning-based molecular property prediction [Schütt et al., 2018, Qiao et al., 2020].
Extensive work compares various GNN algorithms for this task. Instead of focusing on specific GNN
variants, we examine the significance of architectural differences in our OOD task, emphasizing the
relational inductive bias of molecular graphs and symmetries.

3D information and symmetries are fundamental to physical laws governing molecular behavior.
Chemprop [Heid et al., 2023] serves as the baseline for a standard topological (2D) GNN. Additionally,
we use three GNNs with topological, E(3) invariant, and E(3) equivariant learned models based on
EGNN [Satorras et al., 2021]. MACE is a popular E(3) equivariant GNN, which uses pair-wise
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distances for message passing and construction [Batatia et al., 2023, Kovács et al., 2023]. Unlike
EGNN, MACE also takes into account higher-order interactions, potentially allowing for greater
expressivity. To explore the effects of these symmetries, we test these five GNNs for our OOD tasks.

Symmetries are inherent to the physical laws that dictate molecular properties. Algebraically, they are
represented as groups, where each element corresponds to a transformation. For non-chiral molecules,
the E(3) group, encompassing rotations, translations, and reflections, is key. Chiral molecules require
the SE(3) subgroup, which excludes reflection. Since molecular properties remain invariant under
these transformations, learned structure-to-property functions should obey the same symmetries.

GNNs naturally encode these symmetries. MPNNs enforce permutation-invariant message aggre-
gation, making models permutation-invariant. Geometric deep learning models can extend this by
enabling molecular representations in 3D space, ensuring networks are invariant or equivariant to
geometric transformations. Invariance implies properties remain unchanged after transformation,
while equivariance means vector properties transform consistently with applied transformations. Here,
we provide rigorous definitions.

For completeness, we reproduce the GNN formulation from [Satorras et al., 2021]. For a given
GNN with node features h(l)i are the features of the i-th node for l-th layer. bij are the edge-features
between two connected nodes i and j such that j ∈ Ni. The neighborhood Ni is the set of nodes
connected to node i. W (l) is a learnable projection matrix of layer l.

Topological GNN:
h
(l+1)
i = h

(l)
i W (l) +

∑
j∈Ni

θ(bij , h
(l)
i , h

(l)
j ) (3)

Where θ(·) is a learnable function of the bond and node features, shared between all node pairs.

Invariant GNN:

h
(l+1)
i = h

(l)
i W (l) +

∑
j∈Ni

θ(bij , h
(l)
i , h

(l)
j ) +

∑
j ̸=i

ϕ(rij , h
(l)
i , h

(l)
j ) (4)

Where, rij = ||xi − xj ||2 is the inter-atomic distance between atoms i and j. ϕ(·) is a learnable
function of the interatomic distances and node features, shared between all node pairs.

Equivariant GNN:

h
(l+1)
i = h

(l)
i W (l) +
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ψ(r

(l)
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(l)
i , h

(l)
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Where, r(l)ij = ||x(l)i − x
(l)
j ||2 is the inter-atomic distance between atoms i and j at the l-th layer. ξ is

a small constant for numerical stability. ψ(·) is a learnable function of the inter-atomic distances and
node features, shared between all node pairs.

As we can see Eq. 5 is equivalent to Eq. 4 but with a per-layer coordinate update. Furthermore, Eq. 4
is equivalent to Eq. 3 but with an additional term dependent on the pairwise distances rij .

B.4.1 Readout Function

The readout function, R of a GNN aggregates the node-level information on the graph and combines
them to get a graph-level output. The readout function can be any permutation invariant function
such that, R : R|V×F | → RK , where F is the per-vertex feature dimension, and K is the output
dimension (K = 1 in the case of regression). The flexibility in the readout function can be used
to provide target-specific inductive bias such as using a summing over the vertices for extensive
properties while taking the mean output for the vertices for intensive properties.

MACE and ET use modified readout functions for some properties, such as µ, while we are using the
unmodified readout function. We have not had success modifying the readout function as described
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in their publication, but we are working with the authors to replicate their results. We plan on
investigating this further.

B.5 Hybrid Architectures

Recently, we have seen an emergence of hybrid architectures that combine the inductive properties
of GNNs and with the flexibility of the attention mechanism in Transformers. Graphormer [Ying
et al., 2021] is a GNN-Transformer model that incorporates a graph-specific encoding mechanism to
the input perform attention over structured data rather than sequences. Furthermore, Graphormer
adds a bias term to the Query-Key product matrix to bias the attention to include bond information.
We evaluate Graphormer-3D, a variant of Graphormer that incorporates inter-atomic distances
to introduce 3D information to the attention mechanism. Finally, we also evaluate Equivariant
Transformer (ET) [Thölke and De Fabritiis, 2022], a 3D encoder-only transformer model that
incorporates E(3) equivariance. Rather than inter-atomic distances, ET operates directly on 3D atomic
coordinates.

C Training Details

C.1 General Training

Across all models, we generally hold out 10% of the training data for hyperparameter selection. As
we had multiple different types of models, we started with publicly available settings for the starting
hyperparameters (as noted below), but also performed hyperparameter sweeps (with grid search)
on the non-architectural components, such as learning rate and training steps. We do not update
architectural details to match the use case of practitioners using off-the-shelf models. The GNN
ablation uses the architecture detailed here,Satorras et al. [2021] and training instructions listed in the
Appendix of that work. The baseline models (Random Forest and MLP), use model hyperparameters
previously reported.Yang et al. [2019b], Wu et al. [2018]

C.2 Transformer Fine-tuning Details

ChemBERTa and MoLFormer models are pre-trained with a masked language modeling (MLM)
task and the Regression Transformer is pretrained with a permutation language modeling (PLM)
task. During MLM pretraining, a predetermined fraction of the SMILES string of the molecule is
masked and then predicted by the model. The Regression Transformer foundation model uses a PLM
pretraining task, which seeks to autoregressively predict masked tokens from a permuted sequence of
both SMILES and property tokens.

For Regression Transformer and ChemBERTa, the models without pretraining are initialized with
random weights, whereas the MoLFormer model without pretraining is loaded directly from the
provided checkpoint saved at the beginning (0th iteration) of pretraining. For all three models, the
pretrained models are initialized from the provided model checkpoints, before finetuning on each of
the 10 downstream OOD tasks. Both the pretrained and scratch models are fine-tuned according to
the same learning schedule hyperparameters.

C.3 Chemprop Pretraining Details

For the experiments highlighted in Figure 5, we first train all model weights of the Chemprop model
(v1.4.0) for 30 epochs on the entirety of one of the eight QM9 property datasets (133,885 training
examples). Then, this model is finetuned for an additional 30 epochs on only the train split (see 2) of
one of the other seven QM9 property datasets. During this finetuning step, the model parameters of the
message-passing neural network portion of Chemprop are frozen. All other model hyperparameters
are the Chemprop defaults and are provided in the Github repo.

C.4 Chemprop Hyperparameter Optimization

To understand to what extent hyperparameter optimization can affect OOD performance, we first
train the Chemprop model (v1.4.0) with all default hyperparameters on all 10 BOOM datasets. Then,
we train Chemprop on each of the 10 BOOM datasets with 50 independent, random choices of model
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hyperparameters (i.e. with 50 random seeds). The tuned model hyperparameters are the message
passing depth, sampled from between 2-6 layers, the fraction of dropout in the neural network
sampled between 0-0.40 with an increment of 0.05, the number of feed-forward layers sampled from
between 1-3 layers, and the size of the hidden layers, sampled between 300-2400 with an increment
of 100.

29



C.5 Additional Plots

Figure 9: Chemprop MPNN Performance with Data Augmentation and QM9 OOD tasks
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Figure 10: OOD Performance of chemical foundation models (ChemBERTA, MoLFormer and
Regression Transformer) with and without pretraining.The performance of Regression Transformer
on the QM9 dipole moment and HOMO-LUMO Gap properties are omitted due to the inability of
the scratch Regression Transformer model to converge on these properties.
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Model Type Split HoF Density HOMO LUMO GAP ZPVE < R2 > α µ Cv

ChemBERTa Transformer ID 0.937 0.963 0.838 0.963 0.944 0.992 0.948 0.977 0.649 0.985
OOD 0.339 0.372 0.059 0.021 0.076 0.544 0.063 0.009 0.104 0.126

Chemprop Explicit-Bonds ID 0.963 0.985 0.940 0.987 0.980 0.996 0.967 0.981 0.792 0.990
OOD 0.528 0.901 0.206 0.161 0.078 0.597 0.331 0.332 0.096 0.463

EGNN 3D ID 0.992 0.988 0.929 0.933 0.988 0.981 0.994 0.980 0.979 0.765
OOD 0.869 0.886 0.238 0.074 0.028 0.681 0.400 0.344 0.078 0.424

ET 3D ID 0.977 0.994 0.974 0.994 0.989 1.000 0.975 0.997 0.702 0.999
OOD 0.861 0.953 0.298 0.313 0.103 0.952 0.684 0.673 0.059 0.870

Geoformer 3D ID 0.954 0.991 0.973 0.995 0.989 1.000 0.997 0.997 0.740 0.999
OOD 0.695 0.941 0.243 0.276 0.035 0.831 0.835 0.401 0.034 0.683

GotenNet 3D ID 0.996 0.992 0.926 0.993 0.978 1.000 0.997 0.994 0.929 0.998
OOD 0.946 0.947 0.151 0.335 0.026 0.999 0.998 0.772 0.111 0.990

Graphormer 3D ID 0.985 0.991 0.944 0.989 0.982 1.000 0.971 0.995 0.723 0.997
OOD 0.790 0.926 0.304 0.249 0.272 0.445 0.482 0.351 0.117 0.651

IGNN 3D ID 0.973 0.987 0.922 0.985 0.970 0.994 0.977 0.976 0.812 0.986
OOD 0.852 0.866 0.229 0.544 0.035 0.737 0.424 0.207 0.090 0.353

MACE 3D ID 0.995 0.412 0.373 0.889 0.807 0.996 0.997 0.998 0.867 0.998
OOD 0.846 0.212 0.025 0.184 0.008 0.979 0.858 0.823 0.058 0.990

MLP No Bias ID 0.983 0.091 0.000 0.765 0.708 0.785 0.880 0.976 0.611 0.982
OOD 0.784 0.089 0.017 0.086 0.003 0.142 0.283 0.166 0.093 0.903

MoLFormer Transformer ID 0.984 0.992 0.927 0.985 0.978 0.999 0.970 0.992 0.782 0.995
OOD 0.281 0.604 0.044 0.028 0.097 0.480 0.187 0.153 0.076 0.453

ModernBERT Transformer ID 0.955 0.980 0.880 0.972 0.957 0.999 0.957 0.984 0.685 0.991
OOD 0.691 0.893 0.285 0.230 0.190 0.992 0.731 0.764 0.092 0.918

RT Transformer ID 0.954 0.969 0.568 0.958 0.938 0.981 0.938 0.926 0.472 0.977
OOD 0.180 0.226 0.020 0.017 0.032 0.044 0.096 0.059 0.085 0.084

Random Forest No Bias ID 0.921 0.912 0.874 0.969 0.957 0.999 0.933 0.979 0.679 0.988
OOD 0.147 0.021 0.023 0.013 0.043 0.041 0.084 0.108 0.098 0.011

TGNN Explicit-Bonds ID 0.970 0.961 0.872 0.963 0.869 0.998 0.407 0.986 0.681 0.989
OOD 0.814 0.841 0.268 0.284 0.057 0.990 0.131 0.554 0.074 0.926

Table 5: Mean Batched R2 scores of all models on OOD and ID tasks. Best performing ID and OOD
models are highlighted in Black and Blue respectively.The worst performing ID and OOD models
are highlighted in Orange and Red respectively. The graph-based and hybrid models provide the
best scores across nearly all tasks for OOD and ID splits.
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Model Type Split HoF Density HOMO LUMO GAP ZPVE < R2 > α µ Cv

ChemBERTa Transformer ID 0.002 0.005 0.002 0.001 0.002 0.003 0.001 0.001 0.002 0.002
OOD 0.040 0.050 0.013 0.004 0.014 0.062 0.023 0.007 0.003 0.103

Chemprop Explicit-Bonds ID 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.002 0.001
OOD 0.011 0.005 0.008 0.033 0.016 0.059 0.007 0.016 0.000 0.027

EGNN 3D ID 0.003 0.003 0.005 0.009 0.003 0.006 0.002 0.012 0.004 0.025
OOD 0.037 0.005 0.014 0.009 0.005 0.033 0.007 0.128 0.001 0.054

ET 3D ID 0.007 0.002 0.001 0.001 0.000 0.000 0.025 0.002 0.354 0.000
OOD 0.037 0.012 0.022 0.011 0.011 0.010 0.173 0.039 0.011 0.023

Geoformer 3D ID 0.005 0.001 0.001 0.000 0.000 0.000 0.001 0.000 0.010 0.000
OOD 0.101 0.003 0.021 0.025 0.040 0.012 0.074 0.059 0.003 0.018

GotenNet 3D ID 0.001 0.000 0.003 0.001 0.001 0.000 0.000 0.003 0.005 0.000
OOD 0.011 0.005 0.019 0.031 0.014 0.000 0.000 0.011 0.008 0.001

Graphormer 3D ID 0.004 0.003 0.002 0.001 0.001 0.001 0.001 0.001 0.003 0.000
OOD 0.053 0.009 0.107 0.180 0.164 0.155 0.062 0.020 0.024 0.053

IGNN 3D ID 0.006 0.001 0.004 0.001 0.002 0.007 0.003 0.012 0.016 0.006
OOD 0.005 0.019 0.015 0.354 0.001 0.024 0.182 0.007 0.003 0.027

MACE 3D ID 0.000 0.084 0.156 0.024 0.017 0.000 0.000 0.000 0.049 0.001
OOD 0.145 0.035 0.007 0.012 0.004 0.000 0.083 0.004 0.035 0.002

MLP No Bias ID 0.002 0.019 0.000 0.101 0.035 0.098 0.003 0.001 0.011 0.004
OOD 0.009 0.064 0.009 0.007 0.002 0.104 0.027 0.015 0.005 0.007

MoLFormer Transformer ID 0.003 0.001 0.005 0.002 0.001 0.000 0.001 0.001 0.005 0.001
OOD 0.036 0.112 0.017 0.013 0.001 0.049 0.056 0.016 0.002 0.100

ModernBERT Transformer ID 0.012 0.003 0.029 0.006 0.012 0.000 0.009 0.006 0.030 0.002
OOD 0.061 0.005 0.058 0.076 0.121 0.002 0.000 0.190 0.015 0.011

RT Transformer ID 0.012 0.002 0.491 0.002 0.013 0.016 0.005 0.018 0.009 0.002
OOD 0.157 0.090 0.003 0.015 0.011 0.036 0.049 0.047 0.015 0.070

Random Forest No Bias ID 0.001 0.002 0.001 0.001 0.001 0.001 0.000 0.001 0.003 0.001
OOD 0.006 0.003 0.001 0.001 0.003 0.003 0.006 0.009 0.001 0.002

TGNN Explicit-Bonds ID 0.001 0.003 0.020 0.014 0.043 0.001 0.453 0.001 0.029 0.001
OOD 0.007 0.007 0.047 0.041 0.049 0.002 0.006 0.009 0.007 0.005

Table 6: Standard deviation of Batched R2 scores of all models on OOD and ID tasks.

C.6 Tabulated results

Model Representation Split HoF Density HOMO LUMO GAP ZPVE
〈
R2
〉

α µ Cv

Random SMILES ID 24.43 0.0248 0.0061 0.0071 0.0085 0.00113 52.3 0.940 0.674 0.375
Forest OOD 139.89 0.1815 0.0304 0.0372 0.0371 0.02303 363.0 8.470 2.899 3.362

MLP SMILES ID 13.66 0.0532 0.0094 0.0091 0.0130 0.00560 49.9 0.817 0.696 0.384
OOD 38.43 0.0941 0.0247 0.0201 0.0468 0.01370 470.9 6.859 2.389 0.593

RT SMILES ID 22.23 0.0163 0.0090 0.0102 0.0133 0.00289 68.2 2.264 1.104 0.654
OOD 2428764 7558.9 539.74 584.88 0.0339 27.6906 25458 69968 2.719 11435

ChemBERTa SMILES ID 22.72 0.0154 0.0070 0.0093 0.0104 0.00390 51.7 1.254 0.713 0.489
OOD 100.86 0.1195 0.0244 0.0256 0.0309 0.02253 302.6 6.328 2.723 2.765

MoLFormer SMILES ID 10.94 0.0273 0.0050 0.0052 0.0064 0.00106 40.1 1.047 0.602 0.785
OOD 93.6 0.0770 0.0236 0.0256 0.0275 0.01990 314.1 7.356 2.232 3.667

Chemprop Graph ID 15.43 0.0092 0.0041 0.0046 0.0058 0.00188 35.8 0.866 0.545 0.340
OOD 99.72 0.0347 0.0189 0.0179 0.0269 0.01277 233.7 4.850 2.304 2.118

EGNN 3D ID 10.07 0.0077 0.0048 0.0052 0.0069 0.00103 19.6 0.566 0.481 0.267
OOD 19.19 0.0279 0.0212 0.0236 0.0312 0.00583 181.3 5.659 2.446 2.079

IGNN 3D ID 14.68 0.0084 0.0050 0.0053 0.0070 0.00173 77.5 0.903 0.519 0.405
OOD 23.35 0.0281 0.0818 0.0194 0.0297 0.00677 128.6 5.611 2.501 2.212

TGNN Graph ID 14.46 0.0258 0.0057 0.0072 0.0178 0.00167 211.6 0.751 0.673 0.377
OOD 29.20 0.0331 0.0184 0.0190 0.0424 0.00260 625.5 2.787 2.524 0.627

MACE 3D ID 5.56 0.0617 0.0150 0.0135 0.0181 0.00180 9.8 0.322 0.430 0.134
OOD 38.86 0.0670 0.0339 0.0247 0.0409 0.00210 68.3 1.543 2.228 0.229

GotenNet 3D ID 5.44 0.0070 0.0052 0.0039 0.0088 0.00043 11.8 0.553 0.319 0.197
OOD 15.54 0.0360 0.0126 0.0118 0.0229 0.00053 16.7 1.825 2.173 0.302

Graphormer 3D ID 9.64 0.0068 0.0040 0.0042 0.0055 0.00024 33.4 0.431 0.626 0.180
OOD 31.62 0.0770 0.0236 0.0256 0.0275 0.01990 314.1 7.356 2.232 3.667

ET 3D ID 29.97 0.0081 0.0027 0.0031 0.0043 0.00057 28.2 0.490 0.368 0.160
OOD 52.50 0.0479 0.0220 0.0236 0.0271 0.01710 298.0 6.568 2.257 3.405

Geoformer 3D ID 17.77 0.0071 0.0027 0.0028 0.0046 0.00030 10.9 0.326 0.847 0.124
OOD 43.32 0.0366 0.0157 0.0186 0.0240 0.00557 63.8 4.201 2.544 1.354

ModernBERT SMILES ID 14.68 0.0117 0.0064 0.0076 0.0095 0.00073 40.1 0.870 0.698 0.407
OOD 44.49 0.0287 0.0216 0.0232 0.0324 0.00170 228.7 2.489 2.657 0.611

Table 7: RMSE scores of all models on OOD and ID tasks. Best performing ID and OOD models
are highlighted in Black and Blue respectively.The worst performing ID and OOD models are
highlighted in Orange and Red respectively. The graph-based and hybrid models provide the best
scores across nearly all tasks for OOD and ID splits. Numerical encoding issues greatly hamper
RTs performance and result in large errors. We additionally provide results on using a Llama large
language model for OOD property prediction in Appendix E. All results are averaged across 3 training
runs.
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C.7 Broader Impacts

BOOM provides a set of benchmarks that are designed to accelerate the development of generalizable
chemical foundation models. In turn, we aim for these chemical foundation models to be used to
tackle important societal issues such as developing revolutionary pharmaceuticals or energy storage
materials. Nevertheless, we note that it is important to develop appropriate safeguards to ensure that
such chemistry machine learning models are not used for the development of dangerous chemicals.
To this end, we advocate for the continued development of chemical safety benchmarks to assess the
potential for chemistry machine learning models to design harmful materials.

C.8 Discussion of Data Augmentation

The data augmentation experiment in the main text serves to demonstrate that even a few thousand
OOD samples can effectively convert an OOD region into an in-distribution (ID) one. This has
important implications for real-world applicability. Our experiment shows that property prediction
performance can be improved with minimal OOD data-highlighting that even a relatively small
number of molecules in the OOD region can significantly enhance model generalization. Our hope
with this experiment is that it inspires future work exploring how targeted generation can improve
OOD generalization, rather than definitively prescribing a solution for solving OOD generalization.

Nevertheless, the feasibility of identifying useful OOD points in the first place is a significant,
unsolved challenge and likely requires approaches based on Bayesian Optimization or Active Learning.
Nevertheless, recent work that demonstrates that generative models combined with active learning
may be able to extrapolate in property space. Prior work has shown that generative models without
active learning were not able to extrapolate beyond the training data.Antoniuk et al. [2025] However,
once active learning on DFT simulations was incorporated into the generative loop, the model
showed strong potential to generate molecules with properties that extend far beyond the training
data, demonstrating an ability to extrapolate in property space. In another more extreme example, the
authors used their STGG+ autoregressive generative model with active learning to discover molecules
with an oscillator strength of 27.7, compared to a maximum of 9.3 in their training data, and a
value of 13.01 without active learning.Jolicoeur-Martineau et al. [2025] These two examples serve
to empirically demonstrate that iteratively generating molecules, labeling them with ground-truth
simulations, and then retraining the property prediction models may lead generative models to
recognize extreme-property domains in chemical space.

Conceptually, we hypothesize that this approach may be possible because this iterative active learning
will continually trend towards molecules with improved properties as long as the property prediction
models are able to determine the relative ordering of molecules with respect to the property of interest,
rather than needing quantitatively correct predictions. Then, it is the ground truth simulations (DFT)
that will provide the true property labels of the molecules. Our scatter plots shown in Figure 13 as
an example, show that the property prediction models do seem to have this capability, as the most
extreme-property molecules are consistently identified, and thus, would be preferentially generated.

Encouragingly, the proposed overall approach of improving OOD performance through iterative active
learning has already seen some reported success in the literature. In recent work, the authors note
that after three iterations of active learning, the prediction RMSE reduces by 83% when evaluated on
hold-out test molecules from across the entire active learning run.Antoniuk et al. [2025] Similarly in
another work, the authors found that multiple iterations of active learning to generate novel inorganic
structures reduced the error on structure-based OOD energy predictions from >200meV/atom down
to 25meV/atom.Merchant et al. [2023] Although there is still much to explore, we feel that there is
some growing evidence to believe that OOD generalization can be improved in this manner.

C.9 Lipophilicity Dataset

To provide a further assessment of OOD performance beyond the computational datasets discussed
in the main text, we also evaluate a subset of the models on the Lipophilicity Dataset from Molecu-
leNet.Wu et al. [2018] This dataset consists of 4200 experimental measurements of the octanol/water
distribution coefficient, which is of relevance for drug compounds. The inclusion of the Lipophilicity
dataset serves as an exemplary dataset for performing OOD evaluations on experimentally measured
properties, rather than only computed physicochemical properties.

34



C.10 Statistical Analysis
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Figure 11: Gaussian process fitting of OOD R2 values given ID R2 scores. Interestingly, lower ID
R2 scores are correlated with low OOD R2 scores, as expected. Higher ID scores are not necessarily
predictive of OOD values, signalling a need to test models with ID-OOD splits as well as random
splits.

Property N P-value (Kruskal-Wallis) P-value (Mann-Whitney U)
Geometric > Transformer Geometric > Graph Graph > Transformer

HoF 39 0.00000 0.00000 0.00398 0.00485
Density 39 0.00424 0.00175 0.07845 0.00673
HOMO 39 0.05119 0.01569 0.48837 0.02197
LUMO 39 0.00046 0.00010 0.20389 0.00485
GAP 39 0.10577 0.98113 0.78453 0.85461
ZPVE 39 0.05163 0.01067 0.51164 0.05052
R2 39 0.00006 0.00018 0.00002 0.30314
α 39 0.01024 0.00165 0.23808 0.05123
µ 39 0.49232 0.83475 0.76714 0.87963
Cv 39 0.02554 0.00641 0.45356 0.02074

Table 8: We perform statistical analysis on the OOD performance of model groups while controlling
for the property. We first use the Kruskal-Wallis test to detect whether there is a statistically significant
difference between Geometric, Transformer, and Graph models, given a property. Then we perform
the Mann-Whitney U hypothesis tests to identify orderings within the groups. Interestingly, we only
fail to reject the null hypothesis for µ and GAP, as many of the models performed poorly on the two
tasks.

Model MLP Random Forest Regression Transformer MoLFormer Chemprop
ID 0.866± 0.09 0.548± 0.001 1.139± 0.02 0.473± 0.006 0.463± 0.01

OOD 2.041± 0.2 1.576± 0.006 1.164± 0.003 0.956± 0.004 1.051± 0.02
Table 9: RMSE values of various models on the Lipophilicity Dataset from MoleculeNet. We report
the RMSE values, averaged across 3 training runs, along with their standard deviations.

D Parity Plots

As there are more than 150 plots, we provide the parity plots for all of our experiments in a compressed
layout in the following section, intended for observing the prediction trends for the model. We also
upload the higher resolution images, as well as the actual predictions, including the training/fine-
tuning code for all models, to our repository.
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Figure 12: Parity Plots for Random Forest on 10K and QM9 OOD tasks.
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Figure 13: Parity Plots for Chemprop on 10K and QM9 OOD tasks.
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Figure 14: Parity Plots for Regression Transformer (with Pretraining) on 10K and QM9 OOD tasks.
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Figure 15: Parity Plots for MoLFormer (with Pretraining) on 10K and QM9 OOD tasks.
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Figure 16: Parity Plots for ChemBERTa (with Pretraining) on 10K and QM9 OOD tasks.
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Figure 17: Parity Plots for ModernBERT on 10K and QM9 OOD tasks.
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Figure 18: Parity Plots for EGNN on 10K and QM9 OOD tasks.
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Figure 19: Parity Plots for IGNN on 10K and QM9 OOD tasks.
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Figure 20: Parity Plots for TGNN on 10K and QM9 OOD tasks.
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Figure 21: Parity Plots for Graphormer(3D) on 10K and QM9 OOD tasks.
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Figure 22: Parity Plots for TorchMD-ET on 10K and QM9 OOD tasks.
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Figure 23: Parity Plots for MACE on 10K and QM9 OOD tasks.

47



Figure 24: Parity Plots for GeoFormer on 10K and QM9 OOD tasks.
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Figure 25: Parity Plots for GotenNet on 10K and QM9 OOD tasks.
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Figure 26: Parity Plots for LLAMA on 10K and QM9 OOD tasks.
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Figure 27: Parity Plots for MLP on 10K and QM9 OOD tasks.

E Property Prediction with LLMs

Large language models (LLMs) have seen increasing usage for a wide range of molecular design
tasks including property prediction,[Jacobs et al., 2024, Jablonka et al., 2023] molecular synthesis
prediction, and property-guided molecule design.[Jablonka et al., 2023, Bhattacharya et al., 2024]
In this section, we benchmark the performance of LLMs on BOOM’s OOD property prediction
tasks. We note that in the context of LLMs, it is more challenging to robustly define OOD molecules
without knowing the exact training corpus of the LLM. For example, we anticipate that it is possible
that the density of some of the molecules in our 10k Density OOD test set appear as natural
language in the training corpus of the LLM. Although we believe that including benchmarking of the
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OOD performance of LLMs is important due to their widespread usage, we caution against direct
comparison of the models in the main text due to these possible data leakage concerns.

E.1 Experiment Details

We use the LLAMA-3.1-8B model provided by Meta.[Grattafiori et al., 2024b] We use the following
prompt to generate the properties:

Do not include any other text. \n Only return a floating point number with 4 digits after the
decimal point. For SMILES: <smiles> predict the <property> (<property_description>) in
<units> value: "

Where, <smiles> is the SMILES representation of the molecules. <property> is one of the ten
properties mentioned above. <property_description> is the description of the property, and <units>
is the units of the properties.

Property Description Text Unit Text
HoF solid heat of formation (using a group additivity approach) g/cc
Density crystalline density kCal/mol
α isotropic polarizability a_0^3
Cv heat capacity at 298.15 K cal/molK
HOMO energy of the highest occupied molecular orbital Hartree energy
LUMO energy of the lowest unoccupied molecular orbital Hartree energy
Gap energy difference between the highest occupied and lowest

unoccupied molecular orbital
Hartree energy

µ dipole moment Debye〈
R2
〉

electronic spatial extent a_0^3
ZPVE zero point vibrational energy Hartree energy

Table 10: Property descriptions and units used in the LLAMA prompt

We prompt the model to output only floating-point values and use a parser to extract the first decimal
numerical values from the generated output.

E.2 Llama Results

Model Split HoF Density HOMO LUMO GAP ZPVE
〈
R2
〉

α µ Cv

LLaMA 3.1 8B ID 93.3778 0.1446 93.3778 .3097 1.0234 3.8958 1176 75.44 1.4703 57.796
(no finetuning) OOD 262.9860 0.1744 262.9860 1.1436 0.9545 4.9597 1688 73.34 5.6357 32.026

Table 11: RMSE of LLaMA models on all OOD and ID tasks.

Model Split HoF Density HOMO LUMO GAP ZPVE
〈
R2
〉

α µ Cv

LLaMA 3.1 8B ID 0.008 0.2050 0.0009 0.0025 0.0127 0.0008 0.0000 0.0034 0.0845 0.0000
(no finetuning) OOD 0.0254 0.1048 0.0007 0.0000 0.0018 0.0022 0.0005 0.0016 0.0631 0.0007

Table 12: Batched R2 scores of LLaMA models on all OOD and ID tasks.
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