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ABSTRACT

Diffusion Models (DM) and Consistency Models (CM) are two types of pop-
ular generative models with good generation quality on various tasks. When
training DM and CM, intermediate weight checkpoints are not fully utilized and
only the last converged checkpoint is used. In this work, we find proper check-
point merging can significantly improve the training convergence and final per-
formance. Specifically, we propose LCSC, a simple but effective and efficient
method to enhance the performance of DM and CM, by combining checkpoints
along the training trajectory with coefficients deduced from evolutionary search.
We demonstrate the value of LCSC through two use cases: (a) Reducing train-
ing cost. With LCSC, we only need to train DM/CM with fewer number of itera-
tions and/or lower batch sizes to obtain comparable sample quality with the fully
trained model. For example, LCSC achieves considerable training speedups for
CM (23× on CIFAR-10 and 15× on ImageNet-64). (b) Enhancing pre-trained
models. When full training is already done, LCSC can further improve the gen-
eration quality or efficiency of the final converged models. For example, LCSC
achieves better FID using 1 number of function evaluation (NFE) than the base
model with 2 NFE on consistency distillation, and decreases the NFE of DM from
15 to 9 while maintaining the generation quality. Applying LCSC to large text-to-
image models, we also observe clearly enhanced generation quality.

1 INTRODUCTION

Diffusion Models (DMs) (Sohl-Dickstein et al., 2015; Ho et al., 2020; Song et al., 2020b) as a
generative modeling paradigm have rapidly gained widespread attention in the last several years,
showing excellent performance in various tasks like image generation (Ho et al., 2020; Dhariwal
& Nichol, 2021; Rombach et al., 2022), video generation (Ho et al., 2022; Blattmann et al., 2023)
and 3D generation (Poole et al., 2022; Lin et al., 2023). DM requires an iterative denoising process
in the generation process, which could be slow. Consistency Models (CMs) (Song et al., 2023) are
proposed to handle this dilemma, which provides a better generation quality under one or few-step
generation scenarios and is also broadly applied (Luo et al., 2023a;b; Wang et al., 2023).

In this paper, we investigate the training process of DM and CM. We find that checkpoints—the
model weights periodically saved during the training process—have under-exploited potential in
boosting the performance of DM and CM. In particular, within the metric landscape, we observe

Figure 1: Comparison of LCSC and vanilla training. LCSC achieves more than 14× training speed
up on CIFAR-10 with Consistency Distillation (CD) and more than 15× training speed up compared
to official released model on ImageNet-64 with CD. LCSC can also enhance the final converged
model significantly and achieves 1.7× inference speedup for DM.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

(a) Vanilla training (b) LCSC (c) Vanilla training (d) LCSC
Figure 2: Comparison between the images generated by LCSC and vanilla training (on LCM-LoRA
model (Luo et al., 2023a;b)). The prompts for the left and right images are “A car that seems to
be parked illegally behind a legally parked car” and “Two women waiting at a bench next to a
street” respectively. The vanilla method produces images with unrealistic front wheels (left) and an
unnatural sitting posture (right), whereas LCSC produces more realistic images.

numerous high-quality basins located near any given point along the optimization trajectory. These
high-quality basins cannot be reliably reached through Stochastic Gradient Descent (SGD), includ-
ing its advanced variants like Adam (Kingma & Ba, 2014). However, we find that an appropriate
linear combination of different checkpoints can locate these basins.

Inspired by the observation, we propose Linear Combination of Saved Checkpoints (LCSC). In par-
ticular, for a set of checkpoints saved until any point of the training process, LCSC searches for
the optimal linear combination coefficients that optimize certain metrics (e.g., FID (Heusel et al.,
2017)) using an evolutionary algorithm. LCSC optimizes only in a low-dimension space and needs
no back-propagation, thus could be faster than training. Additionally, LCSC can optimize objectives
or metrics whose gradients are hard to compute (e.g., FID), under which gradient-based optimization
is not applicable. We note that the widely used Exponential Moving Average (EMA) (Szegedy et al.,
2016) in DM and CM can be viewed as a different linear combination method whose combination
coefficients are determined heuristically. We will theoretically prove and empirically demonstrate
that EMA coefficients are sub-optimal and are worse than LCSC. While the scope of this paper fo-
cuses on DM and CM, from a broader perspective, LCSC is a general method and may be expanded
to other tasks and other neural networks.

We argue that LCSC is beneficial in all steps in the DM/CM production stage and can be used
to: (a) Reduce training cost. The training process of DM and CM is very costly. On ImageNet-64,
SOTA DMs and CMs (Dhariwal & Nichol, 2021; Karras et al., 2022; Song et al., 2023) require
more than 10K GPU hours on Nvidia A100. For higher resolution tasks, the resource demand
soars dramatically again: Stable Diffusion (Rombach et al., 2022) costs more than 150K GPU hours
(approx. 17 years) on Nvidia A100. By applying LCSC at the end, we can train CM/DM with many
fewer iterations or smaller batch sizes and reach similar generation quality with the fully trained
model, thereby reducing the computational cost of training. (b) Enhance models performance. If the
full training is already done, LCSC can still be applied to get a model that is better than any model in
the training process. For model developers with saved checkpoints, LCSC can be directly applied.
For users who can only access the final released checkpoint, they can fine-tune the checkpoint for a
few more iterations and apply LCSC on these checkpoints. As DM/CM provides a flexible trade-off
between generation quality and the number of generation steps, the enhanced model from LCSC
could lead to either better generation quality or faster generation.

The reminder of this paper is organized as follows: In Sec. 2, we introduce the background and
related works. In Sec. 3, we visualize the metric landscape of DM and CM, demonstrating the
potential of checkpoint merging. Additionally, we provide theoretical analyses showing that EMA
is suboptimal, and that a more flexible method for setting the merging coefficients is preferable. In
Sec. 4, we present our efficient method LCSC, which flexibly adjusts the merging coefficients to
find the best model through evolutionary search. A schematic diagram of LCSC is shown in Fig. 3
In Sec. 5, we conduct experiments to validate the effectiveness of LCSC on both DM and CM. The
results show that LCSC can accelerate the training process of CM by up to 23×. Morerover, LCSC
can decrease the NFE of DM from 15 to 9 while keeping the sample quality. We highlight some
of the results in Fig. 1. Additionally, we demonstrate that LCSC can be applied to Text-to-Image
models to further improve generation quality, with some images presented in Fig. 2. In Sec. 6, we
discuss the searched patterns of combination coefficients to inspire further research on checkpoints
merging. Then we conclude this work.
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Figure 3: A schematic diagram of LCSC. Given a set of checkpoints from training (left), LCSC
use evolutionary search to find the optimal linear combination coefficients (middle). LCSC can be
applied on checkpoints from a training process with fewer training iterations or batch sizes and still
gets similar performance (abbreviated as “Perf.”), thus reducing training cost and enabling faster
training. LCSC can also enhance the final model in terms of generation quality or speed (right).

2 BACKGROUND AND RELATED WORK
In this section, we briefly introduce the foundational concepts and related works necessary for un-
derstanding this paper. A more comprehensive discussion is provided in App. B

Diffusion Probabilistic Model. Let us denote the data distribution by pdata, diffusion models (Sohl-
Dickstein et al., 2015; Song et al., 2020a; Ho et al., 2020; Nichol & Dhariwal, 2021; Song et al.,
2020b) learn a process that perturbs pdata with a stochastic differential equation:

dxt = µ(xt, t)dt+ σ(t)dwt, (1)

where µ(·, ·) and σ(·) represent the drift and diffusion coefficients, respectively, wt denotes the
standard Brownian motion, and t ∈ [0, T ] indicates the time step. t = 0 stands for the real data
distribution. µ(·, ·) and σ(·) are designed to make sure pT (x) becomes pure Gaussian noise.

To train a diffusion model, we can construct a network sθ(xt, t) to approximate the score function
of the perturbed data distribution∇ log pt(x) by minimizing:

Et∼U(0,T ]Ey∼pdataExt∼N (y,σ(t)2I)λ(t)∥sθ(xt, t)−∇xt
log p(xt|y)∥, (2)

where λ(t) represents the loss weighting and y denotes a training image.

Consistency Models. During generation, diffusion models require multiple time steps, which results
in low efficiency. Consistency models (CM) are proposed to enable single-step generation (Song
et al., 2023), by mapping any point xt at any given time t along a probability flow trajectory directly
to the trajectory’s initial point xt. Training of CM can follow one of two methodologies: consistency
distillation (CD) or direct consistency training (CT). In the case of CD, the model fθ leverages
knowledge distilled from a pre-trained DM ϕ. The distillation loss can be formulated as follows:

Ek∼U [1,K−1]Ey∼pdata
Extk+1

∼N (y,t2k+1I)
λ(tk)d(fθ(xtk+1

, tk+1), fθ−(x̂ϕ
tk
, tk)), (3)

where fθ− refers to the target model and θ− is computed through EMA of the historical weights of
θ, x̂ϕ

tk
is estimated by the pre-trained diffusion model ϕ through one-step denoising based on xtk+1

,
and d is a metric such as ℓ2 distance. Alternatively, in the CT case, the models fθ are developed
independently, without relying on any pre-trained DM:

Ek∼U [1,K−1]Ey∼pdata
Ez∼N (0,I)λ(tk)d(fθ(y + tk+1z, tk+1), fθ−(y + tkz, tk)), (4)

where the target model fθ− is set to be the same as the model fθ in the latest improved version of
the consistency training (Song & Dhariwal, 2024), i.e., θ− = θ.

Weight Averaging. A line of work (Ruppert, 1988; Polyak & Juditsky, 1992; Izmailov et al., 2018)
explores the integration of a running average of the weights in the context of convex optimization and
stochastic gradient descent (SGD). More recently, Wortsman et al. (2022) demonstrate the potential
of averaging models that have been fine-tuned with various hyperparameter configurations. In early
DM studies, the use of Exponential Moving Average (EMA) is found to significantly enhance the
quality of generation. This empirical strategy has since been adopted in most, if not all, subsequent
research endeavors. Consequently, CM have also incorporated this technique, discovering that EMA
models perform substantially better. EMA employs a specific averaging form that uses the exponen-
tial rate γ: θ̃n = γθ̃n−1+(1−γ)θn, where n = 1, . . . , N denotes the number of training iterations,
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θ̃ represents the EMA model, and is initialized with θ̃0 = θ0. For Large Language Models (LLMs),
many works have proposed more advanced weight averaging strategies aiming at merging models
fine-tuned for different downstream tasks to create a new model with multiple capabilities (Ilharco
et al., 2022; Yadav et al., 2024; Jin et al., 2022; Yu et al., 2023).

Unlike these approaches, our work focuses on accelerating model convergence and achieving better
performance within a standalone training process. Additionally, our methodology for determining
merging coefficients is novel, thereby distinguishing our method from these related works.

Search-based Methods for Diffusion Models. Recently, many studies have defined discrete op-
timization dimensions for DMs and employed search methods to discover optimal solutions. This
includes using search methods to identify the best model schedule for DMs (Liu et al., 2023a; Li
et al., 2023; Yang et al., 2023) or appropriate strategies for diffusion solvers (Liu et al., 2023b).
However, these works do not involve modification to model weights and are only applicable to
DMs.

3 THEORETICAL AND EMPIRICAL FOUNDATIONS: MOTIVATING LCSC
In this section, we first conduct a theoretical analysis to understand the effectiveness of EMA in
Sec. 3.1. A key insight from this analysis is that the optimal EMA rate is not fixed but depends on the
number of training iterations, raising concerns about how to tune EMA effectively. We then present
empirical evidence in Sec. 3.2, demonstrating that EMA is not special in its effectiveness. In fact,
many linear combination results yield better performance on the trained models. Specifically, based
on the empirical evidence, we provide further theoretical analysis to prove that EMA is a suboptimal
method. These observations motivate the development of a more flexible merging method.

3.1 THEORETICAL CONVERGENCE ANALYSIS

Analysis Framework: Previous works have established various frameworks for analyzing DMs
and CMs while considering their respective objectives (Sohl-Dickstein et al., 2015; Ho et al., 2020;
Song et al., 2020a; Karras et al., 2022; Song et al., 2023). In this section, we follow the general
optimization analysis, which represents the essential form of network optimization (Rakhlin et al.,
2011; Shamir & Zhang, 2013; Harvey et al., 2019). Specifically, we denote f(θn) as the computed
loss of the network parameters at n-th iteration θn. For each training iteration n = 1, . . . , N , we
obtain an unbiased random estimate ĝn of the gradient ∇f(θn), such that E[ĝn] = ∇f(θn). Addi-
tionally, we denote E[∥ĝn∥2] = σ2

n and assume that the expected square sum is upper bounded, i.e.
∀n,E[∥ĝn∥2] ≤ G2. We emphasize that due to the high-variance characteristic of DM and CM (see
App. F.4 for a more detailed discussion), σ2

n does not diminish during training and may be signifi-
cant, potentially distinguishing the training of DM and CM from other tasks. To conduct the analysis,
we assume f is β-strongly convex (cf. Eq. (10)). Moreover, we consider f as a non-smooth function,
since natural images often exhibit features like edges and textures that lead to abrupt changes and
discontinuities in their distribution. Proofs of the following analyses are provided in App. A.

Based on the above analytical framework, Shamir & Zhang (2013) prove the following theorem and
show that the model of the last training iteration has a convergence rate of O(log(N)/N).

Theorem 3.1 (Shamir & Zhang (2013)) Suppose f is β-strongly convex, and that E[∥ĝn∥2] ≤ G2

for all n = 1, . . . , N . Consider SGD with step sizes ηn = 1/βn, then for any N > 1, it holds that:

E[f(θN )− f(θ∗)] ≤ 17G2(1 + log(N))

βN
, (5)

where θ∗ denotes the optimal model.
The O(log(N)/N) convergence rate of the last-iter model is proven to be tight, as a lower bound
of Ω(log(N)/N) is found by Rakhlin et al. (2011). Next, we investigate the impact of merging the
historical weights using the form: θ̄α

N = 1
A

∑N
n=1 αnθn, where α = {α1, . . . , αN} are the merging

coefficients, and A =
∑N

n=1 αn normalizes the sum of coefficients to 1. When EMA is applied,
the coefficients can be represented as αn = γN−n, where γ is the exponential rate.* We prove that
EMA reduces significant terms in the convergence bound to O(1/N) for large N .

*This formulation differs slightly from the existing EMA implementation regarding the treatment of the
initial model. However, it provides mathematical convenience in the analysis. Our experimental results also
show that they achieve the same performance, as the discrepancy in their coefficients is negligible.
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(a) Metric Landscape of DM.
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(b) Metric Landscape of CM.
Figure 4: The metric landscape of the diffusion model. Selected checkpoints θn0

, θn1
, and θn2

are
aligned sequentially along the training trajectory, with n0 < n1 < n2 denoting the progression in
the number of training iterations. The origin point (0, 0) corresponds to the checkpoint θn1

, while
the X and Y axes quantify the differences between θn1 − θn0 and θn2 − θn0 , respectively. A weight
located at coordinate (x, y) is formulated as θ(x,y) = θn0 +x(θn1−θn0)+y(θn2−θn0). Additional
visualizations are provided in App. D.

Theorem 3.2 Suppose f is β-strongly convex, and that E[∥ĝn∥2] ≤ G2 for all n. Consider SGD
with step sizes ηn = 1/βn and EMA with factor γ ∈ (0, 1). Then for any N > ⌈− 1

ln
√
γ ⌉, we have:

E[f(θ̄α
N )− f(θ∗)] ≤ G2

β

(
1

γ(1− γN−1)(N + 1)
+

v(γ)

2(1− γN−1)
γN + 1− γ

)
, (6)

where v(γ) =
∑⌈− 1

ln
√

γ ⌉−1

j=1
1−γ
γjj −

1−γ

γ
⌈− 1

ln
√

γ
⌉ is a constant given γ and independent from N .

We observe that the first term in Thm. 3.2 decays as O(1/N), while the second term decays ex-
ponentially as O(γN ). Additionally, there is a residual of 1 − γ. Considering γ is close to 1, we
conclude that the significant terms (the first two terms) decay at least as fast as O(1/N) and the
residual term is small. We hypothesize that the improvement of these significant terms leads to an
acceleration in convergence compared to the overall O(log(N)/N) rate of the last-iter model. Fur-
thermore, we note that for sufficiently large N , it is preferable for γ to be large so that the residual
approaches zero, while the enlarged factors in the first two terms can be compensated by a large
N . This insight aligns with practical experience. For example, Karras et al. (2022) implemented
an EMA rate that increases with the number of training iterations. Notably, the optimal EMA rate
is difficult to predefine based on Thm. 3.2 without having the exact optimization landscape and the
least upper bound. This motivates the search for EMA rates during or after the training. Moreover,
in the next section, we will further show that EMA is a suboptimal form of merging coefficients per
se.

3.2 THE EFFECTIVENESS OF WEIGHT MERGING AND SUBOPTIMALITY OF EMA

To visualize the impact of linear combination of weights on the generation quality, we select 3
checkpoints θn0

, θn1
, θn2

from the same training trajectory. Then we sweep across the 2D space
spanned by these three points and assess the FID scores. The results are shown in the first row of
Fig. 4. As we can see, there exists substantial opportunities to enhance the model’s performance
at any training phase through the linear combination of existing weight checkpoints, which proves
that the effectiveness of EMA is not special. Furthermore, we conduct additional experiments using
EMA weights (see the seconde row of Fig. 4). Notably, we observe that linear combinations of
the three EMA weights could also achieve superior performance. It is important to highlight that
the linear combination of three EMA weights at various training iterations cannot be replicated by
any single EMA weight according to Thm. 3.3. Consequently, this suggests that EMA is indeed a
suboptimal solution, indicating possibilities for further improvement in this area.

Theorem 3.3 Assume θ1, . . . ,θN are linearly independent.† Denote θγ
1 , . . . ,θ

γ
N as the results of

EMA using the exponential rate γ ∈ (0, 1). and select three indices n1, n2, n3 s.t. 1 < n1 < n2 <
n3. Consider three arbitrary merging coefficients c1, c2, c3 ∈ (0, 1), s.t. c1 + c2 + c3 = 1, we have:

∄γ′ ∈ (0, 1) : c1θ
γ
n1

+ c2θ
γ
n2

+ c3θ
γ
n3
∈ {θγ′

1 , . . . ,θγ′

N }. (7)
†This assumption likely holds, as N is often substantially smaller than the number of parameters.
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Based on the above insights, we conclude that the optimal weight merging coefficients are difficult to
predefined, and the performance of merged models can potentially be further improved with better
merging coefficients. Therefore, we propose LCSC, which introduces an optimization method to
search for the optimal merging coefficients.

4 METHOD

Next, we present the details of LCSC. The search problem is defined in Sec. 4.1. In Sec. 4.2, we
elaborate on our algorithm. Finally, we list several typical use cases of our method in Sec. 4.3.
4.1 DEFINITION OF THE SEARCH PROBLEM

Let {1, 2, . . . , N} denote the set of training iterations. Suppose {n1, n2, . . . , nK} is a subsequence
selected from {1, 2, . . . , N}. Define Θ as the set of checkpoints saved at these specific training
iterations: Θ = {θn1

,θn2
,θn3

, · · · ,θnK
}. Given Θ, we aim to find a group of coefficients α =

{α1, α2, α3, · · · , αK}, that achieves the best utility when linearly combine all checkpoints:

argmin
α1,α2,α3,··· ,αK∈R

F(α1θn1
+ α2θn2

+ α3θn3
+ · · ·+ αKθnK

); s.t.
K∑
i=1

αi = 1, (8)

where F(θ) denotes an evaluation function that measures the generation quality of θ regarding a
specific metric, indicating higher quality with a smaller value. The constraint

∑K
i=1 αi = 1 reduces

the dimension of the search space by 1. However, we find it enables a more effective exploration for
the search algorithm. Additionally, since the basin area in Fig. 4 extends beyond the convex hull of
the model weights, we allow αi < 0, distinguishing LCSC from existing weight averaging methods.

The trained model can also be a Low Rank Adapter (LoRA) (Hu et al., 2021). In this case, each
checkpoint is a product of two low-rank matrices: θni

= Bni
Ani

. The weighted sum of all check-
points by the coefficients is: α1Bn1

An1
+ α2Bn2

An2
+ α3Bn3

An3
+ · · ·+ αKBnK

AnK
.

4.2 EVOLUTIONARY SEARCH

As discussed in Sec. 3, the optimal coefficients are difficult to predefine. To solve the problem in
Sec. 4.1, we propose to use evolutionary search (Real et al., 2019; Liu et al., 2023a; Li et al., 2023).

Our detailed algorithm is provided in Alg. 1 and an illustration is given in Fig. 3. Given a
set of checkpoints Θ, we can apply LCSC at any training iteration n along the training trajectory.
The key points of our algorithm are summarized as follows: (a) For the stability during search, we
subtract the first checkpoint from each subsequent checkpoint and search for the coefficients of their
difference. (b) We initialize the population using EMA coefficients of several different rates. (c) We
then conduct an evolutionary search which views a group of coefficients as an individual. In each
search iteration, only the top-performing individuals are selected as parents to reproduce the next
generation through crossover and mutation. Specifically, during crossover, we randomly mix the
coefficients of the two parents or select one set entirely. For mutation, we introduce random Gaussian
noise to each coefficient. This stochastic element ensures that beneficial adaptations are conserved
and advanced to the subsequent generation, whereas detrimental modifications are discarded. (d) We
repeat this reproduction process for a predetermined number of times within each search iteration
and update the whole population with all newly generated individuals. (e) Upon the completion of
the search process, we choose the best individual as the output of our search algorithm.

Since evolutionary search only performs model inference and is thus gradient-free, LCSC achieves
significant savings in GPU memory usage (applicable to both DM and CM) and computational time
(particularly for CM, given that the inference process for DM is still resource-intensive). Further-
more, LCSC has the unique advantage of optimizing models directly for non-derivable metrics. We
also emphasize that the applicability of LCSC potentially extends to various other tasks and models.

4.3 USE CASES

Finally, we delve into the use cases of LCSC. (a) Decrease Training Cost. Through our investiga-
tion, we have discerned that the training process for DM and CM can be categorized into two distinct
phases, with the second phase taking the majority of training iterations but converging slowly (fur-
ther discussion is deferred to App. E.2). Our method can be employed at the onset of the second
phase and yield performance on par with or even surpasses the final convergend model. Addition-
ally, SOTA DMs and CMs necessitate training with large batch sizes, which places a substantial
demand on computational resources (Karras et al., 2022; Dhariwal & Nichol, 2021; Song et al.,
2023). Decreasing the batch size often leads to worse convergence speed. LCSC can be used for
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low batch size training and achieve equivalent performance to models trained with full batch size.
These applications aims to expedite the training process. (b) Enhance Converged Models. LCSC
can be applied to the checkpoints saved during the final stage of training to refine the converged
model. It can enhance the generation quality under the same NFE, or maintain the generation qual-
ity with fewer NFE, thereby reducing the inference cost during deployment.. Additionally, for users
who only have access to released pre-trained models, we suggest fine-tuning the model for a few
iterations and saving the intermediate checkpoints. Then LCSC can be used to enhance the released
model.

5 EXPERIMENTS

In Sec. 5.1, we introduce the experimental settings. In Sec. 5.2 and 5.3 we demonstrate results for the
two use cases. In Sec. 5.4 we demonstrate the potential of merging LoRA checkpoints . We further
apply our method on text-to-image task in Sec. 5.5. Finally, we discuss the generalization ability of
LCSC in Sec. 5.6. We ablate several important hyper-parameters in our workflow in App. E.4.

5.1 EXPERIMENTAL SETUP

We follow previous work to configure the training process. Details of the training and search con-
figurations are provided in App. E.1.

Evaluation. We choose the most commonly used metric, FID (Heusel et al., 2017), as the search
objective. To evaluate the combination coefficients during the evolutionary search, we sample 5K
images for ImageNet-64 with DM and LSUN datasets, while 10K for other settings, using a fixed
group of initial noise. For the final model evaluation, we generate 50K samples using a different
group of initial noises. To demonstrate that LCSC searches based on FID but achieves overall im-
provement, we also report PickScore (Kirstain et al., 2023), ImageReward (Xu et al., 2023) and the
winning rate based on these two metrics for text-to-image task, as well as IS (Salimans et al., 2016),
precision and recall (Kynkäänniemi et al., 2019) for the rest cases. In Sec. 5.6, we further report
FCD (the variant of FID using CLIP features instead of Inception features) and KID (Bińkowski
et al., 2018) to show that LCSC also brings improvements in other feature spaces or metrics.

Baselines. Since EMA is the default setting in almost all works of DM and CM, we report the per-
formance of the EMA weights for full-model training using the rate reported by official papers (Song
et al., 2023; 2020a; Nichol & Dhariwal, 2021) as our main baselines. For CM models on ImageNet-
64 and LSUN datasets, we additionally download the official models trained with full batch size and
test their performance for a complete comparison. We further conduct a grid search of EMA rate for
the final model as a stronger baseline, denoted as EMA*, to prove the sub-optimality of EMA and
that LCSC is a more effective method. More experimental details are provided in App. E.

5.2 RESULTS ON REDUCING THE TRAINING COST

We conduct a series of experiments on CD and CT to show that LCSC can significantly reduce their
training costs. The efficiency of LCSC has considered both training and search cost on the CPU and
GPU, with detailed information available in App. E.3. Generated images are visualized in App. H.

LCSC can be applied at an early training stage to reduce the number of training iterations. As
illustrated in Tab. 1, applying LCSC to the CD model with only 50K training iterations achieves a
better FID than the final model trained with 800K iterations on CIFAR-10 (3.10 vs. 3.66), which
accelerates the training by approximately 14×. For CT, we only achieve a converged FID of 9.87
with vanilla training and are unable to fully reproduce the result of FID=8.70 reported by Song et al.
(2023). However, by applying our method at 400K training iterations, we can achieve a similar FID
to the reported one from 800K training iterations, achieving around a 1.9× speedup. On ImageNet-
64 (Tab. 2), we decrease the batch size from 2048 to 256 due to limited resources. For CD, LCSC
achieves better performance (5.51 vs. 7.30 in FID) than the final converged model with only half of
the training iterations (300K vs. 600K). For CT, LCSC also significantly reduces the final converged
FID (10.5 vs. 15.6) with fewer training iterations (600K vs. 1000K).

LCSC can also handle smaller training batch sizes to achieve higher speedups. As illustrated in
Tab. 1, LCSC with a batch size of 128 outperforms the final converged model with a batch size of
512 for both CD and CT (3.21 vs. 3.66 with CD and 8.54 vs. 8.70, 9.87 with CT), achieving overall
speedups of 23× and 7×, respectively. On ImageNet-64, we test the official models of Song et al.
(2023), which were trained with a 2048 batch size for both CD and CT. With the assistance of LCSC,
models trained with a 256 batch size consistently outperform the official models (5.51, 5.07 vs. 6.31
with CD and 9.02, 10.5 vs. 13.1 with CT), achieving overall acceleration ratios up to 15×.
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Table 1: Generation quality of consistency models on CIFAR-10. The training speedup is compared
against the standard training with 800K iterations and 512 batch size. Our results that beat or match
the standard training (the “released” model for FID and IS, and our reproduced results for Prec. and
Rec.) are underlined.

Model Method Training Iter Batch Size NFE FID(↓) IS(↑) Prec.(↑) Rec.(↑) Speed(↑)

CD

EMA

200K 512 1 4.08 9.18 0.68 0.56
800K 512 1 3.66 9.35 0.68 0.57
850K 512 1 3.65 9.32 0.68 0.57
850K 512 2 2.89 9.55 0.69 0.58

(released) 800K 512 1 3.55 9.48 - -
(released) 800K 512 2 2.93 9.75 - -

EMA* 800K 512 1 3.51 9.37 0.68 0.57

LCSC

50K 512 1 3.10 9.50 0.66 0.58 ∼14×
800K 512 1 2.44 9.82 0.67 0.60 -

800+40K 512 1 2.50 9.70 0.68 0.59 -
100K 128 1 3.21 9.48 0.66 0.58 ∼23×

CT

EMA
400K 512 1 12.1 8.52 0.67 0.43
800K 512 1 9.87 8.81 0.69 0.42

(released) 800K 512 1 8.70 8.49 - -
EMA* 800K 512 1 9.70 8.81 0.69 0.42

LCSC
400K 512 1 8.89 8.79 0.67 0.47 ∼1.9×

800+40K 512 1 7.05 9.01 0.70 0.45 -
450K 128 1 8.54 8.66 0.69 0.44 ∼7×

Table 2: Generation quality of consistency models on ImageNet-64. For CD, the speedup is com-
pared against the standard training with 600K iterations and 2048 batch size. For CT, the speedup
is compared against the standard training with 800K iterations and 2048 batch size. Our results that
beat the standard training (“released”) are underlined.

Model Method Training Iter Batch Size NFE FID(↓) IS(↑) Prec.(↑) Rec.(↑) Speed(↑)

CD

EMA

300K 256 1 7.70 37.0 0.67 0.62
600K 256 1 7.30 37.2 0.67 0.62
650K 256 1 7.17 37.7 0.67 0.62

(released) 600K 2048 1 6.31 39.5 0.68 0.63
EMA* 600K 256 1 7.17 37.7 0.67 0.62

LCSC
300K 256 1 5.51 39.8 0.68 0.62 ∼15×

600+20K 256 1 5.07 42.5 0.69 0.62 ∼7.6×

CT

EMA
600K 256 1 16.6 30.6 0.62 0.54
800K 256 1 15.8 31.1 0.64 0.55

1000K 256 1 15.6 31.2 0.64 0.55
(released) 800K 2048 1 13.1 29.2 0.70 0.47

EMA* 1000K 256 1 15.6 31.2 0.64 0.55

LCSC
600K 256 1 10.5 36.8 0.66 0.56 ∼11.4×
800K 256 1 9.02 38.8 0.68 0.55 ∼7.3×

5.3 RESULTS ON ENHANCING PRE-TRAINED MODELS

Our experiments on both DM and CM show that LCSC can significantly boost the performance of
final converged models and reduce the required sampling steps.

To simulate scenarios where users have access only to pre-trained models, we fine-tune the final
converged model for a few iterations and then apply LCSC. As illustrated in the 800+40K LCSC
row with CD and CT in Tab. 1, the 600+20K LCSC row with CD in Tab. 2 and the 1000+20K LCSC
on both datasets in Tab. 3, this approach significantly enhances the performance of the already
converged model. For model developers, they can directly utilize the checkpoints close to the final
iteration, as demonstrated in the 800K LCSC row with CD in Tab. 1 and 800K LCSC row with CT
in Tab. 2. LCSC leads to notable improvements in all these scenarios. Notably, on CIFAR-10, LCSC
even outperforms the 800K and 850K models that use 2-step sampling, achieving better performance
with 1-step sampling (2.44, 2.50 FID vs. 2.93, 2.89 FID), thereby doubling the inference speed.
More experiments with Stable Diffusion checkpoints can be found at App. E.8

Same phenomenon has also been observed for DM, as shown in Tab. 4: applying LCSC at the final
stage of training can obtain a model that performs significantly better than the final model of EMA.
Moreover, we observe that the model found by LCSC can match the performance of the best EMA
model with fewer NFE during inference. Specifically, our method requiring NFE=9 is on par with
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Table 3: Generation quality of models on LSUN-bedroom and LSUN-cat with consistency training
(CT). We get the checkpoints by fine-tuning the released official model.

Dataset Method Training Iter Batch Size NFE FID(↓) Prec.(↑) Rec.(↑)

LSUN-Cat
EMA

1000K (released) 2048 1 20.8 0.53 0.46
1000+20K (fine-tuned) 256 1 21.0 0.58 0.44

LCSC 1000+20K 256 1 17.8 0.63 0.48

LSUN-Bedroom
EMA

1000K(released) 2048 1 16.1 0.60 0.17
1000+20K(fine-tuned) 256 1 16.0 0.60 0.17

LCSC 1000+20K 256 1 13.5 0.59 0.37

Dataset Method Training Iter. NFE FID(↓) IS(↑) Prec.(↑) Rec.(↑)

CIFAR10

EMA
150K 15 6.28 8.74 0.61 0.59
800K 15 4.16 9.37 0.64 0.60

EMA* 800K 15 3.96 9.50 0.64 0.60

LCSC
150K 15 4.76 8.97 0.61 0.59
800K 15 3.18 9.59 0.64 0.61
800K 9 3.97 9.50 0.63 0.60

ImageNet

EMA
150K 15 22.3 15.0 0.55 0.45
500K 15 19.8 16.9 0.58 0.59

EMA* 500K 15 18.1 17.3 0.59 0.59

LCSC
150K 15 19.1 15.3 0.56 0.56
500K 15 15.3 17.6 0.59 0.59
500K 12 17.2 17.2 0.57 0.59

Table 4: Generation
quality of diffusion
models. Our results
that beat the standard
training are underlined.

Table 5: Single-step generation quality of LoRA models.
Dataset Model Method Training Iter Batch Size FID(↓) IS (↑) Prec.(↑) Rec.(↑)

ImageNet

CD
EMA 600K 256 7.30 37.21 0.67 0.62

LoRA 600+20K (fine-tuned with LoRA) 256 6.79 37.74 0.67 0.63
LCSC 600+20K 256 4.21 43.22 0.68 0.64

CT
EMA 800K 256 15.75 31.08 0.64 0.55

LoRA 800+20K (fine-tuned with LoRA) 256 15.14 31.59 0.64 0.56
LCSC 800+20K 256 4.90 45.33 0.67 0.65

LSUN-Bedroom CT
EMA 1000K 2048 16.10 - 0.60 0.17

LCSC 1000+20K 256 14.49 - 0.60 0.20

Table 6: Text-to-image generation quality of LCM LoRA. PKS and IR stand for PickScore and
ImageReward. WR stands for winning rate among all generated images compared to baselines.

Method Training Iter Batch Size Search NFE Eval NFE FID(↓) PKS(↑) WR@PKS(↑) IR(↑) WR@IR(↑) CLIP-Score

Vanilla training 6K 12 - 4 32.52 0.46 34% -2.20 35% 26.02
LCSC 6K 12 4 4 28.30 0.54 66% -2.19 65% 26.39

Vanilla training 6K 12 - 2 43.32 0.46 33% -2.22 23% 25.16
LCSC 6K 12 2 2 30.39 0.54 67% -2.20 77% 26.01

Vanilla training 6K 12 - 2 43.32 0.47 34% -2.22 25% 25.16
LCSC 6K 12 4 2 33.13 0.53 66% -2.20 75% 25.89

EMA∗ using NFE=15 on CIFAR-10. Similarly, our method with NFE=12 is competitive with EMA∗

utilizing NFE=15 on ImageNet-64. This also highlights the potential for inference speedup.
5.4 RESULTS WITH LORA CHECKPOINTS

As discussed in Sec. 4.1, we can fine-tune the model with LoRA and linearly combine the LoRA
checkpoints, which significantly reduces the demand for memory and storage compared to full-
model LCSC. Results are reported in Tab. 5. Fine-tuning with LoRA checkpoints achieves per-
formance comparable to full-model fine-tuning with LCSC. On ImageNet-64 dataset with CT, we
surprisingly find that applying LCSC to LoRA checkpoints outperforms the full model by a substan-
tial margin, highlighting the effectiveness of combining LCSC with LoRA.
5.5 RESULTS ON TEXT-TO-IMAGE TASK

To further validate the practicality of LCSC, we apply it to the training process of LCM-LoRA (Luo
et al., 2023a;b). We train the model on CC12M dataset and use 1k extra image-text pair in this dataset
to conduct search. We apply 4-step sampling and 2-step sampling and observe that the search results
from 4-step sampling can generalize to 2-step evaluation. We test the search result using 10k data in
MS-COCO dataset with FID, PickScore, and ImageReward. Since PickScore and ImageReward are
both image-wise metrics, we also report the winning rate of LCSC compared to baseline for these
two metrics. More details of the setting can be found in App. E.1.3. Results are shown at Tab. 6,
several examples are visualized in Fig. 2 and more are provided in Fig. 16. LCSC can significantly
boost the FID. For human evaluation based metrics, LCSC achieves both better average value and
higher winning rate, indicating the potential of LCSC to be used in more complicated tasks.
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Table 7: Evaluation results using FID, FCD on the training dataset and KID on the test dataset. See
Tab. 18 for test set FID and Tab. 17 for results on CT.

(a) Results on CIFAR-10.

Method Training Iter Batch Size FID(↓) FCD(↓) KID(↓)
CD 800k 512 3.66 18.0 1.38e-3
CD 800k 512 3.65 17.3 1.39e-3

LCSC 100k 128 3.21 23.4 7.88e-4
LCSC 250k 512 2.66 14.3 4.43e-4
LCSC 800k 512 2.44 14.7 4.32e-4
LCSC 800+40k 512 2.50 14.0 4.11e-4

(b) Results on ImageNet-64.

Method Training Iter Batch Size FID(↓) FCD(↓) KID(↓)
CD 300k 256 7.70 30.0 3.98e-3
CD 600k 256 7.30 29.1 3.65e-3
CD 600k 2048 6.31 25.5 3.37e-3

LCSC 300k 256 5.51 23.9 3.14e-3
LCSC 800+40k 256 5.07 23.2 1.97e-3
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Figure 5: Visualization of weight combination coefficients obtained using LCSC compared to those
from the default EMA on CIFAR10.

5.6 DISCUSSION ON THE GENERALIZATION OF LCSC
Even if LCSC searches based on evaluation metrics (e.g., FID), we show here that LCSC generalizes
across metrics and data.

Metric Generalization. In Sec. 5.2 to 5.5, we have evaluated the search results across various
metrics besides FID, including IS, Precision, Recall, PickScore, and ImageReward. Additionally,
we further evaluate the search results on the test set using KID (Bińkowski et al., 2018) and FCD
(i.e., replacing Inception Net with CLIP as the feature extractor for FID), see Tab. 7 and Tab. 17.
These metrics differ from FID in various aspects, including feature extractors (FCD, PickScore,
ImageReward), calculation formulas (IS, Precision, Recall, KID, PickScore, and ImageReward),
application scenarios (PickScore and ImageReward for human-based evaluation). We observe that
most metrics are consistently improved, demonstrating the generalizability of LCSC across metrics.

Data Generalization. (a) Generalization of initial noise. During the search process, a fixed group
of initial noise is used. When performing evaluation, we use a different set of noise. Therefore, the
search result of LCSC generalizes to different initial noise. (b) Generalization of data. Since FID
is computed using the training set as the ground truth, we calculate additional metrics based on the
test set to validate that the search results of LCSC generalize across data, see Tabs. 7 and 18. Addi-
tionally, for text-to-image task (see Sec. 5.5), LCSC was searched based on CC12M but evaluated
on the test dataset of MS-COCO, demonstrating generalization to a closely related data distribution.

6 DISCUSSION AND CONCLUSION

Analysis of Search Patterns. Since our method searches for the optimal coefficients, it would be
interesting to check if the search pattern aligns with previous methods using fixed forms, such as
EMA, and to derive insights that could inspire further research on checkpoint merging. We visualize
several searched combination coefficients in Fig. 5. (a) First, we observe that earlier checkpoints can
also be important, as some of them have large coefficients. (b) Moreover, we find that LCSC tend
to assign large coefficients to a small subset of weights, whereas the coefficients for the majority
of weights are nearly zero. Further investigation suggests smaller and homogeneous solution also
exists but may be difficult to be found by LCSC (seeApp. F). (c) Finally, the presence of multiple
significant negative coefficients highlights that certain weights can act as critical negative examples.
This finding implies traditional weight-averaging methods, such as EMA, are suboptimal. Since
they commonly confine the resulting model within the convex hull of all weights, which excludes
the discovered solutions. More search patterns and other insights are provided in App. F.

In this work, we investigate linearly combining saved checkpoints during training to achieve better
performance for DM and CM. We demonstrate the common benefits of checkpoint merging and pro-
vide a theoretical analysis to clarify that the current de facto standard merging method is suboptimal,
emphasizing the need for flexible merging coefficients. We then propose using an evolutionary algo-
rithm to search for the optimal coefficients, which runs efficiently. Through extensive experiments,
we demonstrate two uses of our method: reducing training costs and enhancing generation quality.
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A PROOF OF THEORETICAL ANALYSIS

Lemma A.1 Suppose f is β-strongly convex, and that E[∥ĝn∥2] ≤ G2 for all n = 1, . . . , N .
Consider SGD with step sizes ηn = 1/βn, then for any N > 1, it holds that:

E[∥θN − θ∗∥2] ≤ 2G2

β2n
(9)

Proof of Lem. A.1 basically follows Rakhlin et al. (2011), while we improve the upper bound with
a factor of 2.

By the strong convexity of f , we have:

⟨gn,θn − θ∗⟩ ≥ f(θn)− f(θ∗) +
β

2
∥θn − θ∗∥2, (10)

f(θn)− f(θ∗) ≥ β

2
∥θn − θ∗∥2. (11)

Based on the above inequalities, we can derive:

E[∥θn+1 − θ∗∥2] = E[∥θn + ηnĝn − θ∗∥] (12)

= E[∥θn − θ∗∥2] + η2nE[∥ĝn∥2]− 2ηnE[⟨θn − θ∗, ĝn⟩] (13)

= E[∥θn − θ∗∥2] + η2nG
2 − 2ηnE[⟨θn − θ∗, gn⟩] (14)

10
≤ E[∥θn − θ∗∥2] + η2nG

2 − 2ηn(f(θn)− f(θ∗) +
β

2
∥θn − θ∗∥2) (15)

11
≤ E[∥θn − θ∗∥2] + η2nG

2 − 2ηnβ(∥θn − θ∗∥2). (16)

Plugging in ηn = 1/βn, we obtain:

E[∥θn+1 − θ∗∥2] ≤ (1− 2

n
)E[∥θn − θ∗∥2] + G2

β2n2
. (17)

When n = 1, we have:

E[∥θ2 − θ∗∥2] ≤ −E[∥θ1 − θ∗∥2] + G2

β2
≤ G2

β2
. (18)

Since E[∥θ2 − θ∗∥2] ≥ 0, we can also obtain:

E[∥θ1 − θ∗∥2] ≤ G2

β2
. (19)
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Therefore, when n = 1, 2, Lem. A.1 is satisfied. For n ≥ 2, we can further prove it using induction
agreement:

E[∥θn+1 − θ∗∥2] ≤ (1− 2

n
)E[∥θn − θ∗∥2] + G2

β2n2
(20)

≤ (1− 2

n
)
2G2

β2n
+

G2

β2n2
(21)

≤ (2n− 3)G2

β2n2
(22)

≤ 2G2

β2(n+ 1)
(23)

A.1 PROOF OF THM. 3.2

Rearrange Eq. (13):

E[⟨θn − θ∗, gn⟩] =
1

2ηn
(E[∥θn − θ∗∥2]− E[∥θn+1 − θ∗∥2]) + ηn

2
E[∥ĝn∥2]. (24)

Plugging in Eq. (10) and ηn = 1/βn, we obtain:

E[f(θn)− f(θ∗)] ≤ β

2

(
(n− 1)E[∥θn − θ∗∥2]− nE[∥θn+1 − θ∗∥2]

)
+

1

2βn
G2. (25)

Summing over N iterations using coefficients α:

E[f(θ̄α
n )− f(θ∗)] (26)

≤ β

2A

N∑
n=1

αn

(
(n− 1)E[∥θn − θ∗∥2]− nE[∥θn+1 − θ∗∥2]

)
+

G2

2βA

N∑
n=1

αn

n
(27)

=
β

2A

(
N∑

n=2

(αn − αn−1) (n− 1)E[∥θn − θ∗∥2]−NE[∥θN+1 − θ∗∥2]

)
+

G2

2βA

N∑
n=1

αn

n

(28)

≤ β

2A

N∑
n=2

(αn − αn−1) (n− 1)E[∥θn − θ∗∥2] + G2

2βA

N∑
n=1

αn

n
. (29)

Plugging in Lem. A.1, we have:

E[f(θ̄α
n )− f(θ∗)] ≤ G2

βA

N∑
n=2

(αn − αn−1) (n− 1)

n
+

G2

2βA

N∑
n=1

αn

n
(30)

≤ G2

βA

N∑
n=2

(αn − αn−1) +
G2

2βA

N∑
n=1

αn

n
. (31)

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2025

Plugging in αn = γN−n,A = 1−γN−1

1−γ , we have

E[f(θ̄α
n )− f(θ∗)] ≤ G2

βA

N∑
n=2

(
γN−n − γN−n+1

)
+

G2

2βA

N∑
n=1

γN−n

n
(32)

=
G2(1− γ)

βA

N∑
n=2

γN−n +
G2

2βA
γN

N∑
n=1

1

γnn
(33)

=
G2(1− γ)

βA

1− γN−2

1− γ
+

G2

2βA
γN

N∑
n=1

1

γnn
(34)

=
G2(1− γ)

β

1− γN−2

1− γN−1
+

G2(1− γ)

2β(1− γN−1)
γN

N∑
n=1

1

γnn
(35)

≤ G2(1− γ)

β
+

G2(1− γ)

2β(1− γN−1)
γN

N∑
n=1

1

γnn
. (36)

Next, we focus on deriving an upper bound for the second term in Eq. (36), since there is no simple
closed-form expression for it. We notice that γn decays faster than n grows. Therefore it is more
important to evaluate 1

γnn when n approaches N .

We will slightly abuse the notation x to denote a positive real number. First, we note that:

d
1

γxx
= −(γxx)−2(γx + xγx ln γ) (37)

= −1/x+ ln γ

γxx
. (38)

If x ≥ − 1
ln

√
γ , we have 1/x ≤ ln 1/

√
γ. Plug this into Eq. (38):

if x ≥ − 1

ln
√
γ
, d

1

γxx
≥ −

ln 1/
√
γ + ln γ

γxx
(39)

≥
− ln
√
γ

γxx
. (40)

Integrating both sides from x = ⌈− 1
ln

√
γ ⌉ to x = N + 1, we obtain:∫ x=N+1

x=⌈− 1
ln

√
γ ⌉

d
1

γxx
=

1

γN+1(N + 1)
− 1

γ
⌈− 1

ln
√

γ ⌉⌈− 1
ln

√
γ ⌉

(41)

40
≥
∫ x=N+1

x=⌈− 1
ln

√
γ ⌉

− ln
√
γ

γxx
dx. (42)

Since the derivative in Eq. (40) is always positive, the function 1
γxx is monotonically increasing

when x ≥ −1/ ln√γ. In such case, the lower Riemann sums underestimate the integral, we have:

N∑
n=⌈− 1

ln
√

γ ⌉

1

γnn
≤
∫ x=N+1

x=⌈− 1
ln

√
γ ⌉

1

γxx
dx (43)

42
≤ 1

− ln
√
γ
(

1

γN+1(N + 1)
− 1

γ
⌈− 1

ln
√

γ ⌉⌈− 1
ln

√
γ ⌉

) (44)

≤ − 1

γN+1(N + 1) ln
√
γ
− 1

γ
⌈− 1

ln
√

γ ⌉
. (45)
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Plugging Eq. (45) into Eq. (36), we have:

E[f(θα
n )− f(θ∗)] ≤ G2(1− γ)

β
+

G2(1− γ)

2β(1− γN−1)
γN (

N∑
n=⌈− 1

ln
√

γ ⌉

1

γnn
+

⌈− 1
ln

√
γ ⌉−1∑

j=1

1

γjj
) (46)

≤ G2(1− γ)

β
+

G2(1− γ)

2β(1− γN−1)
γN (

− 1

γN+1(N + 1) ln
√
γ
− 1

γ
⌈− 1

ln
√

γ ⌉
+

⌈− 1
ln

√
γ ⌉−1∑

j=1

1

γjj
) (47)

=
G2(1− γ)

β
+

G2

2β(1− γN−1)
(

1− γ

γ(N + 1) ln 1/
√
γ
+ γNv(γ)) (48)

≤ G2(1− γ)

β
+

G2

2β(1− γN−1)
(

2

γ(N + 1)
+ γNv(γ)) (49)

=
G2

β

(
1

γ(1− γN−1)(N + 1)
+

v(γ)

2(1− γN−1)
γN + 1− γ

)
, (50)

where v(γ) =
∑⌈− 1

ln
√

γ ⌉−1

j=1
1−γ
γjj −

1−γ

γ
⌈− 1

ln
√

γ
⌉ . To derive Eq. (49), we first identify that (1 −

γ)/ ln 1/
√
γ is monotonically increasing for γ ∈ (0, 1). We then compute the limit as γ → 1

using L’Hôpital’s rule.

A.2 PROOF OF THM. 3.3

We prove Thm. 3.3 using a proof by contradiction.

Assume ∃γ′ ∈ (0, 1), s.t. c1θ
γ
n−1 + c2θ

γ
n2

+ c3θ
γ
n3
∈ {θγ′

1 , . . . ,θγ′

N }, since θγ
1 , . . . ,θ

γ
N are linearly

independent, we obtain: c1θγ
n1

+ c2θ
γ
n2

+ c3θ
γ
n3

= θγ′

n3
.

Substituting the EMA models with the original models, we have:
c1θ

γ
n−1 + c2θ

γ
n2

+ c3θ
γ
n3

=(c1γ
n1−1 + c2γ

n2−1 + c3γ
n3−1)θ1 + . . .

+ (1− γ)
(
c1 + c2γ

n2−n1 + c3γ
n3−n1

)
θn1

+ . . .

+ (1− γ)(c2 + c3γ
n3−n2)θn2 + . . .+ (1− γ)c3θn3 , (51)

θγ′

n3
=γ′n3−1θ1 + . . .+ (1− γ′)γ′n3−n1θn1 + (1− γ′)γ′n3−n2θn2 + . . .

+ (1− γ′)θn3
. (52)

Note that we apply the practical implementation of EMA for Thm. 3.3, which is different from
Thm. 3.2. However, their discrepancy is negligible. Since θγ

1 , . . . ,θ
γ
N are linearly independent,

coefficients of all models θ1, . . . ,θn3 in Eqs. (51) and (52) should be aligned with each other. Based
on the last term in Eqs. (51) and (52), we have:

(1− γ)c3 = 1− γ′ ⇒ γ′ = 1− (1− γ)c3. (53)

Case 1: n2 < n3 − 1 First, we consider the case n2 < n3 − 1, we have the following equations
for the index n3 − 1:

(1− γ)γc3θn3−1 = (1− γ′)γ′θn3−1 (54)

(1− γ)γc3 = (1− γ′)γ′ (55)

(1− γ)γc3
53
= (1− γ)c3γ

′ (56)

γ = γ′ (57)

γ′ 53
= 1− (1− γ′)c3 (58)

γ′(1− c3) = 1− c3 (59)

γ′ = 1. (60)
Eq. (60) contradicts with the assumption γ, γ′ ∈ (0, 1).
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Case 2: n2 = n3− 1 and n1 < n2− 1 Next, we consider the case n2 = n3− 1 and n1 < n2− 1.
We have the following equation for the index n2:

(1− γ′)γ′θn2
= (1− γ)γc3θn2

+ (1− γ)c2θn2
. (61)

Additionally, we have the equations below for the index n2 − 1:
(1− γ′) γ′2 = (1− γ) γ2c3 + (1− γ) γc2 (62)

((1− γ) γc3 + (1− γ) c2) γ
′ 61
= ((1− γ) γc3 + (1− γ) c2) γ (63)

γ′ = γ (64)

γ′ 57−60
= 1. (65)

Eq. (65) contradicts with the assumption γ, γ′ ∈ (0, 1).

Case 3: n2 = n3−1 and n1 = n2−1 Finally, we consider the case n2 = n3−1 and n1 = n2−1.
We have the following equation for the index n1:

(1− γ′) γ′2 = (1− γ) γ2c3 + (1− γ) γc2 + (1− γ)c1. (66)
Additionally, we have the equations below for the index n1 − 1:

(1− γ′)γ′3 = (1− γ)γ3c3 + (1− γ)γ2c2 + (1− γ)γc1 (67)(
(1− γ) γ2c3 + (1− γ) γc2 + (1− γ)c1

)
γ′ 66

=
(
(1− γ) γ2c3 + (1− γ) γc2 + (1− γ)c1

)
γ
(68)

γ′ = γ (69)

γ′ 57−60
= 1. (70)

Eq. (70) contradicts with the condition γ, γ′ ∈ (0, 1).

Since the condition γ, γ′ ∈ (0, 1) always leads to a contradiction, we prove that ∄γ′ ∈ (0, 1), s.t.
c1θ

γ
n1

+ c2θ
γ
n2

+ c3θ
γ
n3
∈ {θγ′

1 , . . . ,θγ′

N }.

B EXTENDED BACKGROUND AND RELATED WORK

B.1 DIFFUSION PROBABILISTIC MODEL

Let us denote the data distribution by pdata and consider a diffusion process that perturbs pdata with
a stochastic differential equation (SDE) (Song et al., 2020b):

dxt = µ(xt, t)dt+ σ(t)dwt, (71)
where µ(·, ·) and σ(·) represent the drift and diffusion coefficients, respectively, wt denotes the
standard Brownian motion, and t ∈ [0, T ] indicates the time step. t = 0 stands for the real data
distribution. µ(·, ·) and σ(·) are designed to make sure pT (x) becomes pure Gaussian noise.

Diffusion models (DM) (Sohl-Dickstein et al., 2015; Song et al., 2020a; Ho et al., 2020; Nichol
& Dhariwal, 2021; Song et al., 2020b; Karras et al., 2022; Dhariwal & Nichol, 2021) undertake
the reverse operation by initiating with xT sampled from pure Gaussian noise and progressively
denoising it to reconstruct the image x0. Importantly, SDE has its corresponding “probability flow”
Ordinary Differential Equation (PF ODE) (Song et al., 2020b;a), which delineates a deterministic
pathway that yields the same distribution pt(x) for ∀t, thereby offering a more efficient sampling
mechanism:

dxt =

[
µ(xt, t)−

1

2
σ(t)2∇ log pt(x)

]
dt, (72)

where ∇ log pt(x) is referred to as the score function of pt(x) (Hyvärinen, 2005). Various ODE
solvers have been introduced to further expedite the sampling process utilizing Eq. (72) or minimiz-
ing the truncation error (Liu et al., 2022; Jolicoeur-Martineau et al., 2021; Karras et al., 2022; Lu
et al., 2022).

A pivotal insight within diffusion models is the realization that∇ log pt(x) can be approximated by
a neural network sθ(xt, t), which can be trained using the following objective:

Et∼U(0,T ]Ey∼pdataExt∼N (y,σ(t)2I)λ(t)∥sθ(xt, t)−∇xt
log p(xt|y)∥, (73)

where λ(t) represents the loss weighting and y denotes a training image.
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B.2 CONSISTENCY MODELS

Drawing inspiration from DM theory, consistency models (CM) have been proposed to enable
single-step generation (Song et al., 2023; Song & Dhariwal, 2024). Whereas DM incrementally
denoises an image, e.g., via the PF ODE, CM denoted by fθ is designed to map any point xt at any
given time t along a PF ODE trajectory directly to the trajectory’s initial point xt in a single step.

CMs are usually trained through discretized time steps, so we consider segmenting the time span
from [ϵ, T ] into K−1 sub-intervals, with ϵ being a small value approximating zero. Training of CM
can follow one of two primary methodologies: consistency distillation (CD) or direct consistency
training (CT). In the case of CD, the model fθ leverages knowledge distilled from a pre-trained DM
ϕ. The distillation loss can be formulated as follows:

Ek∼U [1,K−1]Ey∼pdata
Extk+1

∼N (y,t2k+1I)
λ(tk)d(fθ(xtk+1

, tk+1), fθ−(x̂ϕ
tk
, tk)), (74)

where fθ− refers to the target model and θ− is computed through EMA of the historical weights of
θ, x̂ϕ

tk
is estimated by the pre-trained diffusion model ϕ through one-step denoising based on xtk+1

,
and d is a metric implemented by either the ℓ2 distance or LPIPS (Zhang et al., 2018).

Alternatively, in the CT case, the models fθ are developed independently, without relying on any
pre-trained DM:

Ek∼U [1,K−1]Ey∼pdata
Ez∼N (0,I)λ(tk)d(fθ(y + tk+1z, tk+1), fθ−(y + tkz, tk)), (75)

where the target model fθ− is set to be the same as the model fθ in the latest improved version of
the consistency training (Song & Dhariwal, 2024), i.e. θ− = θ.
B.3 WEIGHT AVERAGING

The integration of a running average of the weights by stochastic gradient descent (SGD) was ini-
tially explored within the realm of convex optimization (Ruppert, 1988; Polyak & Juditsky, 1992).
This concept was later applied to the training of neural networks (Szegedy et al., 2016). Izmailov
et al.(Izmailov et al., 2018) suggest that averaging multiple weights over the course of training can
yield better generalization than SGD. Wortsman et al.(Wortsman et al., 2022) demonstrate the po-
tential of averaging weights that have been fine-tuned with various hyperparameter configurations.
The Exponential Moving Average (EMA) employs a specific form that uses the exponential rate γ
as a smoothing factor:

θ̃n = γθ̃n−1 + (1− γ)θn, (76)

where n = 1, . . . , N denotes the number of training iterations, θ̃ represents the EMA model, and is
initialized with θ̃0 = θ0.

Practitioners often opt for advanced optimizers such as Adam (Kingma & Ba, 2014) for different
tasks and network architectures, which might reduce the need for employing a running average.
However, the use of EMA has been noted to significantly enhance the quality of generation in early
DM studies (Song et al., 2020b; Dhariwal & Nichol, 2021; Nichol & Dhariwal, 2021; Ho et al.,
2020; Song et al., 2020a). This empirical strategy has been adopted in most, if not all, subsequent
research endeavors. Consequently, CM have also incorporated this technique, discovering EMA
models that perform substantially better.

Recently, several works of more advanced weight averaging strategies have been proposed for Large
Language Models (LLMs). Most of them focus on merging models fine-tuned for different down-
stream tasks to create a new model with multiple capabilities (Ilharco et al., 2022; Yadav et al., 2024;
Jin et al., 2022; Yu et al., 2023). Different from these approaches, our work aims to accelerate the
model convergence and achieve better performance in a standalone training process. Moreover, the
methodology we employ for determining averaging coefficients is novel, thereby distinguishing our
method from these related works. Further details can be found in Sec. 3 and Sec. 4.
B.4 SEARCH-BASED METHODS FOR DIFFUSION MODELS

Search algorithms are widely used across various domains like Neural Architecture Search
(NAS) (Real et al., 2019; Ning et al., 2020), where they are employed to identify specific targets.
Recently, many works studies have set discrete optimization dimensions for DMs and utilized search
methods to unearth optimal solutions. For example, Liu et al. (Liu et al., 2023a), Li et al. (Li et al.,
2023) and Yang et al. (Yang et al., 2023) use search methods to find the best model schedule for
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Algorithm 1 Evolutionary Search for Combination Coefficients Optimization

Require:
Θ = {θn1 ,θn2 ,θn3 , · · · ,θnK

}: the set of saved checkpoints untill training iter T
F : the metric evaluator.

Symbols:
P : The whole Population of model schedule.
CP : The Candidate Parents set of each loop, from which a parent coefficients is selected.
NG: The Next Generation newly mutated from the parent coefficients in each loop.
α: A group of combination coefficients denoted as α = {α1, · · · , αK}
α ·Θ: Equal to (1−

∑K
i=2 αi)θn1

+
∑K

i=2 αiθni

Hyperparameters:
Epoch: Number of loops for the entire search process.
MCP : Maximum size of the candidate parents set CP .
Iter: Maximum number of mutations in each loop.

Search Process:
1: P ← ∅
2: Initialize a group of coefficients αinit with EMA weights
3: P ← P ∪ {(αinit,F(αinit ·Θ))}
4: for t = 1, · · · ,Epoch do
5: NG← ∅
6: for i = 1, · · · , Iter do
7: CP ← {αi|F(αi ·Θ) ranks within the top min(MCP , |P |) in P}
8: αf ,αm

Random Sample←−−−−−−−− CP
9: αnew ← Mutate(Crossover(αf ,αm))

10: NG← NG ∪ {(αnew,F(αnew ·Θ))}
11: end for
12: P ← P ∪NG
13: end for
14: α∗ ← argmin

α∈P
F(α ·Θ)

15: return α∗ ·Θ

DMs. Liu et al. (Liu et al., 2023b) apply search methods to find appropriate strategies for diffusion
solvers. However, these works do not involve modification to model weights during search and are
only applicable to DMs.

C LCSC ALGORITHM

The detailed algorithm of LCSC is provided in Alg. 1.

D ADDITIONAL EXAMPLES OF THE METRIC LANDSCAPE

We previously introduced the metric landscape of the DM and CD models in Sec. 3. In this section,
we extend our analysis by evaluating additional metric landscapes using the FID. Specifically, we
incorporate an additional intermediate training iteration and explore the metric landscape of the CT
model. The comprehensive landscapes of the DM, CD, and CT models are depicted in Fig. 7.

Since we use grid search to get the performance and using interpolation to get the smooth landscapes,
we further provide some examples of the original performance heat-map in grids, as shown in Fig. 6
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Figure 6: Metric landscapes in grid for CD.

E EXPERIMENTAL DETAILS AND ADDITIONAL RESULTS

E.1 EXPERIMENTAL DETAILS

E.1.1 TRAINING SETTING

Since LCSC employs weight checkpoints, we endeavored to replicate the training processes of the
baseline models.

For DM, we follow DDIM (Song et al., 2020a) for the evaluation on CIFAR10 (Krizhevsky et al.,
2009) and iDDPM (Nichol & Dhariwal, 2021) for the evaluation on ImageNet-64 (Deng et al.,
2009). To improve the inference efficiency, we adopt DPM-Solver (Lu et al., 2022). For CM (Song
et al., 2023), we evaluate LCSC with both CD and CT on CIFAR-10 and ImageNet-64, and CT on
LSUN datasets. For CIFAR-10 and ImageNet-64, We train models with our own implementation.
We follow all the settings reported by the official paper except ImageNet-64, on which we decrease
the batch size to 256 on CM and 512 on DM due to the limited resources. We apply LCSC at
different training stages. For LSUN datasets, we fine-tune the released official models and apply
LCSC. We further train a LCM-LoRA model following the official setting and use LCSC with
the final checkpoints. Specifically, for any selected iteration, we utilize checkpoints from every
predetermined interval of iterations within a defined window size. Then we run a search process to
find the optimal combination coefficients.

For DMs, we were able to reproduce the results reported in the original papers successfully. How-
ever, for CMs, our training outcomes on CIFAR10 were slightly inferior to those documented in the
original papers. Additionally, due to resource constraints, we opted for a smaller batch size than the
original configuration when training on ImageNet. In the results tables, we present both our training
outcomes and the results reported in the original papers, with the latter indicated as released. The
specifics of the experimental setups are detailed below.
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(a) Metric landscapes for DM.
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(b) Metric landscapes for CD.
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(c) Metric landscapes for CT.

Figure 7: Metric landscapes for DM, CD and CT on CIFAR-10.

For the experiments with DM, we utilize the DDIM (Song et al., 2020a) codebase (https:
//github.com/ermongroup/ddim) on CIFAR-10, adhering to the default configuration set-
tings. For ImageNet-64, we employ the iDDPM (Nichol & Dhariwal, 2021) codebase (https:
//github.com/openai/improved-diffusion), setting the batch size to 512, the noise
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schedule to cosine, and maintaining other hyperparameters at their default values. During sampling,
the DPM-Solver (Lu et al., 2022) (https://github.com/LuChengTHU/dpm-solver) is
applied, conducting 15 timesteps of denoising using the default configuration for the respective
setting. The reproduced results are on par with or slightly surpass those achieved using Euler inte-
gration, as reported in the original papers.

For the experiments involving CM, we adhere closely to the configurations detailed in Table 3
of the original CM paper (Song et al., 2023). On CIFAR-10, instead of using the NCSNPP
model (Song et al., 2020b) from CM’s official implementation, we opt for the EDM (Karras et al.,
2022) architecture. This decision stems from the official CM code for CIFAR-10 being imple-
mented in JAX while our experiments are conducted using PyTorch. For further details, refer
to https://github.com/openai/consistency_models_cifar10. This difference in
implementation may partly explain the discrepancies between our replication results and those re-
ported in Table 1 of CM’s original paper (Song et al., 2023). On ImageNet-64 and LSUN, we follow
the official implementation, employing the ADM (Dhariwal & Nichol, 2021) architecture. Due to
resource constraints, we train the model with a smaller batch size of 256 instead of 2048 as used in
the original study, resulting in worse outcomes. However, as indicated in Tab. 2, applying LCSC to
models trained with a reduced batch size can still achieve performance comparable to models trained
with a larger batch size.

E.1.2 SEARCH SETTING

At each selected training iteration, historical weights are leveraged within designated window sizes
and intervals. For CM, checkpoints have a window size of 40K with an interval of 100 on CIFAR-
10, and a window size of 20K with an interval of 100 on ImageNet-64 and LSUN datasets. DM is
assigned a window size of 50K and an interval of 200 for both datasets. FID calculation for DM on
ImageNet-64 and CM on LSUN datasets utilizes a sample of 5K images, while 10K images are used
for all other configurations. An evolutionary search spanning 2K iterations is applied consistently
across all experimental setups.

E.1.3 TEXT-TO-IMAGE TASK

For text-to-image task, we fine-tune a LoRA based on the Stable Diffusion v1-5 model (Rombach
et al., 2022) on CC12M dataset. We use a batch size of 12 and train the LoRA for 6k steps. For
LCSC, we use the checkpoints saved between 4k and 6k steps with an interval of 20. When sampling,
we insert LoRA to Dreamshaper-7, which is a fine-tuned version of Stable Diffusion v1-5, and use 1k
samples from CC12M to calculate FID. Finally, we randomly sample 10k samples from MS-COCO
dataset to evaluate the search results.

For baselines, we find that the performance is sensitive to the scale of LoRA. Therefore, we first
conduct a coarse scan to determine the approximate range of the optimal LoRA scale, followed by
a fine sweep. We find 0.15 is the optimal scale for LoRA and use it as the baseline.

E.2 TWO-PHASE CONVERGENCE

Fig. 8 shows that the generation quality convergence of DM and CM can be divided into two phases.
The initial phase is relatively brief, during which DM and CM rapidly acquire the capability to
generate visually satisfactory images. In contrast, the second phase is characterized by a slower
optimization of models, focusing on the enhancement of sample quality. It is noteworthy that the
majority of training iterations belongs to the second phase.
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Figure 8: Training curves on
CIFAR-10 with CM and DM.
P1, P2 represent the first phase
and the second phase.

23

https://github.com/LuChengTHU/dpm-solver
https://github.com/openai/consistency_models_cifar10


1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2025

Table 8: Search time consumption per search iteration (in seconds). Results marked with * denote
the CPU time cost, which is excludable from the overall time cost through parallel processing. “U-
Net” refers to the denoising sampling process, “Inception” refers to the computation of inception
features, “Merging” refers to the averaging of weights, and “FID” refers to the computation of FID
statistics.

Model Dataset U-Net Inception Merging* FID*

CM CIFAR-10 7.34 4.28 5.57 2.49
ImageNet-64 34.7 4.32 12.0 2.37

DM CIFAR-10 40.9 4.39 4.61 2.49
ImageNet-64 114.5 2.24 13.8 2.53

Table 9: Overall search time and training time consumption (in hours).

Model Dataset Search Training
Iteration Time Iteration Batch Size Time

CD CIFAR-10 2K 6.45 800K 512 818
ImageNet-64 2K 21.7 600K 2048 7253

CT CIFAR-10 2K 6.45 800K 512 640
ImageNet-64 2K 21.7 800K 2048 7040

DM CIFAR-10 2K 25.2 800K 128 29.3
ImageNet-64 2K 64.8 500K 512 372

E.3 SEARCH COST ESTIMATION

We detail the estimation of search costs, covering both CPU and GPU time consumption. Saved
checkpoints are loaded into CPU memory and then transferred to the GPU after averaging. Conse-
quently, CPU time comprises the duration for merging weight checkpoints and calculating the FID
statistic. Meanwhile, GPU time is dedicated to the sampling and evaluation processes involving the
diffusion U-Net and the Inception network. All experiments are performed on a single NVIDIA
A100 GPU, paired with an Intel Xeon Platinum 8385P CPU.

First, we profile the durations of each function across all experimental settings and document the
time consumed in a single search iteration in Tab. 8. We note that the CPU time cost is significantly
lower than that on the GPU. Therefore, while conducting sampling with the current merged weights
on the GPU, we can simultaneously perform the FID statistic computation from the previous itera-
tion and merge the checkpoints for the next iteration on the CPU. As a result, the CPU time cost can
be effectively excluded from the overall time cost.

Next, we examine the overall training and search time costs as outlined in Tab. 9, and we delve into
the speedup ratio detailed in Tabs. 10 and 11. Given that DMs necessitate multiple timesteps for
sampling, the overall search cost for DM proves to be non-negligible when compared to the training
cost. This results in no observable speedup in convergence upon applying LCSC. However, this
search cost is considered manageable and warranted for the anticipated improvements to the final
model convergence.

In contrast, for CMs, the search cost is substantially lower than the training cost, which often results
in a markedly faster convergence when combining training with LCSC than with training alone. The
precise speedup ratios for CM training are detailed in Tabs. 10 and 11. It should be noted that the
figures in these tables may exhibit slight discrepancies from those reported in Sec. 5 due to the latter
being profiled in an environment with more variables and potential fluctuations.

24



1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349

Under review as a conference paper at ICLR 2025

Table 10: Accurate training speedup of consistency models on CIFAR-10. The speedup is compared
against the standard training with 800K iterations and 512 batch size.

Model Method Training Iter Batch Size Speedup(↑)

CD

EMA 800K 512 -

LCSC
50K 512 14.27×

250K 512 3.12×
100K 128 25.55×

CT
EMA (released) 800K 512 -

LCSC
400K 512 1.96×
450K 128 6.64×

Table 11: Accurate training speedup of consistency models on ImageNet-64. For CD, the speedup
is compared against standard training with 600K iterations and 2048 batch size. For CT, the speedup
is compared against standard training with 800K iterations and 2048 batch size.

Model Method Training Iter Batch Size Speedup(↑)

CD
EMA (released) 600K 2048 -

LCSC
150K 256 29.20×
300K 256 15.27×
620K 256 7.55×

CT
EMA (released) 800K 2048 -

LCSC
600K 256 10.33×

1000K 256 6.27×

E.4 HYPERPARAMETER STUDY

The hyperparameters of LCSC includes the window size (nK − n1) for retrieving the historical
weights, the interval (nk − nk−1) for two adjacent weight checkpoints, the number of samples for
computing FID and the number of search iterations, and the number of timesteps for DM.

Tab. 12 illustrates the impact of varying the number of samples, search iterations, and the size of
the interval. We observe that increasing the number of samples and search iterations leads to higher
performance, though this comes at the expense of increased search cost. In practice, we find that 10K
samples and 2K search iterations can efficiently identify strong models. With a fixed window size,
the interval between two checkpoints determines the dimension of the search space. Our findings
suggest that search performance generally improves as the search space expands, but limiting the
search dimension to fewer than 200 can detrimentally affect search performance.

For the impact of window size (nK − n1) and sampling NFE of DM, the findings are detailed in
Tab. 13. The results reveal that, despite earlier models being further from convergence, a sufficiently
large window for accessing historical weights proves advantageous. Furthermore, conducting a
lower NFE during the search in the DM context results in a similar reduction in FID but a smaller
improvement in IS. This suggests that the search output’s generality across different metrics di-
minishes when the generated samples during the search are less accurate, i.e., exhibit significant
truncation error.

E.5 DETAILED RESULTS OF EMA RATE GRID SEARCH

For the final training model of each experimental configuration, we conduct a comprehensive sweep
across a broad range of EMA rates, presenting the optimal outcomes in Sec. 5. The exhaustive results
are detailed in Tab. 14. In the majority of scenarios, the default EMA rate employed in the official
implementations of our baseline models (Song et al., 2023; Ho et al., 2020; Nichol & Dhariwal,
2021) yields slightly inferior performance compared to the best EMA rate identified. Nevertheless,
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Table 12: Hyperparameter study of LCSC with (a) DM and (b) CM. The models are trained on
CIFAR10 with 250K iterations. We evaluate three values of each hyperparameter and compare them
with our adopted setting highlighted in gray. The varied hyperparameter is in bold. For DM the
window size is 50K, for CM it is 40K.

(a) Results on DM

Samples Search Iters. Interval FID(↓) IS(↑)
10K 2K 200 3.87 9.27
2K 2K 200 9.23 9.11
5K 2K 200 4.04 9.09
10K 1K 200 4.01 9.17
10K 4K 200 3.79 9.28
10K 2K 100 3.82 9.15
10K 2K 500 4.41 9.11

(b) Results on CM

Samples Search Iters. Interval FID(↓) IS(↑)
10K 2K 100 2.76 9.71
2K 2K 100 3.40 9.39
5K 2K 100 2.79 9.66
10K 1K 100 3.03 9.57
10K 4K 100 2.69 9.70
10K 2K 200 2.84 9.71
10K 2K 50 2.71 9.79

Table 13: Hyperparameter analysis of LCSC, supplementing the study in Tab. 12. Models are
trained on CIFAR10 for 250K iterations. We assess three different values for each hyperparameter,
contrasting these with our chosen setting, which is highlighted in gray. The hyperparameter under
variation is indicated in bold. For DM, the interval between checkpoints is set to 200, whereas for
CM, it is 100. We perform 2K search iterations and sample 10K images to compute the FID score
at each iteration.

Method Window Size NFE FID(↓) IS(↑)

CM
40K 1 2.76 9.71
10K 1 2.89 9.60
50K 1 2.73 9.66

DM

50K 15 3.87 9.27
10K 15 4.41 9.11
30K 15 3.82 9.15
50K 7 3.91 9.10
50K 10 3.84 9.17

Table 14: EMA rate grid search outcomes. Asterisks (*) indicate the results using the default rates
from the official paper. Listed FID scores for each EMA rate correspond to fully trained models:
CIFAR-10 models at 800K iterations; ImageNet-64 CD/CT/DM models at 600K/1000K/500K iter-
ations, respectively. Iteration counts for models employed by LCSC are shown in parentheses.

Model Dataset
EMA rate LCSC

0.999 0.9995 0.9999 0.999943 0.99995 0.99997 0.99999

CD
CIFAR-10 4.35 4.13 3.66* 3.56 3.58 3.51 3.54 2.42 (800K)

ImageNet-64 7.45 7.38 7.19 7.17* 7.17 7.22 7.41 5.54 (620K)

CT
CIFAR-10 9.80 9.78 9.70* 9.70 9.69 9.71 9.77 8.60 (400K)

ImageNet-64 15.7 15.7 15.6 15.6* 15.6 15.6 15.7 12.1 (600K)

DM
CIFAR-10 5.73 5.18 4.16* 3.99 3.96 4.04 5.04 3.18 (800K)

ImageNet-64 23.1 20.3 19.8* 19.0 18.1 18.1 18.5 15.3 (500K)

the findings demonstrate that LCSC consistently surpasses all explored EMA rates, underscoring the
limitations of EMA as a strategy for weight averaging.

E.6 DIFFERENT FORMULATION OF THE BASE CHECKPOINTS

As discussed in Sec. 4.2, we subtract the first checkpoint from each checkpoint and use these dif-
ferences as the weighted base. In this section, we explore an alternative approach for defining the
base checkpoints: using all the checkpoints themselves as the base. In this case, the final combined
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Table 15: The comparison of different formulations for base checkpoints on CIFAR-10 dataset.
LCSC-Diff stands for the formulation we use in our main experiments. LCSC-Direct stands for
using the checkpoints themselves as the weighted base.

Model Method Training Iter Batch Size NFE FID(↓) IS(↑) Prec.(↑) Rec.(↑) Speed(↑)

CD

LCSC-Direct

50K 512 1 3.18 9.60 0.67 0.58 ∼14×
250K 512 1 2.76 9.71 0.67 0.59 ∼3.1×
800K 512 1 2.42 9.76 0.67 0.60 -

800+40K 512 1 2.38 9.70 0.67 0.60 -
100K 128 1 3.34 9.51 0.67 0.57 ∼23×

LCSC-Diff

50K 512 1 3.10 9.50 0.66 0.58 ∼14×
250K 512 1 2.66 9.64 0.67 0.59 ∼3.1×
800K 512 1 2.44 9.82 0.67 0.60 -

800+40K 512 1 2.50 9.70 0.68 0.59 -
100K 128 1 3.21 9.48 0.66 0.58 ∼23×

CT

LCSC-Direct

400K 512 1 8.60 8.89 0.67 0.47 ∼1.9×
800+40K 512 1 8.05 8.98 0.70 0.45 -

450K 128 1 8.33 8.67 0.69 0.44 ∼7×

LCSC-Diff
400K 512 1 8.89 8.79 0.67 0.47 ∼1.9×

800+40K 512 1 7.05 9.01 0.70 0.45 -
450K 128 1 8.54 8.66 0.69 0.44 ∼7×

Table 16: The comparison of different formulations for base checkpoints on ImageNet-64 dataset.
LCSC-Diff stands for the formulation we use in our main experiments. LCSC-Direct stands for
using the checkpoints themselves as the weighted base.

Model Method Training Iter Batch Size NFE FID(↓) IS(↑) Prec.(↑) Rec.(↑) Speed(↑)

CD
LCSC-Direct

300K 256 1 5.71 41.8 0.68 0.62 ∼15×
600+20K 256 1 5.54 40.9 0.68 0.62 ∼7.6×

LCSC-Diff
300K 256 1 5.51 39.8 0.68 0.62 ∼15×

600+20K 256 1 5.07 42.5 0.69 0.62 ∼7.6×

CT
LCSC-Direct

600K 256 1 12.1 35.1 0.67 0.54 ∼10.4×
800K 256 1 11.1 35.7 0.65 0.57 ∼6.3×

LCSC-Diff
600K 256 1 10.5 36.8 0.66 0.56 ∼10.4×
800K 256 1 9.02 38.8 0.68 0.55 ∼7.3×

weight is:

α ·Θ =

K∑
i=1

αiθni . (77)

We apply this formulation in our search, with the results presented in Tab. 15 and Tab. 16. We can
see that the difference search method outperforms the checkpoint search method in all cases on the
ImageNet-64. On CIFAR-10, the performance of the two methods are similar with each other.

E.7 EVALUATION WITH OTHER METRICS

E.7.1 EVALUATION WITH FCD AND KID

In this section, we present the results of FCD and KID using CT method on CIFAR-10 and
ImageNet-64 dataset. The results are shown in Tab. 17.

E.7.2 EVALUATION WITH FID ON TEST DATASET

In this section, we report the FID calculated on the test dataset to validate that LCSC does not over-
fit on the training data. Results are shown in Tab. 18. We can see that LCSC also achieves significant
improvement on test FID, indicating its generalization ability across different data.
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Table 17: Evaluation results with FCD and KID metrics on CIFAR-10 and ImageNet-64 datasets.

(a) Results on CIFAR-10.

Method Training Iter Batch Size FID(↓) FCD(↓) KID(↓)
CT 400k 512 12.1 43.0 7.47e-3
CT 800k 512 9.87 35.8 5.14e-3

LCSC 450k 128 8.54 27.2 4.65e-3
LCSC 400k 512 8.89 34.4 3.96e-3
LCSC 800+40k 512 7.05 24.9 2.90e-3

(b) Results on ImageNet-64.

Method Training Iter Batch Size FID(↓) FCD(↓) KID(↓)
CT 600k 256 16.6 49.8 9.22e-3
CT 800k 256 15.8 47.5 8.69e-3
CT 800k 2048 13.1 47.5 8.55e-3

LCSC 600k 256 10.5 38.8 4.41e-3
LCSC 800k 256 9.02 30.0 3.87e-3

Table 18: Evaluation results on CIFAR-10 test set.
Method Training Iter Batch Size FID(↓) test FID(↓)

CD 800k 512 3.66 5.88
CD 840k 512 3.65 5.85

LCSC 100k 128 3.21 5.48
LCSC 250k 512 2.66 4.88
LCSC 800k 512 2.44 4.70
LCSC 800+40k 512 2.50 4.75
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Figure 9: Visualization of weight combination coefficients obtained using LCSC compared to those
from the default EMA on ImageNet-64.

E.8 SEARCH RESULTS WITH STABLE DIFFUSION MODELS

To further demonstrate the effectiveness of LCSC in enhancing DMs, we conduct experiments on
Stable Diffusion (Rombach et al., 2022) checkpoints. Specifically, we fine-tune the Stable Diffusion
v1-5 model on CC12M using LoRA for 20k iterations. We then apply LCSC to the saved check-
points at intervals of 100 iterations. The results, presented in Tab. 19, show that LCSC achieves
a significant improvement compared to the released Stable Diffusion checkpoints with the same
sampling NFE.

To investigate whether LCSC can accelerate the Stable Diffusion model, we further test PickScore
(Kirstain et al., 2023) between the LCSC model with 10 NFE and the Stable Diffusion model with
15 NFE. The results are 0.49 and 0.51 for Stable Diffusion and LCSC, respectively, with a 57%
winning rate for LCSC. This further demonstrate the ability of LCSC to accelerate inference speed
for diffusion models.

F MORE INSIGHTS AND ANALYSIS

F.1 ANALYSIS OF SEARCH PATTERNS

F.1.1 MORE EXAMPLES OF SEARCH PATTERNS

We demonstrate search results on ImageNet-64 in Fig. 9, which share similar patterns with results
on CIFAR-10 (refer to Fig. 5). Additionally, Fig. 10 shows that the checkpoints assigned with larger
coefficients often has lower FID than the checkpoints with small coefficients.
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Table 19: Results of LCSC on Stable Diffusion Checkpoints.

NFE FID PKS WR@PKS CLIP Score

LCSC 15 16.30 0.53(v.s. SD)/0.53(v.s. LoRA) 55%(v.s. SD)/56%(v.s. LoRA) 26.69
SDv1-5 15 17.55 0.47 44% 26.60

LoRA tuning 15 17.05 0.47 45% 26.61

LCSC 10 16.68 0.59(v.s. SD)/0.51(v.s. LoRA) 64%(v.s. SD)/53%(v.s. LoRA) 26.61
SDv1-5 10 18.16 0.41 36% 26.57

LoRA tuning 10 17.35 0.49 47% 26.56
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Figure 10: FID of checkpoints with varying magnitude of coefficients.

F.1.2 SEARCH PATTERN OF DIFFERENT RANDOM SEED

We compare search patterns across different random seeds. As shown in Fig. 11, although each
seed’s dominant coefficients map to distinct subsets of weight checkpoints, they produce similar
outcomes in terms of FID as provided in the caption. These results suggest multiple high-quality
basins exist within the weight checkpoint subspace, and LCSC converges to one of them depending
on the randomness. Previous study demonstrates that local minimal in networks are connected by
simple curves over which losses are nearly constant (Garipov et al., 2018). To investigate whether
solutions found by LCSC are also connected we average the search patterns obtained from multi-
ple random seeds and evaluate the performance of the resulting model. As shown in Fig. 12, the
averaged search pattern becomes homogeneous and contains smaller coefficients, yet it achieves
comparable performance, as detailed in the figure caption. This observation suggests that the search
results of LCSC may also be connected by low-loss curve.

F.1.3 THE CRITICAL ROLE OF SEARCH SPACE CONFIGURATION

As explored in Sec. 6, restricting averaged weights to the convex hull of candidate checkpoints,
where all combination coefficients are non-negative and their sum equals 1, might limit search effi-
cacy. To test this hypothesis, we perform searches under convex combination conditions by clipping
coefficients to non-negative values and normalizing their sum to 1. Tab. 20 presents these findings,
with “w/o” indicating no restriction on coefficients (allowing values below zero) and “w” represent-
ing the convex hull restriction. The results clearly show superior performance without the convex
restriction, underscoring its limiting effect on search outcomes. Furthermore, we discover that nor-
malizing the coefficient sum to 1 is vital for effective search exploration, a practice we continue even
after lifting the convex condition, as detailed in Eq. (8).

F.1.4 FORMATION OF THE SEARCH PATTERN

We observe that the search pattern is established during the early stage of the search, while the later
stage primarily amplifies it to a certain magnitude, as shown in Fig. 13.
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Figure 11: Visualization of linear combination coefficients obtained by LCSC with different random
seeds using CD on CIFAR10. Their FID scores are: 2.76 (seed 1) and 2.69 (seed 2).
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Figure 12: Visualization of averaged coefficients obtained by LCSC across different random seeds
using CD on CIFAR10. Their FID scores are: 2.76 (left), 2.70 (middle), 2.83 (right).

Table 20: Performance of LCSC with or without restriction to the convex hull of all saved check-
points. “w/o” in the column “Restriction” is our default setting in main experiments, while “w”
means the restriction holds.

Model Method Training Iter Batch Size NFE Restriction FID(↓) IS(↑)

CD LCSC 250K 512 1 w/o 2.76 9.71

w 3.38 9.36

DM LCSC 350K 128 15 w/o 3.56 9.35

w 3.59 9.29

F.2 REGULARIZED EVOLUTIONARY SEARCH

We conduct additional experiments to evaluate the impact of regularization. Specifically, during the
search process, we clip all coefficients to be below 1, thereby constraining the search to a restricted
space. Using the same initialization and random seed, Fig. 14 shows that LCSC produces smaller and
more homogeneous coefficients with regularization compared to those obtained without it. However,
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Figure 13: Visualization of coefficient pattern at different number of search iterations. The experi-
ment is conducted on ImageNet using CT.
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(a) Visualization of searched coefficients with regu-
larization.

58.0 58.5 59.0 59.5 60.0
Training Iteration(×1K)

3

2

1

0

1

2

3

Searched Coefficients without Regularization

(b) Visualization of searched coefficients without reg-
ularization.

Figure 14: Visualization of searched coefficients with and without regularization. Respective
FID/IS/Prec/Rec are: 13.40/33.4/0.64/0.55 (left), 10.5/36.8/0.66/0.56 (right).

as noted in the figure caption, applying regularization results in worse performance, suggesting that
constraining LCSC to smaller and more homogeneous coefficients is not advantageous.

F.3 CONVERGENCE CURVE OF LCSC

Fig. 15a illustrates the convergence curve of the models searched by LCSC. At each point, corre-
sponding to a specific number of training iterations, we perform LCSC with 2K search iterations
using the most recent checkpoints available at that point. The results indicate that as the number
of training iterations increases, the models searched by LCSC converge to progressively lower FID
values. Notably, the convergence curve of LCSC exhibits a similar trend to that of the EMA model’s
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(a) Training convergence curve with LCSC.
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(b) Search convergence curve of LCSC.
Figure 15: Convergence curves of LCSC on CIFAR-10 with CD.

convergence curve. However, LCSC consistently achieves lower FID values compared to the EMA
model, highlighting its enhanced ability to effectively merge historical checkpoints. Additionally,
Fig. 15b shows the convergence curve of LCSC iteself. This curve consistently reduces as the num-
ber of search iteration increases.

F.4 DISCUSSION ON THE TRAINING VARIANCE OF DM AND CM

In Sec. 3, we mentioned that the training objectives of DM and CM tend to introduce substantial
variance in gradient estimations. We further discuss the potential reasons or hypothesis of such
phenomenon as follows.

F.4.1 UNBIASED ESTIMATION AS OBJECTIVE

The objectives used in DM and CT are not accurate for any single batch. Instead, they serve as
an unbiased estimation. Specifically, for DM, the neural network learns the score function at any
(xt, t), denoted as sθ(xt, t). The ground truth score function ∇ log pt(xt) is given as (Song et al.,
2020b):

∇ log pt(xt) = Ey∼pdata,ε∼N (0,σ(t)2I)(−
ε

σt
|αty + σtε = xt) (78)

This formula implies that every sample y in the dataset contributes to the ground truth score function
at any (xt, t). However, the training objective Eq. (2) provides only an unbiased estimation of the
ground truth score Eq. (78). At every iteration, the current target for the network is not identical to
the ground truth score function but is determined by the sample y randomly drawn from the dataset
and the noise level σt. Thus, even if sθ(xt, t) exactly matches ∇pt(xt) for ∀(xt, t), its gradient
estimation using a mini-batch of data does not converge to zero. The approximation of ground
truth score function can only be obtained through the expectation over many training iterations.
For CT, the situation is very similar. To simulate the current ODE solution step without a teacher
diffusion model, Song et al. (Song et al., 2023) utilize the Monte Carol estimation−xt−y

t2 to replace
the ground truth score function ∇ log pt(xt) = Ey∼pdata,xt∼N (y,t2I)(−xt−y

t2 |xt) under the noise
schedule from EDM (Karras et al., 2022) as denoted in Eq. (4). Therefore, the objective is also
not accurate for any single batch of data and the model has to learn to fit the target model output
after solving the current step with the expectation of score function among many training iterations.
These types of objectives, which are not accurate for any single batch, introduce high variance to
the gradient estimation.

F.4.2 MODEL ACROSS DIFFERENT TIME STEPS

For both DM and CM, the neural network has to be trained at various time steps. Since the model
input and output follow different distributions, the gradients at different time steps may conflict with
each other. This phenomenon of negative transfer between timesteps has been studied in several
previous work, where they train different diffusion neural networks at different timesteps and achieve
better performance (Hang et al., 2023; Go et al., 2024). The misalignment between the objectives of
different time steps may also contribute to the high variance in the gradient estimation.
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F.4.3 ERROR ACCUMULATION OF CM

For CM, the model learns to approximate the output of the target model at the previous step. This
could potentially introduce the problem of error accumulation (Berthelot et al., 2023). Consequently,
any noise introduced during training at early time steps is likely to lead to inaccuracies in the target
model, which may be magnified in subsequent timesteps. This property of CM amplifies the high
training variance, particularly for one-step sampling.

G FUTURE WORK

LCSC represents a novel optimization paradigm, indicating its potential for widespread application.
We recommend future investigations focus on three key areas:

• Expanded Search Space: Presently, LCSC applies a uniform coefficient across an entire model.
Considering that different model layers might benefit from distinct combination coefficients,
partitioning model weights into segments for unique coefficient assignments could enhance the
search space. For DMs, adopting variable coefficients across different timesteps may also offer
further improvements.
• Efficient Optimization Methods: The current reliance on evolutionary methods, characterized

by their dependency on randomness, limits efficiency and risks convergence to local optima.
Investigating more effective optimization strategies presents a promising avenue for enhancing
LCSC.
• Broader Application Scope: While the initial motivation for LCSC stems from managing the

high training variance observed in DMs and CMs, its utility is not confined to these models.
Exploring LCSC’s applicability to other domains, such as fine-tuning language models or addi-
tional vision models, could unlock new performance gains.

H VISUALIZATION

In this section, visualizations of images generated by LCM-LoRA (Fig. 16), DM (Figs. 17 and 18),
CD (Figs. 19 and 20), and CT (Figs. 21 and 22) are presented. Many images produced by the EMA
model are observed to be similar to those produced by the model derived from our LCSC when
using the same noise input. This is expected given that both models are based on weights from
the same training cycle. To more clearly highlight the distinctions between EMA and LCSC, we
generate 50K images from EMA and LCSC using the same set of noise inputs, order the image
pairs according to their Euclidean distances in the inception feature space, and randomly select the
images with large distances. In general, images generated by the LCSC model are found to display
enhanced sharpness, diminished noise, and more distinct object representation as well as details.
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(a) Vanilla training (b) LCSC (c) Vanilla training (d) LCSC

(e) Vanilla training (f) LCSC (g) Vanilla training (h) LCSC
Figure 16: Examples of the images generated by LCSC and vanilla training. The prompts for the
images are ’A large passenger airplane flying through the air‘, ’A brown purse is sitting on a green
bench‘, ’A man getting a drink from a water fountain that is a toilet‘, ’A picture of a man playing a
violin in a kitchen‘ respectively.

(a) EMA model (FID: 4.16).

(b) Model obtained through LCSC (FID: 3.18).
Figure 17: Generated images from a DM trained on CIFAR10 over 800K iterations.
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(a) EMA model (FID: 19.8).

(b) Model obtained through LCSC (FID: 15.3).
Figure 18: Generated images from a DM trained on ImageNet-64 over 500K iterations.

(a) EMA model (FID: 3.66).

(b) Model obtained through LCSC (FID: 2.42).
Figure 19: Generated images from a CD model trained on CIFAR10 for 800K iterations.
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(a) EMA model (FID: 7.30).

(b) Model obtained through LCSC (FID: 5.54).
Figure 20: Images from a CD model trained on ImageNet-64 for 600K iterations.

(a) EMA model (FID: 12.08).

(b) Model obtained through LCSC (FID: 8.60).
Figure 21: Generated images from a CT model trained on CIFAR10 for 400K iterations.
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(a) EMA model (FID: 16.6).

(b) Model obtained through LCSC (FID: 12.1).
Figure 22: Images from a CT model trained on ImageNet-64 for 600K iterations.
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