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Abstract

AI Planning techniques generate sequences of actions for complex tasks. However,1

they lack the ability to understand planning tasks when provided using natural2

language. Now, Large Language Models (LLMs) provide novel capabilities in3

human-computer interaction. In the context of planning tasks, LLMs have shown4

to be particularly good in interpreting human intents among other uses. This5

paper introduces GENPLANX that integrates LLMs for natural language-based6

description of planning tasks, with a classical AI planning engine, alongside an7

execution and monitoring framework. We demonstrate the efficacy of GENPLANX8

in assisting users with office-related tasks, highlighting its potential to streamline9

workflows and enhance productivity through seamless human-AI collaboration.10

1 Introduction11

The rapid advancement of AI has led to the development of techniques capable of understanding12

and executing complex tasks. Among these, Large Language Models (LLMs) have emerged as a13

powerful tool for interpreting natural language, enabling machines to comprehend and respond to14

human requests with remarkable accuracy [1]. However, the challenge remains in translating these15

requests into valid (and ideally optimal) plans that can be executed in real-world environments.16

In particular, we are interested in planning problems that involve the integration of standard office-17

related tasks, such as handling emails/calendars, managing presentations or databases, connecting to18

company APIs, or even running machine learning tasks. One of the pioneering efforts in this domain19

is the development of softbots, as introduced by Etizioni et al. [2]. These Softbots are software agents20

that perform tasks by interacting with software environments. The recent development of OpenAI21

Agent2 shows that this is the future of office assistants.22

The current preferred strategy for tackling these tasks involves using LLMs to create office co-23

pilots that generate plans in various formats [3]. While these tools are powerful, they require a24

carefully designed LLM pipeline due to the lack of guarantees regarding the accuracy or optimality25

of the solutions. On the other hand, classical AI planning offers reliable methods for creating26

action sequences to achieve goals from initial states within a specified domain model [4]. Although27

effective in real-world scenarios like logistics [5], satellite/rover control [6], elevator management [7],28

and tourist planning [8], they are unable to process natural language task descriptions, which is29

a requirement for current users. In this paper, we present the GENPLANX system, GENeration30

of PLANs and eXecution, which is designed to receive requests in natural language about office-31

related tasks, generate plans to achieve the users intents, execute the actions in the generated plans,32
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continuously monitor for successful execution, and replan in case of failed execution. Given a specific33

application in planning, the domain model is fixed and defined by humans. So, the users specify a34

planning task by providing the problem description. The problem is composed of a set of objects, an35

initial state and a set of goals (also called intents). Furthermore, GENPLANX is designed to allow36

seamless integration of new tools, making it adaptable to new applications. This is done by adding37

new actions to the PDDL domain description as well as their python code counterpart as explained38

later. By integrating LLMs with classical planning techniques, we can create techniques that not only39

understand natural language requests, but also generate and execute plans that utilize various tools40

and databases to address these requests effectively. This paper will review the related work, describe41

GENPLANX components, and report our experimental evaluation where GENPLANX exhibit good42

results compared to pure LLM-based approaches.43

2 Related Work44

The integration of planning algorithms with LLMs has attracted considerable interest as researchers45

aim to improve AI systems’ ability to understand and execute complex tasks. This section reviews key46

contributions in this area, focusing on advancements and challenges in merging these technologies.47

The first subsection discusses works that rely entirely on LLMs for planning. The second subsection48

explores hybrid approaches that combine LLMs with planning. The third subsection examines49

planning approaches within the software domain.50

2.1 Planning using LLMs51

Recent advancements in prompting strategies have enabled LLMs to orchestrate multi-step reasoning52

internally. Chain-of-Thought (CoT) prompting [9] instructs models to generate intermediate reasoning53

steps, decomposing complex tasks into simpler sub-problems. Building upon CoT, Tree-of-Thought54

(ToT) [10] explores multiple reasoning paths concurrently before selecting the most promising55

sequence of actions. More complex approaches include ReAct [11], which interleaves reasoning56

with concrete actions in an interactive feedback loop and ADaPT [12], which focuses on adaptive57

decomposition by dynamically breaking down tasks based on context. These methods represent a58

trend toward LLM-based planning using internal guiding mechanisms rather than external planners.59

While these techniques can handle open-ended planning tasks without explicit domain models, they60

lack guarantees regarding soundness or optimality that classical AI planning approaches provide. In61

contrast, GENPLANX does not use LLMs for plan generation but relies on a classical AI planner,62

ensuring these formal guarantees.63

2.2 LLM and Automated Planning64

Initial attempts to use LLMs for planning tasks through direct prompting highlighted significant65

limitations [13, 14], demonstrating that LLMs alone struggle to generate valid plans when evaluated66

against standard planning benchmarks.This has led to hybrid approaches combining LLMs with67

external planners or validators [15, 16], which aligns with our work in developing GENPLANX,68

where we leverage the strengths of both LLMs and classical planning techniques.69

In these hybrid frameworks, LLMs typically parse input requests and generate structured representa-70

tion of the intent, while dedicated planners handle the actual problem-solving. Several approaches71

use LLMs to generate PDDL (Planning Domain Description Language [17]) problems and do-72

mains [18, 19, 20, 21]. GENPLANX differs by having LLMs generate JSON outputs rather than73

PDDL, as this format is easier for LLMs to produce and can represent objects beyond symbols, such74

as file paths or email addresses.75

Other work has focused on integrating structured domain knowledge with neural architectures [22, 23],76

showing that embedding explicit domain rules within transformer models improves mapping accuracy77

from natural language to formal planning constructs. Similarly, GENPLANX aligns user language78

and intents to formal planning representations, enhancing plan robustness and providing guarantees.79

Several frameworks facilitate this integration of LLMs and planning algorithms. Huang et al. [24]80

presented a framework where LLMs generate high-level plans refined by classical planning algorithms.81

Liu et al. [19] introduced LLM+P, in which an LLM translates a natural-language task into PDDL82

specifications before invoking a classical planner. Finally, the plan is translated back to a readable83
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form. These approaches underscore the complementary strengths of LLMs in understanding language84

and planning algorithms in optimizing task execution. Mottaghi et al. [25] created a framework for85

integrating LLMs with planning in interactive environments. Singh et al. [26] proposed TwoStep86

for multi-agent planning, where LLMs decompose goals into independent sub-goals while symbolic87

planners handle sub-problems optimally. Benyamin et al. [27] use LLMs to orchestrate the different88

planning steps. These approaches and GENPLANX, leverage the complementary strengths of LLMs89

in language understanding and planning algorithms in optimizing task execution.90

2.3 Softbots and Planning91

Most real-world applications of AI planning technology are related to control of physical systems,92

such as robots [6] or satellites [28, 29]. Significantly less work has focused on software actions.93

Early work [2] introduced the concept of softbots (software bots), which utilized planning to in-94

teract with software environments. Among other works that have used AI planning for software95

tasks –where actions are functions/commands to be executed in a computer– we can mention web96

service composition [30, 31], business workflows generation [32], networks [33] or machine learning97

workflows[34].98

3 Architecture99

The GENPLANX architecture is designed to integrate natural language processing with classical100

planning for automating complex tasks. It comprises several components that process requests and101

execute plans, as shown in Figure 1. A user request includes (1) Entities: relevant objects such as file102

names, slide titles, or calendar appointments); (2) Initial state: The task’s starting configuration, like103

a database in a CSV file or text provided for translation; and (3) Goals: The desired outcomes, such104

as generating a PowerPoint or creating a decision tree from CSV data. Since users describe tasks in105

natural language without needing to understand AI planning elements, an LLM-based component106

can map English task descriptions into formal planning tasks, which then can be solved with an107

automated planner. The following sections will detail each component in the pipeline.108

Generate
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Entity
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Read the file genplanx/Aviva.pdf, summarize its 
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Figure 1: Architecture of GENPLANX. Green boxes are the unique implementations for our approach
and contributions of this paper. White boxes are components integrated from existing AI tools.

4 Entity Extraction109

The entity extraction module in GENPLANX builds on the capabilities described in [35], which110

focused on an email handling solution. We integrated this to improve prompts with domain-specific111

entities not covered in LLM training. This is especially important in the finance sector, where112

extracted entities include unique identifiers (for firms, clients), security IDs (CUSIP, SEDOL, ISIN),113

trade details (amount, currency, dates), portfolio IDs, and account numbers, among others. Utilizing114

an ensemble approach that combines deep learning, pattern-based techniques, and domain expertise,115

the module effectively extracts entities from text. For instance, in case the input request contains116

references to entities such as F34GP5, US1234567892, 16-07-24, A12345, and P6763 the mod-117

ule categorizes them correctly as firm identifier, ISIN, trade date, account number, and118
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portfolio id, respectively. The extractor returns a structured output detailing the types and lists of119

entities found.120

5 Domain Model121

A PDDL domain model defines the knowledge of a planning environment by specifying key elements122

such as types, predicates, and actions. Types categorize objects within the domain, while predicates123

describe properties and relationships among these objects. Actions are defined by their preconditions124

and effects, detailing the operations that can be performed and how they change the state of the world.125

In our work, we have named the domain as assistant, and it is designed to handle a variety of tasks126

within a professional office environment such as data manipulation, presentation, and communication.127

The assistant domain includes a diverse set of types, such as file, dataframe, email, contents128

or object. The domain also defines predicates such as (in ?c - contents ?c1 - contents)129

and (available ?o - object), that indicate which contents are associated with each other and130

to determine the availability of objects, respectively. Among the actions in this domain, let us take131

the read-data action (shown in Listing 1) as an example. This action reads data from a data-file132

(a parameter for the action), which can be an excel-file or csv-file, and makes it available133

as a dataframe ?d. The property or fluent available ?d would be added to the state to indicate that134

after the action completes. The sole precondition is that the file contains the dataframe contents. The135

action is assigned a cost of 1.136

Listing 1: read-data action.
(: action read−data

: parameters (?a − ai−agent ?d − dataframe ?f − data− file )
: precondition (and ( in ?d ?f ) )
: effect (and ( available ?d)

( increase ( total −cost) 1)) )

6 Prompting and LLMs137

In this section, we explore the structure of the input prompt, detailing all the components necessary138

for GENPLANX to effectively fulfill user requests. This includes the required intents, as well as the139

structure of the output, supplemented with examples.140

6.1 Prompt Description141

GENPLANX must interpret a given request, and identify a set of intents within the request. The142

prompt used by GENPLANX is a carefully crafted set of instructions designed to assist in generating143

responses to office-related queries which can utilize structured data from multiple systems of records144

(SORs), understand user intents, and provide the necessary initial and goals for the planner. The145

prompt encompasses several key components, each serving a distinct purpose to ensure the response146

process is both efficient and accurate. We leverage the robust few-shot learning capabilities of LLMs147

to adapt GENPLANX to several user requests. Below is an overview of the prompt-components,148

along with the rationale for their inclusion. A complete description of the prompt can be found at F.149

Generic Task Definition The prompt starts by defining the generic task: addressing office operation150

queries. This sets the context and scope, aiding the LLM in understanding its main goal. By clearly151

stating the task, the prompt offers a focused framework for generating relevant responses. While the152

current prompt configuration is static, the Model Context Protocol (MCP)3 can be used to dynamically153

augment this and other sections of the prompt. This approach allows for automatic tool and action154

integration based on current information, enhancing the system’s flexibility in handling diverse user155

queries.156

3https://modelcontextprotocol.io/
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Database Schemas The prompt provides schemas for relevant SORs in case the request refers157

to the available datasets. Databases relate to several office processes such as sales, operations,158

communications, etc. Each schema lists the relevant columns, such as trade-id, client-id, date,159

etc. The prompt instructs the LLM to pay attention to the case sensitivity of these fields when creating160

database queries. These schemas outline the available data fields, guiding the LLM in selecting161

the appropriate data sources for each query. This ensures that responses are based on accurate and162

relevant data.163

Domain Types, Actions and Predicates The prompt includes a complete list of domain types,164

predicates and actions by including all these elements from the input domain model in PDDL. This165

ensures that the LLM can accurately model the data and actions required to fulfill the query.166

Set of Intents A set of predefined intents is included to guide the identification of user requests; this167

is to facilitate few-shot learning to the LLM. By categorizing requests into specific intents, the prompt168

helps streamline the response generation process, ensuring that each query is addressed appropriately.169

Response Format and Dictionary Structure The response to a query is expected to be a Python170

dictionary that encapsulates the identified intents. The dictionary must include keys for init_state171

and goals, both of which are mandatory. The rest of the keys represent the objects that should be con-172

sidered when solving the planning task. The values of all keys are definition dictionaries that include173

specific elements such as type, value, and other context-specific keys (e.g., to, body, or subject174

for emails). These structural constraints in the response ensure consistency and standardization in the175

output, making them easier to interpret and process.176

State Representation The prompt also includes definitions related to both init_state and goals.177

They should be strings formatted as a sequence of literals. Each literal is a tuple with elements178

separated by spaces, where the first element is a predicate from the predefined list of predicates. The179

prompt also specifies that literals from the goals should not be included in the initial state.180

Other instructions If multiple intents are identified in a request, the prompt instructs to merge the181

dictionaries into a single comprehensive dictionary. This involves combining all entities found and182

merging the init_state and goals from all intents. The prompt also imposes constraints, such as183

not defining functions or using external tools, and ensuring that the output is formatted correctly in a184

single response.185

6.2 Intents186

The intents refer to the set of goals that GENPLANX should achieve to fulfill the user request. Each187

intent is a tuple composed of the name of the intent, its description and the expected json output from188

the LLM. These intents enable GENPLANX to efficiently handle file and data management tasks,189

such as reading and saving files in various formats, including PDFs and Word documents, and per-190

forming database operations like adding, deleting, or modifying records. GENPLANX also supports191

data visualization and presentations creation, enabling users to generate charts and comprehensive192

PowerPoint presentations with ease. Additionally, it facilitates effective communication by allowing193

users to send emails and notifications, ensuring that important information is shared promptly.194

Beyond basic data handling, GENPLANX offers advanced information processing and organizational195

tools. Users can explain, translate, or summarize text, find information within files, and conduct deep196

research on specific topics. GENPLANX also aids in scheduling by identifying free slots in calendars197

and provides web search capabilities for additional information. For more complex interactions, it198

can query a large language model for intelligent responses and match files based on specific criteria,199

showcasing its versatility and adaptability in addressing a wide range of tasks. The following is a list200

of current intents:201

• File manipulation: Read file, Save file, Read PDF file, Read Word file, Save PDF file.202

• Database primitive operations: Add, delete or modify records. Count or add value.203

• Office-related operations: Send email, Notify by email, Generate Chart, Create PowerPoint,204

Create chart slide, Create text slide, Create table slide.205
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• LLM-related operations: Explain, Translate, Summarize, Deep research, Ask LLM.206

• Other: API access, Data access, Find information in file, Find free slots, Search web, Match207

files.208

6.3 Output of the LLM209

The output of the LLM is a Python dictionary/json that should contain the required information to210

fulfill the user request. This dictionary is composed of the joint information from the different set211

of intents selected by the LLM. It contains information on objects to be considered in the planning212

episode, the initial state representing the state at the beginning of the planning task, and the goals213

representing the desired partial state. This dictionary must adhere to the following structure:214

• The keys of the dictionary are the elements of the task (objects), init_state, and goals.215

All keys must be in lowercase.216

• Each object is defined as a dictionary with at least the two keys type and value. type217

represents the PDDL type of the object. value is the value that the object will take at218

execution time. Initially, it can have any arbitrary value for most cases. When actions operate219

with an object, the value of the object during execution will be saved there. Additionally, it220

can have other specific keys such as to, body, or subject for emails.221

• The types of the different objects must adhere to a pre-defined set of types, the ones provided222

as input in the prompt that appear in the domain file.223

• init_state and goals are mandatory keys and are composed of a sequence of literals.224

A complete dictionary output example is available in Appendix A.225

7 Planning and Execution226

Given the dictionary returned by the LLM, the compiler module translates its information into a227

PDDL problem definition (see Appendix B). The domain and problem files serve as input to the228

architecture described in Figure 1. The Planner then returns a Plan, i.e., a sequence of actions229

described in PDDL that achieve the goal stated in the problem. GENPLANX uses Fast-Downward230

[36] through the Unified Planning library [37], but any other planning engine can be used, since the231

domain and problem definitions are specified in the PDDL standard language. Thus, GENPLANX is232

planner-independent. In Listing 2, we show an example of a plan in PDDL, which is the solution233

to the problem stated in B. Every action is represented as a tuple composed of the name and the234

parameters of the action.235

Listing 2: Plan Example.
(read-data ai dataframe1 data-file1)
(query-data ai query1 dataframe1 filtered-dataframe)
(create-response ai chat-response)
(add-to-response ai filtered-dataframe chat-response)
(send-response ai chat-response)

8 Execution and Monitoring236

The resulting plan is sent to the Monitoring and Execution module, which translates it into the actual237

code that will be executed into the real-world. This translation is accomplished through a mapping238

linking PDDL actions to the corresponding python executable functions. Each PDDL action has a239

corresponding python function with the same name that implements it. These python functions share240

the signature (parameters, state), which allows the execution module to update the execution241

state at each step. See the implementation of read-data in Appendix C242

This module will also periodically sense the real-world to check whether the plan is going as expected243

or the real-world has deviated from the planned states. As opposed to other planning-execution244
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architectures [38], currently GENPLANX only monitors the low-level state without translating it back245

to the high-level PDDL state. More specifically, monitoring is done through boolean functions that246

check whether the execution of the action into the real-world yielded the expected effects. See an247

example in Appendix C. For an end-to-end example, showing from intents to executed actions see248

Appendix D.249

9 Experimental Evaluation250

In this section, we present the results of a set of preliminary experiments designed to compare the251

planning abilities of GENPLANX, which generates a PDDL problem using an LLM, and solves it252

using a classical planner, with two LLM-based planning approaches:253

1. LLM-DIRECT-PLAN, which generates a plan given the user request and a natural language254

description of the assistant domain. LLM-DIRECT-PLAN runs an LLM client with a prompt255

designed to generate a plan from the request by considering the same actions in the domain,256

and carefully guiding the LLM towards a valid, and syntactically correct output (i.e., a257

PDDL plan compliant with the given domain).258

2. LLM-TRANSLATE-AND-PLAN, which first translates the user request into a PDDL problem,259

and generates a plan for it; both steps use an LLM. The translation part works in the same260

way as GENPLANX produces the planning task. In the second step the prompt consists of261

a list of actions with the corresponding parameters and a detailed instruction to produce a262

syntactically correct PDDL plan.263

We evaluated all three approaches with two LLM clients, GPT-4o and o3-mini. We manually designed264

50 user requests4 that covered several intents each and handled prototypical examples within the265

assistant domain. We then ran each planning configuration five times (due to the stochasticity of the266

call to the LLM) and report metrics (mean and standard deviation) for success ratio, and time taken267

(for the full process, LLM steps, and planning time). We used GPT-4o with temperature 0, and max268

output of 4096 tokens, and o3-mini with temperature 0, and max tokens 32768. Success is measured269

by checking whether the generated plan is valid using a formal plan validation tool and if the plan270

is equivalent to the expected plan set as ground truth. The expected plan is the sequence of actions271

manually created for each of the 50 user request in the test set. See Appendix E.2 for details on plan272

validation. Table 1 summarizes the main results.273

Approach Success ratio Total time Translation time Planning time
GENPLANX (with GPT-4o) 0.50 (0.50) 9.0 (2.1) 5.5 (1.8) 3.5 (1.4)

LLM-DP (with o3-mini) 0.27 (0.44) 16.6 (5.7) NA 16.6 (5.7)
LLM-TP (with GPT-4o) 0.29 (0.45) 9.3 (2.7) 5.6 (2.8) 3.7 (0.9)

Table 1: Results of comparing GENPLANX against LLM-based approaches. We report the mean
(and standard deviation) for the best performing LLM Client (in parentheses) within each approach.
Results for all configurations are shown in Appendix E. LLM-DP = LLM-DIRECT-PLAN; LLM-TP
= LLM-TRANSLATE-AND-PLAN.

We observe that GENPLANX demonstrates a significantly higher success ratio of 0.50 (0.50), indicat-274

ing its robustness in generating valid plans compared to LLM-DIRECT-PLAN and LLM-TRANSLATE-275

AND-PLAN, which have success ratios of 0.27 (0.44), 0.29 (0.45) respectively. The high success ratio276

of GENPLANX suggests that it is more reliable in performing planning-related tasks, and in particular277

within the office assistant domain, even compared with a "reasoning" LLM as o3-mini.278

In terms of time metrics, GENPLANX demonstrates better efficiency with a total time of 9.0 (2.1)279

seconds, which is lower than the best-performing LLM approaches: LLM-DIRECT-PLAN’s 16.6 (5.7)280

seconds and LLM-TRANSLATE-AND-PLAN’s 9.3 (0.45) seconds. This indicates that GENPLANX is281

also very efficient in the planning phase.282

4We repeated the experiments with randomly generated instances by GPT4o and results were equivalent.
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9.1 Role of LLM Clients283

We evaluated GENPLANX, LLM-DIRECT-PLAN and LLM-TRANSLATE-AND-PLAN with GPT-4o284

and o3-mini LLM clients. For both GENPLANX and LLM-TRANSLATE-AND-PLAN, which use the285

LLM for translating the user request in natural language to PDDL, GPT-4o is outperforming o3-mini286

as observed in Figure 2 (left). This indicates that gpt-4o is better at translating natural language287

to PDDL than o3-mini. In terms of planning, LLM-DIRECT-PLAN and LLM-TRANSLATE-AND-288

PLAN use the LLM Client, whereas, GENPLANX uses a classical planner. The classical planner is289

outperforming both GPT-4o and o3-mini. In all cases, o3-mini takes longer to respond to the queries290

as seen in Figure 2 (right). LLM-TRANSLATE-AND-PLAN is the most time consuming planner291

because it uses the LLM Client twice. For detailed breakdown of translating vs planning time, please292

see Appendix E, Figure 7.293

Figure 2: We experimented with two LLM clients, GPT-4o and o3-mini for each of our planning
approaches, GENPLANX, LLM-DIRECT-PLAN (LLM-DP) and LLM-TRANSLATE-AND-PLAN
(LLM-TP). Left: The impact of LLM Client on success ratio. Right: The total time taken (in seconds
per run) by the LLM Clients for the respective planning approaches shown in X-axis.

9.2 Failure Analysis294

In this section, we examine the cases where the planners fail, and discuss the potential reasons for295

failure. The cases where GENPLANX fail (as well as the LLM-TRANSLATE-AND-PLAN, since they296

share the same initial step) are primarily due to the LLM’s inability to generate a valid PDDL problem297

description (dictionary). This issue often arises when an action requires a parameter of a specific298

type, but the problem description supplies an object of a subtype. Refining the prompt engineering299

might boost GENPLANX’s performance even further.300

In Figure 3 (left), we examine the incorrect plans and categorize them. LLM-DIRECT-PLAN and301

LLM-TRANSLATE-AND-PLAN return invalid plans for a singificant number of cases. This is due to302

incorrect positioning of actions within a plan, incorrect action parameters and not including relevant303

actions. GENPLANX and LLM-TRANSLATE-AND-PLAN fail in the PDDL problem formulation304

step, and end up solving a different task compared to the user request. We categorize these failures as305

‘Different Task’. Finally, if the problem is formed incorrectly such that no solution exists, GENPLANX306

doesn’t return a plan (‘No plan’ category).307

In Figure 3 (right), we calculate the overlap of the incorrect plans with the ground truth. If all the308

actions in the result are part of the ground truth, overlap is 1. If no actions in the generated plan are309

a part of the ground truth, the overlap is 0. We observe that even though LLM-TRANSLATE-AND-310

PLAN is the worst performing planner in our experiments, its incorrect plans have a highest overlap311

with ground truth.312

9.3 Role of Action Semantics313

For LLM-DIRECT-PLAN and LLM-TRANSLATE-AND-PLAN, we conducted tests without and with314

providing the action semantics of the planning domain in natural language as a part of the prompt.315

This includes the list of objects and a description of how the action changes the environment. We316
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Figure 3: Analysis of failures for our three planning approaches, GENPLANX, LLM-DIRECT-PLAN
(LLM-DP), and LLM-TRANSLATE-AND-PLAN (LLM-TP). Left: We observe the different categories
of failures. Right: We study the overlap of the incorrect plans with the ground truth.

expected that providing the description of action semantics will improve the reasoning of the LLMs317

and guide them to come up with better plans. However, it led to a degradation in performance for318

both approaches, resulting in lower success ratios compared to the base prompt without the action319

semantics. For the LLM-DIRECT-PLAN model, the success ratio dropped from 25.6% to 21.2%320

with gpt-4o and from 26.8% to 19.2% with the o3-mini (see Table 2 for all metrics). Similarly,321

the LLM-TRANSLATE-AND-PLAN model experienced a decrease in success ratio from 28.8% to322

17.2% with the gpt-4o and from 27.6% to 10.8% with o3-mini. Given the information value of action323

semantics in natural language for the tasks, we expected the performance to improve. However, this324

drop in performance is not entirely unexpected as prior work [39, 40, 41] has shown that reasoning325

performance can drop with the length of the context, and generating plans requires complex reasoning326

over dependencies and costs.327

10 Conclusions and Future work328

In this paper we have introduced GENPLANX. It can understand user requests in natural language,329

generate plans to address those requests, execute the plans in a real office environment, and monitor the330

execution. Our contributions include a new domain that implements common office-related actions,331

the implementation of those actions, as well as an architecture that integrates LLMs and AI classical332

planning. Additionally, we reported an experimental evaluation in which GENPLANX demonstrated333

a success ratio that was 20 percentage points higher compared to LLM-based alternatives. This also334

includes the benefit of reduced response time due to the simpler nature of translating user requests335

into a formal task representation.336

In future work we would like to improve GENPLANX in two main fronts. First, we would like to337

expand the set of actions considered in order to cover a wider ranger of office tasks. This process338

could be either manual as we are currently doing; or automated, by learning action models from339

observations [42, 43, 44]. Second, we would like to provide GENPLANX with goal reasoning [45]340

capabilities. In particular, we would like to let GENPLANX automatically generate new goals upon341

replanning [46], when monitoring detects opportunities upon changes in the environment [47], by342

analyzing the structure of the goals [48], or by predicting the appearance of new goals [49, 50].343

11 Limitations344

Our current evaluation, while demonstrating a 20 percentage point improvement over LLM-based345

alternatives, is limited in scope and lacks extensive testing across diverse office environments, task346

complexities, and user expertise levels. The performance of GENPLANX is partially dependent on the347

specific LLM used, yet we have not systematically evaluated how different language models affect348

overall system performance, robustness, and generalization capabilities. Additionally, the current349

implementation relies on a fixed manually designed domain model with predefined actions, creating350
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scalability challenges as the number of supported office tasks increases, potentially affecting planning351

efficiency and maintenance as the domain model grows in complexity.352

Disclaimer. This [paper/presentation] was prepared for informational purposes [in part if the work is collabora-353

tive with external partners] by the Artificial Intelligence Research group of JPMorganChase and its affiliates354

("JP Morgan”) and is not a product of the Research Department of JP Morgan. JP Morgan makes no represen-355

tation and warranty whatsoever and disclaims all liability, for the completeness, accuracy or reliability of the356

information contained herein. This document is not intended as investment research or investment advice, or a357

recommendation, offer or solicitation for the purchase or sale of any security, financial instrument, financial358

product or service, or to be used in any way for evaluating the merits of participating in any transaction, and shall359

not constitute a solicitation under any jurisdiction or to any person, if such solicitation under such jurisdiction or360

to such person would be unlawful.361
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A Output Example of Task description509

As an example, given the request What is the status of the trade TR123?, the LLM could return the dictionary510

in Figure 4. This dictionary represents the output of the LLM tasked with extracting the status of a particular511

trade when provided with the trade ID, which is present in a downstream file. The file is identified by the type of512

the entity returned by the Entity extraction module. Going into more detail, what the LLM is describing at the513

output is:514

{"data-file1": {"type": "data-file", "value": "./genplanx/file_1.csv"}
"dataframe1": {"type": "dataframe", "value": []}
"filtered-dataframe": {"type": "dataframe", "value": []}
"chat-response": {"type": "response", "value": []}
"query1": {"type": "query", "value": "df[(df["trade-id"] == "TR123")]"}
"init_state": {"type": "state",

"value": "(in dataframe1 data-file1) (available query1)
(query-result dataframe1 query1 filtered-dataframe)"}

"goals": {"type": "state",
"value": "(and (done-query query1)

(in filtered-dataframe chat-response)
(sent chat-response))"}}

Figure 4: Example of a structured output dictionary for getting the status of a trade.

• Objects: The dictionary includes the elements (as key-value pairs) that are required during execution,515

like the file where the information is stored, the dataframe that will be extracted from the file, the516

filtered-dataframe after filtering it regarding the user query and the chat response that would be517

generated and returned to the user518

• Initial State: Represents the initial state of the task, where the dataframe is inside the file, the system519

has the query defined and there is a query result after applying the query to the dataframe inside the520

file.521

• Goals: Represents the desired state where the query has been done, the filtered dataframe is present in522

the response to the user and the response is sent to the user with the information requested.523

B PDDL Problem524

The task dictionary is translated into a PDDL problem as shown in Listing 3.525

Listing 3: Problem Example.
(define (problem test-llm)

(:domain assistant)
(:objects ai - agent

data-file1 - data-file
dataframe1 filtered-dataframe - dataframe
chat-response - response
query1 - query)

(:init (in dataframe1 data-file1)
(available query1)
(query-result dataframe1 query1 filtered-dataframe))

(:goal (and (done-query query1)
(in filtered-dataframe chat-response)
(sent chat-response))))
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C Execution and Monitoring Functions526

Each action in the plan has a corresponding python implementation that executes the task in the real-world.527

Action shown in Listing 4 shows an example where the action reads the content of a data file and loads it into528

a dataframe. Listing 5 shows the python function that monitors the execution of the read-data action. This529

function checks whether the data read from the file is a dataframe instance or not. In case the execution of any530

action fails, GENPLANX replans. Another reason for replanning can be an action execution adding a new goal531

to the execution state. As an example, a read-email action can read the contents of an email, and generate a new532

set of goals related to the intents expressed in the email.533

Listing 4: read-data Python implementation.
def read_data (parameters, state):

# obtains the object names from the parameters of the action
data_var, file_var = parameters[1], parameters[2]
# gets the file path from the file entry in the execution state
path = state[file_var]["value"]
df = pd.read_csv(path)
columns = df.columns.tolist()
state[data_var] = {"type": "dataframe",

"value": df,
"columns": columns}

# adds columns of dataframe as new objects to the state
for col in columns:

if col not in state:
name = col.replace(" ", "-") + "_column"
name = name.lower()
state[name] = {"type": "column", "value": col}

return state

Listing 5: Function that monitors the success of the read-data action execution.
def read_data_success (action, state):

data_var = action[2]
success = (isinstance(state[data_var]["value"], pd.DataFrame))
return success
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D Example showing the utility of GENPLANX534

In this section, we present an example that shows the utility of GENPLANX. For an office task related to annual535

report presentation, we present Example 1 and demonstrate how GENPLANX successfully optimally solves the536

task.537

User Prompt for Example 1: Read data and generate a barchart from ‘balance’ against reference column ‘year.538

The available databases to read from are db1 with cost of reading 1 and db2 with cost of reading 3. db1 supports539

basic query. db2 supports optimized query. Create a slide with bar chart with title ‘Balance over years’, and540

add it to a presentation. Save the presentation on file genplanx/graph.pptx.541

The initial state and the goals generated by the LLM and compiled into PDDL are in Figure 5.

Initial State:
(in df1 db1) (in df2 db2) (reference reference1 reference-df)
(available query1) (query-result df1 query1 filtered-df)
(available query2) (query-result df1 query2 reference-df)
(database-query-optimized db2) (database-query-basic db1)
(= (database-cost database1) 1) (= (database-cost database2) 2)(= (total-cost) 0)

Goals:
(done-query query1) (done-query query2) (in-graph filtered-df reference-df bar-chart1)
(in bar-chart1 slide1) (in title1 slide1) (in slide1 presentation1) (in ppt1 ppt-file1)

Figure 5: Initial state, goals for Example1.
542

GENPLANX first needs to read the data from a database. Consider the situation where the data can be accessed543

from two databases, db1 and db2, which may differ in access protocols and design. The read step has two544

alternative choices for action parameter, read-data(db1) with cost 1 and read-data(db2) with cost 2. The545

choice made at the read step has an effect on the query step. db1 only support basic query (action query-data-546

basic) with cost 5, and db2 supports optimized query (action query-data-optimized) with cost 2. Reading547

data from db1 using a basic query results in a cost of 6 (1+5). Alternatively, when data is read from db2 using an548

optimized query is both valid and cost-effective, with a total cost of 4 (2+2). Therefore, the optimal plan should549

include read-data(db2) and query-data-optimized. With the help of a classical planner, GENPLANX is550

able to generate an optimal plan (as shown in Figure 6). When we asked the LLM, GPT-4O, to generate a plan551

for this task, it was unable to generate the optimal plan. We also show that even the o3-mini reasoning model552

does not generate correct or optimal plan consistently without additional hints.553

Figure 6: Step by step plan generated and executed by GENPLANX for Example 1.
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Figure 7: For each of our planning approaches, GENPLANX, LLM-DIRECT-PLAN, and LLM-
TRANSLATE-AND-PLAN, we measure the time spent by the respective LLM Client on translating
the user request from natural language to PDDL (left), and the time spent (in seconds per run) on
generating the plan (right). Since LLM-DIRECT-PLAN generates the plan without translation, its
translation time is 0. GENPLANX uses a classical planner for planning, and not the LLM Client,
hence its planning time is 0 for LLM Client. To see GENPLANX’s planning times, please refer to
Table 2.

E Additional Experimental Results554

This section presents detailed results for the experimental evaluation, including the impact of different LLM555

Clients and inclusion or exclusion (base case on Table 2) of action semantics.556

Table 2: Results of comparing GENPLANX against LLM-based approaches. We report the mean (and
standard deviation) for all configurations of LLM Client and prompts provided for all 50 user requests
in our test set. Each configuration is run five times per user request. LLM-DP = LLM-DIRECT-PLAN;
LLM-TP = LLM-TRANSLATE-AND-PLAN.

Approach Prompt Client Success Ratio Total Time Translation Time Planning Time

GENPLANX base GPT-4o 0.50 (0.50) 8.95 (2.12) 5.50 (1.80) 3.45 (1.41)
GENPLANX base o3-mini 0.41 (0.49) 23.60 (6.27) 20.08 (6.25) 3.53 (1.07)
LLM-DP base GPT-4o 0.26 (0.44) 3.67 (0.60) NA 3.67 (0.60)
LLM-DP base o3-mini 0.27 (0.44) 16.59 (5.66) NA 16.59 (5.66)
LLM-DP actions GPT-4o 0.21 (0.41) 3.86 (0.60) NA 3.86 (0.60)

semantics
LLM-DP actions o3-mini 0.19 (0.39) 15.12 (5.03) NA 15.12 (5.03)

semantics
LLM-TP base GPT-4o 0.29 (0.45) 9.33 (2.73) 5.64 (2.83) 3.69 (0.87)
LLM-TP base o3-mini 0.28 (0.45) 36.63 (10.13) 19.74 (5.04) 16.89 (7.91)
LLM-TP actions GPT-4o 0.17 (0.38) 9.43 (2.90) 5.67 (3.08) 3.76 (0.86)

semantics
LLM-TP actions o3-mini 0.11 (0.31) 40.96 (20.08) 20.21 (5.63) 20.75 (18.15)

semantics

E.1 Translation and Planning Time Breakdown for LLM Clients557

Following up from the discussion in Section 9.1, Figure 7 presents the time spent by the LLM Clients on558

translating the user request from natural language to PDDL (left), and the time taken to generate a plan (right).559

No GPUs were needed, and the LLMs were accessed via APIs. All experiments were run on Intel Xeon Gold560

6240R CPUs with 8 processors and 64GB RAM.561

E.2 Plan Validation562

Given a planning task in PDDL, a plan is valid if the sequence of actions can transform the initial state into a563

succession of states where the final state contains the goals. We perform this check as provided by the Unified564
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Planning library5. In GENPLANX, we require an additional validation because the LLM is also generating the565

planning task, which means a valid plan might not fulfill the original intent of the user’s request. Therefore,566

for each request in the test set, we include an expected plan that resolves the goal in the user’s request. This567

second validation against this plan is done for equivalence, as actions may appear in a different order due to568

plan symmetries, and the values of parameters (e.g., the identifier of a dataframe where a file is loaded) only569

need to represent equivalent objects. Note that plans can achieve the same goal even if these objects are named570

differently. This mechanism allowed us to identify failures categorized as ‘Different task’, which are valid plans571

that did not correspond to the original request. We verified that this validation process is sound based on a572

sample of 160 executions drawn from different tasks and configurations.573

F GENPLANX task generation prompt574

Below is an example of the full prompt GENPLANX uses to call the LLM575

You are working in an office environment.576

You have to carry out office-related actions that include providing responses to577

queries from employees or clients related to sales. Information is present578

on several systems of records (SOR). The schemas (columns) of those systems579

and their values are the following:580

Schema for SOR 1: [list of columns], Schema for SOR 2: [list of columns]581

Pay attention to the upper or lower case of the fields in the provided schema when582

creating queries to the databases. Given a request, decide whether to use or583

not an SOR and if so choose the appropriate SOR, and identify a set of intents584

on that request. Then, return a Python dictionary that contains information on585

all intents. You should not define a function or provide python code, but586

return the dictionary as your output. Do not use external tools. The keys of587

the dictionary are the elements of the task (entities), the ’init_state’ and588

the ’goals’. All keys have to be in lower case. ’init_state’ and ’goals’ are589

mandatory. The values of the dictionary keys are definition dictionaries. A590

definition dictionary is a python dictionary, where the keys are ’type’, ’value591

’, and some other element specific keys, such as ’to’, ’body’, or ’subject’ for592

emails. The types of the task are: pie-chart, bar-chart, histogram, column,593

value-counts, count, input-email, output-email, human-agent, ai-agent, excel-594

file, csv-file, regulation, dataframe, text, graph, title, api, data-file, pdf-595

file, word-file, text-file, powerpoint-file, section, news, row, file, email,596

data, model, data-contents, response, query, chat-history, ml-algorithm,597

presentation, appointments, appointments-item, slide, contents, data-type,598

agent, language, session, object. The entities’ values should be extracted from599

the intents on the request. You cannot use as keys of dictionary the names of600

types and you cannot use repeated keys. The value of ’init_state’ is a string601

whose contents is a state, where a state is a sequence of literals separated by602

spaces. The init_state represents what is known to be true at the beginning.603

Each literal is a tuple whose elements are separated by spaces. The first604

element of the literals is a predicate and the following elements are its605

arguments. Each argument ** must be a symbol (e.g. query1 or dataframe2) **.606

The following is a list of valid predicates, where each element is of the form607

(<predicate-name> <parameters>):608

(in ?c - contents ?c1 - contents)609

(in-data ?dt - data-type ?d - contents)610

(in-graph ?c - contents ?c1 - contents ?c3 - graph)611

(available ?o - object)612

(used ?c - contents)613

(data-type-contents ?dt - data-type ?dc - data-contents)614

(web-search-result ?q - text ?r - text)615

(deep-research-result ?q - text ?r - text)616

(merged-answer ?q - text ?r - text)617

(last-result ?q - text ?l - text)618

(query-result ?d - dataframe ?q - query ?d1 - data)619

(answer-llm ?q - text ?r - text)620

(extract-result ?a - api ?c - column ?v - text ?d - data)621

(done-merge)622

5https://unified-planning.readthedocs.io/en/latest/operation_modes.html#
planvalidator
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(reference ?c - column ?d - dataframe)623

(done-query ?q - query)624

(done-question ?q - text)625

(modified ?d - dataframe ?c - contents ?co - column ?t - text ?d1 -626

dataframe)627

(added-value ?d - dataframe ?c - contents ?co - column ?t - text ?d1 -628

dataframe)629

(merged ?d - dataframe ?d1 - dataframe ?d2 - dataframe)630

(deleted ?d - dataframe ?d1 - dataframe ?d2 - dataframe)631

(sent-contents ?rc - contents ?r - response)632

(sent ?r - response)633

(sent-email ?e - output-email ?c - contents)634

(read-email-contents ?c - contents ?f - file ?e - input-email)635

(replied-email ?e - input-email)636

(email-read ?e - input-email)637

(email-parsed ?e - input-email)638

(notified ?e - output-email ?c - contents)639

(explained ?c - contents ?c1 - contents)640

(translated ?c - contents ?l - language ?c1 - contents)641

(summarized ?c - contents ?c1 - contents)642

(search-result ?t - text ?q - text ?t1 - text)643

(news-result ?q - text ?r - dataframe)644

(fact-checked ?r - text)645

(checked-regulation ?q - text ?r - regulation)646

(before ?t - text ?t2 - text)647

(merged-text ?t1 - text ?t2 - text ?t3 - text)648

(relevant-to ?m - text ?t - text)649

(generated-from ?m - text ?r - text)650

(info-on ?d - data-contents ?g - graph ?p - presentation)651

(appointments-read ?s - appointments)652

(appointments-contents ?s - appointments ?d - dataframe)653

(free-slots ?d - dataframe ?d1 - dataframe)654

(learned-model ?l - ml-algorithm ?m - model ?d - dataframe ?c - column)655

(matched ?f1 - file ?f2 - file ?f3 - file ?m - dataframe)656

The parameters are defined as: <variable> - <type>. The value of ’goals’ is the list657

of intents, also represented as a state (list of literals). Take the types658

into account when defining the literals in the states (init_state and goal).659

For example, if you want to express that a file F contains a dataframe D, add660

to the init_state the literal ’(in D F)’. ** You cannot use elements of other661

types as arguments of the corresponding predicate. Make sure all parameters of662

all literals that appear in the ’init_state’ and ’goals’ have an entry in the663

output dictionary. Everything that is true at start should be in the ’664

init_state’. Everything that you would like to be true at the end should be665

specified in the ’goals’. If you find more than one intent in the request,666

merge the dictionaries into a single dictionary. In order to merge the667

dictionaries, add all entities found. Also, the merged ’init_state’ will be the668

list of all literals in all the intents’ ’init_state’. Likewise, the merged ’669

goals’ will be the list of all literals on all intents’ ’goals’. Do not include670

literals from the goals in the initial state. Use one chat response. Make sure671

you format the output properly and take into account all the previous672

constraints. When creating queries to databases please take into account673

semantics. As an example, if the request asks about not matched transactions,674

check for all semantically equivalent values, as unmatched. Do not return675

Output: in the output. **676

I will give you now several examples with their corresponding output as ’677

Intent: <intent>678

Output:679

<dictionary>’.680

Examples:681

Intent: Summarize682

Output:683

{’text1’: {"type": "text", "value": "matched"}, ’text2’: {’type’: ’text’, ’value’: ’684

text2’}, ’init_state’: {’type’: ’state’, ’value’: ’’}, ’goals’: {’type’: ’state685

’, ’value’: ’(and (summarized text1 text2))’}}686

687

18



Intent: Explain688

Output:689

{’text1’: {"type": "text", "value": "matched"}, ’text2’: {’type’: ’text’, ’value’: ’690

text2’}, ’init_state’: {’type’: ’state’, ’value’: ’(available text1)’}, ’goals’:691

{’type’: ’state’, ’value’: ’(and (explained text1 text2))’}}692

693

Intent: Unknown Intent/Anything else/Something unrelated to the above intents694

Output:695

{"chat-response": {"type": "response", "value": "Apologies, I’m not able to help696

with that. Try another question!"}, "init_state": {"type": "state", "value": "(697

available chat-response)"}, "goals": {"type": "state", "value": "(and (sent698

chat-response))"}}699

700

Intent:701
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NeurIPS Paper Checklist702

1. Claims703

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s704

contributions and scope?705

Answer: [Yes]706

Justification: The main claims made in the abstract and introduction are regarding the efficacy707

of GENPLANX and how its results compare with LLM approaches. This reflects the scope and708

contributions of the paper as outlined in Section 9.709

Guidelines:710

• The answer NA means that the abstract and introduction do not include the claims made in the711

paper.712

• The abstract and/or introduction should clearly state the claims made, including the contributions713

made in the paper and important assumptions and limitations. A No or NA answer to this714

question will not be perceived well by the reviewers.715

• The claims made should match theoretical and experimental results, and reflect how much the716

results can be expected to generalize to other settings.717

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not718

attained by the paper.719

2. Limitations720

Question: Does the paper discuss the limitations of the work performed by the authors?721

Answer: [Yes]722

Justification: Section 11 addresses the current limitations of our work.723

Guidelines:724

• The answer NA means that the paper has no limitation while the answer No means that the paper725

has limitations, but those are not discussed in the paper.726

• The authors are encouraged to create a separate "Limitations" section in their paper.727

• The paper should point out any strong assumptions and how robust the results are to violations of728

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,729

asymptotic approximations only holding locally). The authors should reflect on how these730

assumptions might be violated in practice and what the implications would be.731

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested732

on a few datasets or with a few runs. In general, empirical results often depend on implicit733

assumptions, which should be articulated.734

• The authors should reflect on the factors that influence the performance of the approach. For735

example, a facial recognition algorithm may perform poorly when image resolution is low or736

images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide737

closed captions for online lectures because it fails to handle technical jargon.738

• The authors should discuss the computational efficiency of the proposed algorithms and how739

they scale with dataset size.740

• If applicable, the authors should discuss possible limitations of their approach to address problems741

of privacy and fairness.742

• While the authors might fear that complete honesty about limitations might be used by reviewers743

as grounds for rejection, a worse outcome might be that reviewers discover limitations that744

aren’t acknowledged in the paper. The authors should use their best judgment and recognize745

that individual actions in favor of transparency play an important role in developing norms that746

preserve the integrity of the community. Reviewers will be specifically instructed to not penalize747

honesty concerning limitations.748

3. Theory assumptions and proofs749

Question: For each theoretical result, does the paper provide the full set of assumptions and a complete750

(and correct) proof?751

Answer: [NA] .752

Justification: There are not theoretical results.753

Guidelines:754

• The answer NA means that the paper does not include theoretical results.755

• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.756
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• All assumptions should be clearly stated or referenced in the statement of any theorems.757

• The proofs can either appear in the main paper or the supplemental material, but if they appear in758

the supplemental material, the authors are encouraged to provide a short proof sketch to provide759

intuition.760

• Inversely, any informal proof provided in the core of the paper should be complemented by761

formal proofs provided in appendix or supplemental material.762

• Theorems and Lemmas that the proof relies upon should be properly referenced.763

4. Experimental result reproducibility764

Question: Does the paper fully disclose all the information needed to reproduce the main experimental765

results of the paper to the extent that it affects the main claims and/or conclusions of the paper766

(regardless of whether the code and data are provided or not)?767

Answer:[Yes]768

Justification: The prompts, models and their parameters have been disclosed in Sections 6 – 9769

Guidelines:770

• The answer NA means that the paper does not include experiments.771

• If the paper includes experiments, a No answer to this question will not be perceived well by the772

reviewers: Making the paper reproducible is important, regardless of whether the code and data773

are provided or not.774

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make775

their results reproducible or verifiable.776

• Depending on the contribution, reproducibility can be accomplished in various ways. For777

example, if the contribution is a novel architecture, describing the architecture fully might suffice,778

or if the contribution is a specific model and empirical evaluation, it may be necessary to either779

make it possible for others to replicate the model with the same dataset, or provide access to780

the model. In general. releasing code and data is often one good way to accomplish this, but781

reproducibility can also be provided via detailed instructions for how to replicate the results,782

access to a hosted model (e.g., in the case of a large language model), releasing of a model783

checkpoint, or other means that are appropriate to the research performed.784

• While NeurIPS does not require releasing code, the conference does require all submissions785

to provide some reasonable avenue for reproducibility, which may depend on the nature of the786

contribution. For example787

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to788

reproduce that algorithm.789

(b) If the contribution is primarily a new model architecture, the paper should describe the790

architecture clearly and fully.791

(c) If the contribution is a new model (e.g., a large language model), then there should either be792

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,793

with an open-source dataset or instructions for how to construct the dataset).794

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are795

welcome to describe the particular way they provide for reproducibility. In the case of796

closed-source models, it may be that access to the model is limited in some way (e.g.,797

to registered users), but it should be possible for other researchers to have some path to798

reproducing or verifying the results.799

5. Open access to data and code800

Question: Does the paper provide open access to the data and code, with sufficient instructions to801

faithfully reproduce the main experimental results, as described in supplemental material?802

Answer: [No]803

Justification: While our work does not disclose the actual code and data, all efforts have been taken to804

ensure maximum transparency in our architecture, modeling and approach.805

Guidelines:806

• The answer NA means that paper does not include experiments requiring code.807

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/808

guides/CodeSubmissionPolicy) for more details.809

• While we encourage the release of code and data, we understand that this might not be possible,810

so No is an acceptable answer. Papers cannot be rejected simply for not including code, unless811

this is central to the contribution (e.g., for a new open-source benchmark).812

• The instructions should contain the exact command and environment needed to run to reproduce813

the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/814

guides/CodeSubmissionPolicy) for more details.815
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• The authors should provide instructions on data access and preparation, including how to access816

the raw data, preprocessed data, intermediate data, and generated data, etc.817

• The authors should provide scripts to reproduce all experimental results for the new proposed818

method and baselines. If only a subset of experiments are reproducible, they should state which819

ones are omitted from the script and why.820

• At submission time, to preserve anonymity, the authors should release anonymized versions (if821

applicable).822

• Providing as much information as possible in supplemental material (appended to the paper) is823

recommended, but including URLs to data and code is permitted.824

6. Experimental setting/details825

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,826

how they were chosen, type of optimizer, etc.) necessary to understand the results?827

Answer: [Yes]828

Justification: All details regarding the LLMs used, planners and other modules have been disclosed in829

the paper.830

Guidelines:831

• The answer NA means that the paper does not include experiments.832

• The experimental setting should be presented in the core of the paper to a level of detail that is833

necessary to appreciate the results and make sense of them.834

• The full details can be provided either with the code, in appendix, or as supplemental material.835

7. Experiment statistical significance836

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-837

tion about the statistical significance of the experiments?838

Answer: [Yes]839

Justification: All experiments across the paper contain the average results across five runs per configu-840

ration for each of the 50 user requests and also show the standard deviation.841

Guidelines:842

• The answer NA means that the paper does not include experiments.843

• The authors should answer "Yes" if the results are accompanied by error bars, confidence844

intervals, or statistical significance tests, at least for the experiments that support the main claims845

of the paper.846

• The factors of variability that the error bars are capturing should be clearly stated (for example,847

train/test split, initialization, random drawing of some parameter, or overall run with given848

experimental conditions).849

• The method for calculating the error bars should be explained (closed form formula, call to a850

library function, bootstrap, etc.)851

• The assumptions made should be given (e.g., Normally distributed errors).852

• It should be clear whether the error bar is the standard deviation or the standard error of the853

mean.854

• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report855

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is856

not verified.857

• For asymmetric distributions, the authors should be careful not to show in tables or figures858

symmetric error bars that would yield results that are out of range (e.g. negative error rates).859

• If error bars are reported in tables or plots, The authors should explain in the text how they were860

calculated and reference the corresponding figures or tables in the text.861

8. Experiments compute resources862

Question: For each experiment, does the paper provide sufficient information on the computer863

resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?864

Answer: [Yes]865

Justification: Information on the compute resrouces have been provided as a part of the Appendix866

Section E.1. Justification: For all experiments, the time of execution along with the mean and standard867

deviation has been reported.868

Guidelines:869

• The answer NA means that the paper does not include experiments.870
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud871

provider, including relevant memory and storage.872

• The paper should provide the amount of compute required for each of the individual experimental873

runs as well as estimate the total compute.874

• The paper should disclose whether the full research project required more compute than the875

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into876

the paper).877

9. Code of ethics878

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code879

of Ethics https://neurips.cc/public/EthicsGuidelines?880

Answer: [Yes]881

Justification: The research conforms to the code of ethics.882

Guidelines:883

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.884

• If the authors answer No, they should explain the special circumstances that require a deviation885

from the Code of Ethics.886

• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due887

to laws or regulations in their jurisdiction).888

10. Broader impacts889

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts890

of the work performed?891

Answer: [NA]892

Justification: Our work currently is a method to incorporate planning and LLMs into automating office893

tasks. This does not have direct societal impact in its current state.894

Guidelines:895

• The answer NA means that there is no societal impact of the work performed.896

• If the authors answer NA or No, they should explain why their work has no societal impact or897

why the paper does not address societal impact.898

• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,899

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-900

ment of technologies that could make decisions that unfairly impact specific groups), privacy901

considerations, and security considerations.902

• The conference expects that many papers will be foundational research and not tied to particular903

applications, let alone deployments. However, if there is a direct path to any negative applications,904

the authors should point it out. For example, it is legitimate to point out that an improvement in905

the quality of generative models could be used to generate deepfakes for disinformation. On the906

other hand, it is not needed to point out that a generic algorithm for optimizing neural networks907

could enable people to train models that generate Deepfakes faster.908

• The authors should consider possible harms that could arise when the technology is being used909

as intended and functioning correctly, harms that could arise when the technology is being used910

as intended but gives incorrect results, and harms following from (intentional or unintentional)911

misuse of the technology.912

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies913

(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-914

ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the915

efficiency and accessibility of ML).916

11. Safeguards917

Question: Does the paper describe safeguards that have been put in place for responsible release of918

data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or919

scraped datasets)?920

Answer: [NA]921

Justification: Our current work does not involve the release of data or models.922

Guidelines:923

• The answer NA means that the paper poses no such risks.924

• Released models that have a high risk for misuse or dual-use should be released with necessary925

safeguards to allow for controlled use of the model, for example by requiring that users adhere to926

usage guidelines or restrictions to access the model or implementing safety filters.927
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• Datasets that have been scraped from the Internet could pose safety risks. The authors should928

describe how they avoided releasing unsafe images.929

• We recognize that providing effective safeguards is challenging, and many papers do not require930

this, but we encourage authors to take this into account and make a best faith effort.931

12. Licenses for existing assets932

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,933

properly credited and are the license and terms of use explicitly mentioned and properly respected?934

Answer: [Yes]935

Justification: The creators of the models have been properly cited.936

Guidelines:937

• The answer NA means that the paper does not use existing assets.938

• The authors should cite the original paper that produced the code package or dataset.939

• The authors should state which version of the asset is used and, if possible, include a URL.940

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.941

• For scraped data from a particular source (e.g., website), the copyright and terms of service of942

that source should be provided.943

• If assets are released, the license, copyright information, and terms of use in the package should944

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for945

some datasets. Their licensing guide can help determine the license of a dataset.946

• For existing datasets that are re-packaged, both the original license and the license of the derived947

asset (if it has changed) should be provided.948

• If this information is not available online, the authors are encouraged to reach out to the asset’s949

creators.950

13. New assets951

Question: Are new assets introduced in the paper well documented and is the documentation provided952

alongside the assets?953

Answer: [NA]954

Justification: Our work does not release any assets.955

Guidelines:956

• The answer NA means that the paper does not release new assets.957

• Researchers should communicate the details of the dataset/code/model as part of their sub-958

missions via structured templates. This includes details about training, license, limitations,959

etc.960

• The paper should discuss whether and how consent was obtained from people whose asset is961

used.962

• At submission time, remember to anonymize your assets (if applicable). You can either create an963

anonymized URL or include an anonymized zip file.964

14. Crowdsourcing and research with human subjects965

Question: For crowdsourcing experiments and research with human subjects, does the paper include966

the full text of instructions given to participants and screenshots, if applicable, as well as details about967

compensation (if any)?968

Answer: [NA]969

Justification: Our work does not involve crowd sourcing or research with human subjects.970

Guidelines:971

• The answer NA means that the paper does not involve crowdsourcing nor research with human972

subjects.973

• Including this information in the supplemental material is fine, but if the main contribution of the974

paper involves human subjects, then as much detail as possible should be included in the main975

paper.976

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other977

labor should be paid at least the minimum wage in the country of the data collector.978

15. Institutional review board (IRB) approvals or equivalent for research with human subjects979

Question: Does the paper describe potential risks incurred by study participants, whether such980

risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an981

equivalent approval/review based on the requirements of your country or institution) were obtained?982
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Answer: [NA]983

Justification: Our work does not involve crowd sourcing or research with human subjects.984

Guidelines:985

• The answer NA means that the paper does not involve crowdsourcing nor research with human986

subjects.987

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be988

required for any human subjects research. If you obtained IRB approval, you should clearly state989

this in the paper.990

• We recognize that the procedures for this may vary significantly between institutions and991

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for992

their institution.993

• For initial submissions, do not include any information that would break anonymity (if applica-994

ble), such as the institution conducting the review.995

16. Declaration of LLM usage996

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard997

component of the core methods in this research? Note that if the LLM is used only for writing,998

editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or999

originality of the research, declaration is not required.1000

Answer: [Yes]1001

Justification: LLMs are important to GENPLANX and this has been sufficiently described.1002

Guidelines:1003

• The answer NA means that the core method development in this research does not involve LLMs1004

as any important, original, or non-standard components.1005

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what1006

should or should not be described.1007
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