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Abstract

Recent advancements in text-guided image editing have achieved notable success
by leveraging natural language prompts for fine-grained semantic control. How-
ever, certain editing semantics are challenging to specify precisely using textual
descriptions alone. A practical alternative involves learning editing semantics from
paired source-target examples. Existing exemplar-based editing methods still rely
on text prompts describing the change within paired examples or learning implicit
text-based editing instructions. In this paper, we introduce PairEdit, a novel visual
editing method designed to effectively learn complex editing semantics from a
limited number of image pairs or even a single image pair, without using any textual
guidance. We propose a target noise prediction that explicitly models semantic
variations within paired images through a guidance direction term. Moreover, we
introduce a content-preserving noise schedule to facilitate more effective semantic
learning. We also propose optimizing distinct LoRAs to disentangle the learning of
semantic variations from content. Extensive qualitative and quantitative evaluations
demonstrate that PairEdit successfully learns intricate semantics while significantly
improving content consistency compared to baseline methods. Code is available at
https://github.com/xudonmao/PairEdit.
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Figure 1: Editing results of PairEdit trained on three image pairs (1st-2nd rows) or a single image pair
(3rd row). Our method effectively captures semantic variations between source and target images.
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1 Introduction

Recent advancements in diffusion models [23, 48] have significantly improved the quality and
diversity of visual outputs, particularly in text-to-image synthesis tasks. The versatility of diffusion-
based frameworks has further expanded their applicability beyond image generation into sophisticated
image editing domains. Notably, text-guided editing has emerged as a powerful method, enabling
fine-grained control over semantic attributes through natural language prompts [22, 42]. Additionally,
diffusion models have been effectively employed in image-guided editing tasks [67, 10], facilitating
the transformation of visual inputs guided by reference images, and in instructional editing tasks [5,
19], allowing intuitive edits through explicit instructions.

Among these, text-guided image editing has achieved remarkable success, enabling precise and
flexible editing. Nevertheless, certain editing semantics are challenging to specify clearly through
textual descriptions alone. A practical alternative involves learning semantics directly from paired
images—consisting of before-and-after editing examples. However, existing exemplar-based editing
methods typically rely on large language models or manual efforts to provide text prompts describing
the change from source to target images [21, 9], or require encoding the change into the latent space
of pre-trained instructional editing models [41, 56]. Notably, Concept Slider [18] introduces a loss
function designed to train a single LoRA [24] with opposing scaling factors (positive and negative)
to capture semantic variations by compelling predictions of identical noise. However, as illustrated
in Figure 3, this method still struggles with learning complex semantics and maintaining content
consistency between original and edited images.

In this paper, we introduce PairEdit, a novel visual editing method capable of effectively learning
complex semantics from a small set of image pairs or even from a single image pair, without using any
textual guidance. We explore optimizing LoRA to capture semantic variations between source and
target images. To this end, we introduce a guidance-based noise prediction for LoRA optimization,
explicitly modeling semantic variations by converting paired images into a guidance direction (i.e.,
ϵtarget − ϵsource). Furthermore, we propose a content-preserving noise schedule designed to align the
guidance scale with the LoRA scaling factor, enabling more effective semantic learning.

To disentangle semantic variation from content within paired images, we propose separating their
learning processes by jointly optimizing two distinct LoRA modules: a content LoRA and a semantic
LoRA. This optimization strategy encourages the content LoRA to reconstruct the source image
while guiding the semantic LoRA to capture semantic variations from source to target images.

Our approach facilitates visual image editing based on a limited number of paired examples, effec-
tively learning various semantics such as appearance change, age progression, and stylistic trans-
formation. Moreover, our approach enables continuous control over the semantics by adjusting the
scaling factor of the learned semantic LoRA. We demonstrate the effectiveness of our method through
comprehensive qualitative and quantitative evaluations against several state-of-the-art methods. The
results show that PairEdit achieves superior performance in terms of both identity preservation and
semantic fidelity compared to existing baselines.

2 Related Work

Text-to-Image Diffusion Models. Diffusion models [54, 57, 23] have emerged as a dominant
paradigm in text-to-image synthesis, which progressively refines Gaussian noise into high-quality
images. In particular, latent diffusion models [48] employ U-Net architectures [49] to efficiently
denoise in compressed latent spaces, setting the stage for notable improvements in resolution and
scalability. Recent developments [14, 32] have initiated a shift from U-Net to vision transformer-
based architectures, known as Diffusion Transformers (DiTs) [45]. These models utilize global
attention mechanisms and advanced positional encodings to enhance model capacity and performance.
These DiT-based diffusion models, such as Flux [32] and Stable Diffusion 3 [15], have consistently
demonstrated state-of-the-art generation quality, with performance scaling predictably with model
size. Moreover, flow-matching objectives [33, 34] have further enhanced the generation quality of
these DiT-based models. Leveraging these advancements, Flux has achieved remarkable success in
various applications such as image editing [13, 50, 61], personalized generation [16, 29, 66], and
reference image generation [25, 37].
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Image Editing. Generative adversarial networks [20, 38] have been extensively studied in the
context of image editing by leveraging their expressive latent spaces [73, 52]. Recently, diffusion
models, known for their superior capabilities in text-to-image generation, have attracted significant
attention in image editing. Various input conditions have been investigated in diffusion-based image
editing methods, as reviewed in [26]. Among these, text-guided image editing has achieved great
success, offering an intuitive and flexible way for users to describe desired edits. This category
includes approaches utilizing either descriptive texts for the edited image [22, 31, 30, 43, 60, 6, 44, 4]
or explicit editing instructions [5, 19, 53, 72, 17, 27]. Additionally, some methods employ masks as
input conditions to achieve precise control [69, 12, 63, 1, 2, 74], while others utilize reference images
to guide the editing [70, 68, 58, 67, 10]. Another notable approach involves learning semantics
directly from paired examples [3, 64, 18].

Exemplar-based Image Editing. Exemplar-based image editing has emerged as a powerful
paradigm in image editing, effectively leveraging paired examples rather than relying on explicit
textual instructions. MAE-VQGAN [3] first poses this problem as an image inpainting task, a
framework that has since been adopted by several approaches [59, 64, 36, 21]. Alternative techniques
utilize ControlNet-based architectures [70], as demonstrated by methods such as InstructGIE [40]
and PromptDiffusion [65], which treat example images as spatial conditions. Other approaches build
on the generalization capabilities of InstructPix2Pix [5] by inverting visual instructions into textual
embeddings [41] or into LoRA weights [56]. Pair Customization [28] explicitly learns separate
LoRAs for style and content within an image pair. Concept Slider [18] introduces a loss function that
encourages a single LoRA with opposing scaling factors (positive and negative) to capture semantic
variations by constraining them to predict the same noise. Despite these advancements, existing
methods still face significant challenges in learning complex editing semantics from paired examples
while maintaining content consistency between the original and edited images.

3 Method

3.1 Preliminaries

Rectified-Flow Models. Our approach is based on the Flux model, a type of rectified-flow
model [33, 35] for text-to-image generation. Rectified-flow models define a transition from a
Gaussian noise distribution p1 to the real data distribution p0. Given empirical observations from
two distributions x0 ∼ p0, x1 ∼ p1, and t ∈ [0, 1], the forward process of rectified-flow models is
modeled as a continuous path:

xt = (1− t)x0 + tϵ, ϵ ∼ N(0, 1) (1)

To reverse this process and recover data from noise, a velocity prediction network vθ is trained to
predict the velocity v of the flow. This network can serve as a noise prediction network ϵθ using the
reparameterization technique introduced in [14].

Classifier-Free Guidance. Classifier-Free Guidance (CFG) is a technique introduced to improve
the quality and controllability of samples generated by diffusion models without requiring an external
classifier. CFG leverages the same prediction network ϵθ in both conditional and unconditional modes.
During sampling, predictions from the conditional model and the unconditional model are combined
using a guidance scale γ:

ϵ̂θ = ϵθ(xt,∅) + γ (ϵθ(xt, y)− ϵθ(xt,∅)) . (2)

The term ϵθ(xt, y)− ϵθ(xt,∅) is often referred to as the guidance direction. Our approach aims to
construct a guidance direction corresponding to the target semantic variation observed within the
paired images.

3.2 Learning Semantic Variations with PairEdit

Our goal is to learn semantic variations from a small set of image pairs. The key challenge lies
in extracting accurate semantics that generalize well to editing new images. We introduce a novel
LoRA-based method enabling precise and continuous image editing using only a few image pairs
or even a single pair. Our method is based on three main ideas. First, we propose a guidance-based
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Figure 2: Overview of PairEdit. (Left) Given a pair of source and target images, we jointly train
two LoRAs: a content LoRA, which reconstructs the source image using the standard diffusion loss
(Eq. 3), and a semantic LoRA, which captures the semantic difference between the paired images
using the proposed semantic loss (Eq. 10). (Right) During inference, when applying the learned
semantic LoRA, the original image is edited towards the target semantic.

noise prediction that helps LoRA learn semantic variations from source to target images. Second,
we introduce a content-preserving noise schedule for more effective semantic learning. Third, we
propose separating semantic variation from content within image pairs by using two distinct LoRA
adapters. An overview of the proposed PairEdit framework is depicted in Figure 2.

Separating Semantic Variation and Content. Our approach leverages the fact that paired images
share the same content but differ only in target semantics. Inspired by recent studies in image
stylization [28, 8], we jointly optimize two distinct LoRAs: a content LoRA, which reconstructs the
source image, and a semantic LoRA, which captures semantic differences between source and target
images. As illustrated in Figure 2, given the noised source image as input, the content LoRA aims to
reconstruct the source image, while the semantic LoRA transforms the noised source image into the
target image. Formally, we denote the content and semantic LoRA weights as θc and θs, respectively.
For the content LoRA, we employ a standard diffusion loss for reconstruction:

Lcontent = ExA
0 ,ϵ0,t

[
∥ϵ0 − ϵθc(x

A
t ,∅)∥22

]
, (3)

where xA
0 and xA

t denote the original and noised source images, respectively. For the semantic
LoRA, however, we cannot simply rely on the reconstruction loss, as it involves denoising the noised
source image toward the target image. Therefore, we explicitly model the semantic variation using a
guidance direction term.

Guidance-based Semantic Variation. As illustrated at the bottom of Figure 2, we jointly leverage
the content and semantic LoRAs to denoise the noised source image toward the target image. To
achieve this, the predicted noise by these two LoRAs should incorporate the semantic variation from
source to target images. Inspired by CFG (Eq. 2), we propose encoding the semantic variation into
the CFG guidance direction. Thus, the target prediction noise ϵ∗ for content and semantic LoRAs is
defined as:

ϵ∗ = ϵθ∗
c
(xA

t ,∅) + γ(ϵθ∗
c,s
(xA

t ,∅)− ϵθ∗
c
(xA

t ,∅)), (4)

where θ∗ denotes the “ground truth” weights for content and semantic LoRAs, and γ controls the
strength of the guidance. In this equation, the first term ϵθ∗

c
corresponds to content reconstruction,

while the guidance direction term ϵθ∗
c,s
− ϵθ∗

c
corresponds to semantic variation. For simplicity, we

denote ϵθ∗
c
(xA

t ,∅) and ϵθ∗
c,s
(xA

t ,∅) as ϵAt and ϵBt , respectively. Note that the first term ϵθ∗
c

can be
replaced with the true noise ϵ0 added to the source image. Thus, we reformulate Eq. 4 as:

ϵ∗ = ϵ0 +
γ

∆t
[(xA

t −∆tϵAt )− (xA
t −∆tϵBt )]. (5)

Applying the denoising formula (i.e., xt−∆t = xt − ∆tϵ), and considering that ϵBt denoises the
source image towards the target image, we derive:

ϵ∗ = ϵ0 +
γ

∆t
(xA

t−∆t − xB
t−∆t). (6)
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Utilizing Eq. 1 and applying identical noise to both source and target images, we obtain xA
t−∆t −

xB
t−∆t = (1− t+∆t)(xA

0 − xB
0 ), yielding:

ϵ∗ = ϵ0 +
γ

∆t
(1− t+∆t)(xA

0 − xB
0 ). (7)

Here, the weight γ
∆t (1− t+∆t) is time-dependent. However, in practice, it is beneficial to establish

a fixed weight aligned with a constant scaling factor of LoRA during optimization. To address this
issue, we introduce a new noise schedule designed to make the weight of xA

0 − xB
0 time-independent.

Content-Preserving Noise Schedule. To achieve a time-independent weight for xA
0 − xB

0 , we
propose a new noise schedule defined as:

xt = x0 + tβϵ, (8)

where β controls the strength of the noise. Compared to the standard noise schedule (Eq. 1), our
method preserves content information when t = 1; hence, we refer to it as the content-preserving
noise schedule. Using this schedule, we derive xA

t−∆t − xB
t−∆t = xA

0 − xB
0 when applying identical

noise to xA
0 and xB

0 . Consequently, the target noise prediction becomes:

ϵ∗ = βϵ0 + η(xA
0 − xB

0 ), (9)

where η = γ
∆t .

As illustrated at the bottom of Figure 2, our semantic variation loss encourages the predicted noise
ϵθc,s by content and semantic LoRAs towards the target noise ϵ∗, which is defined as:

Lsemantic = ExA
0 ,xB

0 ,ϵ0,t

[
∥ϵ∗ − ϵθc,s(x

A
t ,∅)∥22

]
. (10)

It is important to note that we optimize only the semantic LoRA weights with this loss, stopping
gradient flow to the content LoRA weights. The benefits of our content-preserving noise schedule are
two-fold. First, we set a fixed η aligned with a constant scaling factor of the semantic LoRA, which
stabilizes the training process. Second, for large t values, our method preserves content information,
resulting in meaningful semantic differences in xA

t−∆t − xB
t−∆t (Eq. 6). In contrast, with the standard

noise schedule, xA
t−∆t − xB

t−∆t becomes meaningless as both xA
t−∆t and xB

t−∆t approach pure noise.

Although our noise schedule differs from the original one of the pretrained diffusion model, the
pretrained model already has a general capability to handle and effectively denoise noisy inputs.
Furthermore, LoRA can adapt the model’s existing knowledge to this new noising approach. During
inference, we follow the approach of [39, 18] by disabling the semantic LoRA for the initial t steps
to maintain content structure. Thus, the semantic LoRA does not need to learn denoising from purely
noisy inputs.

Our full objective is:

θ∗s = arg min
θc,θs

Lcontent + λLsemantic, (11)

where λ controls the strength of the semantic loss.

4 Experiments

4.1 Implementation and Evaluation Setup

Implementation Details. Our implementation is based on the publicly available FLUX.1-dev2,
with both model weights and text encoders frozen. The rank of LoRA weights is set to 16. The
parameter β is set to 3 for global editing semantics (e.g., stylization) and 1 for local editing semantics
(e.g., smile). For all experiments, η and λ are set to 4 and 1, respectively. We jointly train content
and semantic LoRAs for 500 steps using a learning rate of 2 × 10−3. The entire training process
takes approximately 8 minutes on a single NVIDIA A100 80GB GPU. Following [39, 18], we set the
LoRA scaling factor to 0 during the initial 14 steps to maintain the structure of the original image.
Additional implementation details for our method and baseline methods are provided in Appendix A.

2https://huggingface.co/black-forest-labs/FLUX.1-dev
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Source Target Original VISII Transfer Slider Ours

Figure 3: Qualitative comparison. We present exemplar-based image editing results of our method
and three baseline methods, including VISII [41], Transfer [9], and Slider [18]. Our method demon-
strates superior performance in accurately editing the original image while preserving its content.

Datasets. We create paired source and target images as follows: First, we apply existing image
editing techniques, such as SDEdit [39], to translate source images into preliminary target images.
Next, we transfer edited regions from the preliminary target images onto the corresponding regions of
source images, generating the final target images. Additionally, some image pairs are collected from
the web or sourced from [28]. For semantic learning, PairEdit is trained using either three image pairs
(e.g., age, chubbiness, and elf ears) or a single image pair (e.g., stylization, lipstick, and dragon eyes).

Evaluation Setup. We compare our method with four exemplar-based editing methods: VISII [41],
Edit Transfer [9], Pair Customization [28], and Visual Concept Slider [18], as well as two text-based
editing methods that support continuous editing: SDEdit [39] and Textual Concept Slider [18]. For
quantitative evaluation, we assess each method across four distinct semantics: age, smile, chubbiness,
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Source Target Source Target Source Target Source Target

Original PairCustom Original PairCustom Original PairCustom Original PairCustom

Original Ours Original Ours Original Ours Original Ours

Figure 4: Qualitative comparison to Pair Customization [28]. As the official implementation of Pair
Customization produces different outputs than the official FLUX.1-dev model for the same seed, we
use different original images for comparison.

Original Age +

Original Chubby +

Original Beard +

Original Age −

Original Chubby −

Original Beard −

Figure 5: Examples of continuous editing by our method. By adjusting the scaling factor of the
learned LoRA, our method enables a high-fidelity and fine-grained control over the semantic from
exemplar images.

and glasses. For each semantic, we generate 500 pairs of original and edited images using the same
random seed across all methods.

4.2 Results

Qualitative Evaluation. Figures 3 and 4 present visual comparisons of editing results between
our method and the baselines. As the official implementation of Pair Customization [28] produces
different outputs than the official FLUX.1-dev model for the same seed, we use different original
images for comparison in Figure 4. We examine various editing tasks, including facial feature
transformation, appearance alteration, and accessory addition. As shown, VISII [41] struggles to
accurately capture semantic variations between source and target images, generating low-quality
results. Edit Transfer [9] fails to capture semantic variations and produces images nearly identical
to the original. Concept Slider [18] captures some semantic variations but consistently fails to
preserve the identity of the original image. It also struggles with complex semantics (e.g., elf ears
and chubbiness) and exhibits limited generalization capability (e.g., adding glasses to dogs). Pair
Customization [28] fails to capture complex semantics and to preserve consistency with the original
image. In contrast, PairEdit successfully performs all desired edits learned from paired examples.
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Real image Reconst. Age Elf ear Eye size Chubby Glasses

Figure 6: Real image editing. The reconstructed image is obtained by optimizing a LoRA over the
real image. We apply the learned semantic LoRAs to the reconstructed image by merging the LoRAs
during inference.

Table 1: Quantitative comparison. We evaluate each method by measuring identity preservation
when performing similar editing magnitude. Identity preservation is measured using LPIPS distance,
and editing magnitude is measured using the cosine similarity over CLIP embeddings.

Semantics
SDEdit Textual Slider Visual Slider Ours

CLIP↑ LPIPS↓ CLIP↑ LPIPS↓ CLIP↑ LPIPS↓ CLIP↑ LPIPS↓
Age 0.2285 0.1956 0.2266 0.1631 0.2257 0.1716 0.2382 0.1359
Smile 0.2533 0.1419 0.2556 0.1749 0.2724 0.1380 0.2896 0.1120
Chubbiness 0.2347 0.2173 0.2332 0.1423 0.2329 0.1747 0.2420 0.0815
Glasses 0.2419 0.1370 0.2427 0.1602 0.2421 0.1706 0.2886 0.0911

Moreover, our method achieves high-quality continuous editing by adjusting the scaling factor of the
learned semantic LoRA, as illustrated in Figure 5. Additional qualitative evaluations are provided in
Appendix B, and we also present a visual comparison of editing results using a single image pair in
Appendix F.

Quantitative Evaluation. For quantitative assessment, we compare our method with three baselines
that support continuous editing. We evaluate each method by measuring identity preservation while
maintaining a similar editing magnitude. To ensure valid editing for the baselines, we employ a set of
simple semantics for evaluation. Identity preservation is quantified using the LPIPS distance [71]
between the original and edited images, while editing magnitude is measured via cosine similarity
between CLIP embeddings [47] of the edited images and their corresponding textual editing de-
scriptions. As demonstrated in Table 1, our method achieves significantly lower LPIPS distances
compared to the baselines when applying comparable editing magnitudes. Additionally, we present
DINO [7] results in Appendix C.

Table 2: User Study. Participants were asked
to select the image exhibiting superior editing
quality while preserving the identity.

Baselines Prefer Baseline Prefer Ours

VISII [41] 6.2% 93.8%
Analogist [21] 1.3% 98.7%
Slider [18] 3.8% 96.2%

User Study. We also conducted a user study to
evaluate our method. In each question, participants
were shown a pair of source and target images, an
original image, and two edited images: one pro-
duced by our method and the other by a baseline
method. Participants were asked to select the image
exhibiting superior editing quality while preserv-
ing the original identity. A total of 720 responses
were collected from 24 participants, as detailed in
Table 2. The results clearly indicate a strong pref-
erence for our method.
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Original + Age + Smile + Lipstick + Glasses + Ear shape + Eye color

Figure 9: Composing sequential edits. Our method effectively composes different edits while
preserving the original identity. Multiple semantic LoRAs are merged using the strategy illustrated in
Eq. 12.

Real Image Editing. Editing real images typically involves finding an initial noise vector that
reconstructs the input image using inversion techniques [55, 51]. However, we observe that directly
applying existing inversion methods designed for Flux [51] with the learned semantic LoRA yields
poor editing quality. This issue arises because these inversion methods fail to accurately map the
input image back into Flux’s original latent space, a limitation also highlighted in [13]. Since
inversion methods are not the primary focus of this paper, we adopt a simple reconstruction strategy
by optimizing a LoRA over the input image. To apply learned edits to reconstructed images, we
merge the two LoRAs during inference as follows:

ϵθr (xt,∅) + γreal(ϵθs(xt,∅)− ϵθr (xt,∅)), (12)

where θr and θs denote the reconstruction and semantic LoRA weights, respectively, and γreal is set
to 0.75. We empirically find that this merging strategy improves identity preservation compared
to linear combination of LoRA weights, as illustrated in Appendix E. As shown in Figure 6, our
approach achieves high-quality editing while effectively preserving the identity of real images.

Composing Sequential Edits. Our method supports combining multiple edits through the merging
of several learned semantic LoRAs. We employ the same merging strategy during inference as in real
image editing, resulting in better editing quality compared to a linear combination of LoRA weights.
As illustrated in Figure 9, our method effectively composes multiple edits while preserving individual
identities.

Source Target Original Edited

Figure 7: Weakly aligned pairs.

Weakly Aligned Image Pairs. For weakly
aligned image pairs, our model can still learn
semantic variations. However, it may cap-
ture additional unintended semantics, as it
cannot explicitly identify which semantics
are targeted when only 1–3 pairs are used for
training. High-quality image pairs lead to
improved generation quality, particularly in
terms of identity preservation. Figure 7 shows an example trained on weakly aligned image pairs.
The edited image exhibits inconsistencies in certain aspects, such as background and hair appearance.

Original 50 steps 500 steps 50 steps
Transferred

Figure 8: Learning “increasing eye size” by transfer-
ring from a learned “adding glasses” LoRA.

Knowledge Transfer Across Different Ed-
its. In Figure 8, we demonstrate the transfer
of a learned LoRA (adding glasses) to a dif-
ferent edit (increasing eye size). The model
successfully learns the new edit while sig-
nificantly reducing optimization steps from
500 to 50. This demonstrates that knowledge
encoded in learned LoRAs can be effectively
reused to accelerate the learning of related
edits.

9



Source Target Original Variant A Variant B Variant C Ours

Figure 10: Ablation study. We evaluate three variants of our model: (A) replacing the semantic loss
with the visual concept loss proposed in [18], (B) removing the content LoRA, and (C) replacing the
content-preserving noise schedule with a standard noise schedule.

4.3 Ablation Study

In this section, we perform an ablation study to assess the effectiveness of individual components
within our framework. Specifically, we evaluate three variants: (1) replacing the semantic loss with the
visual concept loss proposed in [18], (2) removing the content LoRA, and (3) replacing the content-
preserving noise schedule with a standard noise schedule. Figure 10 presents a visual comparison
of editing results generated by each variant. The results demonstrate that all proposed components
are crucial for achieving identity preservation and semantic fidelity. Omitting our semantic loss
significantly reduces the model’s ability to capture complex editing semantics. Removing the
content LoRA leads to inconsistent results, such as unintended fur color changes in the first row
and hairstyle alterations in the second row. Employing a standard noise schedule negatively affects
the generalization capability of the semantic LoRA, causing blurred glasses in the first row and
inconsistent ear coloration in the second row. Additional ablation study results are provided in
Appendix G.

5 Conclusions and Limitations

In this paper, we introduced PairEdit, a novel visual editing framework designed to effectively capture
complex semantic variations from limited paired-image examples. Utilizing a guidance-based target
denoising prediction term, our method explicitly transforms semantic differences between source
and target images into a guidance direction. By separately optimizing two dedicated LoRAs for
semantic variation and content reconstruction, PairEdit effectively disentangles semantic attributes
from content information. However, one limitation of PairEdit is its reliance on paired images, which
is not directly applicable to unpaired datasets. In future work, we aim to explore methods capable of
extracting editing semantics from unpaired image sets, further enhancing the flexibility and practical
applicability of our approach.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of our method in Section 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide the theoretical derivation and necessary assumptions in Section 3.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have provided the implementation details of our method in Section 4.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We have submitted the code with sufficient instructions to reproduce the main
experimental results. The code will be made publicly available.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We have provided the experimental details in Sections 4.1 and further supple-
mentary information in the Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: Error bars are not applicable to the experiments conducted in this paper. The
qualitative comparison is the most important evaluation for this paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided the information on the computer resources in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our paper conforms to the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the potential impacts of our work in the Appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release data or pre-trained models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have discussed the licenses of existing assets in the Appendix.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We have provided the full text of instructions given to participants and screen-
shots in the Appendix.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [No]
Justification: In our country, there is no equivalent organization for research with human
subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs were not used as any important, original, or non-standard component of
the core methodology. Their usage was limited to writing or editing support only.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

21

https://neurips.cc/Conferences/2025/LLM


A Implementation Details.

Our method leverages FLUX.1-dev, with both model weights and text encoders fixed. We employ
the Adam optimizer to tune the LoRA weights, setting the rank to 16. The content and semantic
LoRAs are jointly trained for 500 steps using a learning rate of 2× 10−3. For all experiments, we
perform image generation with 28 inference steps. To preserve the structure of the original image,
we follow the approach described in [39, 18], setting the LoRA scaling factor to 0 for the initial 14
steps. For Textual Concept Slider [18], we utilize their official Flux implementation. For Visual
Concept Slider [18], due to the unavailability of the official Flux implementation, we implement the
Flux-based model following their SDXL implementation. For other baseline methods, including
VISII [41], Analogist [21], and Edit Transfer [9], we utilize their official implementations and
follow the hyperparameters described in their papers. For SDEdit [39], we use the diffusers Flux
implementation. When using GPT-4o, the editing prompt is: “The first and second images represent
a ‘before and after’ editing pair. Please analyze the changes made between them and apply the same
edit to the third image.”

B Additional Qualitative Results

In Figure 11, we present additional qualitative comparisons against three baseline methods: Edit
Transfer [9], GPT-4o, and Visual Concept Slider [18]. Our method demonstrates superior performance
in terms of identity preservation and semantic fidelity compared to the baselines. Edit Transfer
struggles to accurately capture the semantic variations between source and target images. GPT-4o
shows poor identity preservation, and Visual Concept Slider also fails to preserve the original identity
while struggling with complex semantic edits.

C Additional Quantitative Results

In addition to the CLIP and LPIPS metrics, we present results using the DINO metric in Table 3. Our
method achieves superior performance compared to the baselines in terms of DINO score.

D Additional Real Image Editing Results

In Figure 12, we provide additional examples of real image editing. Reconstructed images are
obtained by optimizing LoRAs directly over real images. We apply the learned semantic LoRAs
to these reconstructed images using guidance-based LoRA fusion as described in Eq. 12. The
results demonstrate the effectiveness of our approach in editing real images across various semantic
attributes.

E Comparison of LoRA Fusion Methods

In Figure 13, we compare two LoRA fusion methods: (1) linear combination of LoRA weights and
(2) guidance-based LoRA fusion (Eq. 12). The linear combination approach tends to produce blurry
outputs for certain semantics, whereas the guidance-based LoRA fusion provides better identity
preservation and image quality.

F Learning with a Single Image Pair

In this section, we evaluate PairEdit when trained using only a single image pair. As shown in
Figure 14, our method outperforms baseline methods in both identity preservation and semantic
fidelity. However, we observe that providing multiple image pairs further helps the model learn
complex semantics and enhances its generalization capability (e.g., adding glasses to dogs).

G Additional Ablation Study

As discussed in Section 4.3, we evaluate three variants of our model: (1) replacing the semantic
loss with the visual concept loss from [18], (2) removing the content LoRA, and (3) substituting the
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content-preserving noise schedule with a standard noise schedule. Additional results of the ablation
study are presented in Figure 15.

H Training Data

For the paired training samples, the target image is created by coarsely copying the target region
into the source image. Even though the pasted target images often have obvious artifacts around
the boundaries, we find that our model is able to effectively learn the semantic edits while ignoring
these inconsistencies. In Figure 16, we present examples of our training data. Our model is trained
using either three image pairs (e.g., elf ears, glasses, and chubbiness) or a single image pair (e.g.,
stylization, dragon eyes, and lipstick).

I Implementation with SDXL

In this section, we evaluate the performance of our model with SDXL [46] as the backbone. As shown
in Figure 17, the model remains capable of learning meaningful editing semantics. However, its
performance is not as strong as with FLUX in terms of identity preservation and editing quality. This
performance gap stems from differences in the mathematical modeling of the backbone models—our
approach is theoretically grounded in the noise formulation (Eq. 1) used in FLUX from a flow-
matching perspective, whereas SDXL employs a DDPM [23] noise schedule.

J Failure Cases

When the source and target images exhibit significant structural differences, our method may struggle
to capture the semantic variations. For example, as illustrated in Figure 18, when a person’s pose
changes from arms hanging naturally to arms crossed over the chest, our model cannot learn this
transformation. Such transformations exceed the intended scope of our method.

K User Study

As described in Section 4.2, we conducted a user study to evaluate our method against the baselines.
Figure 19 shows an example question from the user study. Given a pair of source and target
images, an original image, and two edited images: one produced by our method and the other by a
baseline method. Participants were asked to select the image exhibiting superior editing quality while
preserving the original identity. The results are presented in Table 2.

L Societal Impact

Similar to existing image editing techniques, our approach enables users to effectively edit images by
optimizing LoRA weights of large-scale pre-trained diffusion models. By allowing individuals to
manipulate images using their own data, this method supports a wide range of applications, such as
novel content generation and artistic creation. Despite these positive outcomes, the use of generative
models also introduces risks, including the creation of misleading or false information. To address
these concerns, it is essential to advance reliable detection methods for distinguishing real images
from synthetic ones [62, 11].

M Licenses for Pre-trained Models and Datasets

Our implementation is based on the publicly available FLUX.1-dev, which is licensed under the
FLUX.1-dev Non-Commercial License. Most of the images used for evaluation are created using
FLUX.1-dev and SDEdit [39]. Some image pairs are collected from the web or sourced from [28].
The license information for these images is not available online.
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Source Target Original Transfer GPT-4o Slider Ours

Figure 11: Additional qualitative comparison. We present exemplar-based image editing results
from our method and three baseline methods: Edit Transfer [9], GPT-4o, and Slider [18]. Our method
demonstrates superior performance in accurately editing the original image while preserving its
content.
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Real image Reconst. Smile Eye size Chubby Elf ear Lipstick

Figure 12: Additional real image editing results. The reconstructed image is obtained by optimizing
a LoRA on the real image. We apply the learned semantic LoRAs to the reconstructed image by
merging the LoRAs during inference.
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Figure 13: Comparison of two LoRA fusion methods: (1) linear combination of LoRA weights and
(2) guidance-based LoRA fusion (Eq. 12). Guidance-based LoRA fusion achieves better identity
preservation, whereas linear combination of LoRA weights tends to generate blurry images for certain
semantics.
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Source Target Original VISII Analogist Slider Ours

Figure 14: Comparison of PairEdit with three baseline methods under a single-image-pair training
setting. Our method demonstrates superior performance in both identity preservation and semantic
fidelity.

Source Target Original Variant A Variant B Variant C Ours

Figure 15: Additional ablation study results. We evaluate three variants of our model: (A) replacing
the semantic loss with the visual concept loss proposed in [18], (B) removing the content LoRA, and
(C) replacing the content-preserving noise schedule with a standard noise schedule.
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Table 3: Quantitative comparison using the DINO metric [7].
DINO↑ SDEdit Textual Slider Visual Slider Ours

Chubbiness 0.8420 0.9152 0.8882 0.9588
Glasses 0.8408 0.8951 0.8810 0.9065
Smile 0.9086 0.8853 0.9143 0.9150
Age 0.8597 0.8875 0.8564 0.8885

Source Target Source Target Source Target Source Target

Figure 16: Examples of training data. Our model is trained using either three image pairs (e.g., elf
ears, glasses, and chubbiness) or a single image pair (e.g., stylization, dragon eyes, and lipstick).

Source Target Original Edited Original Edited

Figure 17: Results of our model with SDXL [46] as the backbone.

Source Target Original Edited Original Edited

Figure 18: Failure examples. When the source and target images exhibit significant structural
differences, our method may struggle to capture the semantic variations.
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Figure 19: An example question from the user study. Given a pair of source and target images,
along with an original image and two edited images, participants were asked to select the image that
demonstrated superior editing quality while preserving the original identity.
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