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Abstract

Integrating logical constraints into object detection models for autonomous driving
(AD) is a promising way to enhance their compliance to rules and thus increase the
safety of the system. In this, t-norms have been utilized to calculate the constrained
loss, i.e., the violations of logical constraints as losses. While prior works have
statically selected few t-norms, we conduct an extensive experimental study to
identify the most effective choices, as suboptimal t-norms can lead to undesired
model behavior. For this, we present MOD-ECL, a neurosymbolic framework that
implements a wide range of t-norms and can use them in an adaptive manner, with
an algorithm that selects well-performing t-norms during training and a scheduler
that regulates the impact of the constrained loss. We evaluate its effectiveness on the
ROAD-R and ROAD-Waymo-R datasets for object detection in AD with attached
common-sense constraints. Our results show that careful selection of parameters is
crucial for good behavior of the constrained loss and that our framework allows
us to obtain not only lower constraint violation but in some cases also an increase
in detection performance. Furthermore, our methods allow fine control over the
tradeoff between accuracy and violationﬂ

1 Introduction

Object detection models [33]] have become essential for autonomous driving (AD) applications [17]]
due to their efficiency and accuracy [34], and a variety of datasets have been created to evaluate these
models [2} 18} 27, 9]. However, standard data-driven models do not consider formal symbolic knowl-
edge, and they often fail to satisfy logical constraints that reflect real-world rules and relationships
between detected objects; for example, in an AD scenario pedestrians usually should not be detected
on top of a moving vehicle. The consistent satisfaction of this and similar kinds of constraints is
crucial for creating safe and reliable autonomous driving systems.

Neurosymbolic methods [5] have emerged as a promising solution to this problem, supporting
different ways to integrate knowledge into deep learning models, cf. [4}8]]. An effective approach for
autonomous driving is to embed logical constraints into loss functions using t-norms [[1]], with the
constrained loss [7]] as a representative. The latter is aggregated with a regularization term A to the
loss functions of a neural network, driving the model to simultaneously learn satisfying the logical
constraints and solving the detection task.

Recent research has considered the inclusion of requirements for AD scenarios expressed as logical
constraints in datasets [12, [15]]. It appeared that using constrained loss can increase constraint
satisfaction as wells as model performance of the overall AD system. On the other hand, the results
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(a) w/o Constrained Loss, (b) w/ Constrained Loss, (c) w/ Constrained Loss, (d) w/ Constrained Loss,
ie, A=0. using Product t-norm, using Product t-norm, using Lukasiewicz
A = 50. A = 1000. t-norm, A = 50.

Figure 1: Four images showing the inference results after 10 epochs of training the model MOD-ECL
(see Sectionfd)), with labels associated to bounding boxes above the top-left corner. Bounding boxes in
green indicate satisfaction of logical requirements and in red violations. Compared to the baseline in
Fig. [Ta| (regularization term A = 0), we highlight that using constrained loss with product t-norm can
yield higher detection performance and lower requirement violations, as shown in Fig.[Tb] However,
improper A\ respectively t-norm selection can severely hinder the learning and constraint satisfaction,

as shown in Figs.[Ic|and [Id]

showed that the choice of a t-norm and regularization term A may significantly affect constraint
satisfaction as well as detection performance, leading to undesired results as in Figure[I] Furthermore,
there is a plethora of t-norms [28]], but only few of them have been considered so far. This poses the
challenge of finding a best t-norm efficiently, which should achieve high constraint satisfaction while
not degrading detection performance.

To overcome these issues, we make the following contributions:

« First, to explore a possibly large number of t-norms, we introduce an adaptive algorithm to
dynamically explore and select the one that reduces some score by the most during training. This
adaptive approach also enables the user to measure which t-norms are used the most, and thus to
focus on them for their particular application, with asserted theoretical properties.

« Secondly, to control the effect of the constrained loss, we introduce a scheduler that dynamically
adjusts A during training, attempting to separate stages where the model is focused on learning object
detection or on constraint satisfaction, where intuitively, the former should happen in early stages.

 Thirdly, we present MOD-ECL, a novel neurosymbolic framework that handles a wide range of
t-norms, with functions that automatically search t-norms and allow for parameter tuning in order to
optimize model performance, based on adaptive t-norm selection and A scheduling.

« Finally, we conduct an extensive experimental evaluation of the approach on two backbone object
detection models deployed to two AD datasets augmented with requirements as logical constraints,
viz. ROAD—RH an extension of ROAD from the ROAD ChallengeE| with 243 requirements, and
ROAD-Waymo-R, a subset of ROAD-Waymo from the ROAD++ Challengeﬂ with 251 requirements.
In the evaluation, we study the choice of t-norms as well as variation of the regularization A. The
results reveal that the choice and variation can considerably affect the outcome. Some t-norms yield
higher detection performance while failing to simultaneously increase constraint satisfaction, and
vice versa. However, we found that there are certain scenarios where both metrics improve drastically
or offer a reasonable tradeoff (see Section [5.4] for detailed discussion).

Overall, our results advance the integration of logical constraints in practical AD scenarios, providing
a framework and tools to assist exploration of different options in a controlled manner. Furthermore,
they provide insight into the behavior of a range of t-norms for this task.

2 Related Work

Neurosymbolic systems consist of neural and logical modules that interact with each other to solve
some task [20]. An interesting question is how to use the logical part to enhance the learning
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capabilities of the neural one by modifying the loss function. Many systems [32, 19} [30]] rely on
model counting techniques for calculating the semantic loss [31l], whose use proved to be successful
in reducing the amount of data needed to reach a level of accuracy and making neural networks
comply with a set of constraints. Unfortunately, due to the high complexity of model counting [13],
this method has only been fruitfully applied to small scale problems such as arithmetic operations
over MNIST [6] or sudoku.

A different approach called Semantic Based Regularization [[1] (essentially the constrained loss)
bypasses this issue by considering the single world with the highest predictions from the neural
network and the use of t-norms to calculate the violations. This allows one to handle the scale
of real world problems such as AD where integrating logical constraints is a promising way to
improve compliance with formal background knowledge. |Diligenti et al.|considered the Product,
Godel and Lukasiewicz t-norms in their first approach and experimented on an object detection
task [29], where they showed that adding rules can lead to gains in accuracy and F1 score. Their
research was continued in [10], where they expanded the theory of t-norms to include generators
and considered also parameterized t-norms such as the Schweizer—Sklar and Frank t-norms. They
showed that by solely using t-norm based learning, their model was able to learn the MNIST
dataset with high accuracy. In a further paper [11], the authors proposed Deep Fuzzy Logic (DFL),
a theoretical framework for constrained learning maintaining the aforementioned t-norms. They
compare with various baselines and show that using DFL improves ~ 5% over a neural network over
the CiteSeer [25]] dataset. While these works developed the idea of integrating t-norms, they fall short
of addressing a practical real-world use case such as autonomous driving.

In the AD domain, the recent ROAD-R dataset [12] provides a structured framework to evaluate a
model’s ability to comply with logical constraints. The authors showed that existing state-of-the-art
models frequently violate these constraints, with more than 90% of predictions being non-admissible,
i.e., they violate some constraint. To address this, they proposed incorporating constrained loss,
constrained output (filtering compliant predictions only), or both. A follow-up paper [26] addressed
the computational challenges of integrating logical constraints via t-norms into deep learning models.
The authors proposed a memory-efficient implementation of t-norm-based loss functions that reduces
the usually prohibitive memory requirements of these methods. They conducted experiments with
the ROAD-R dataset to demonstrate that incorporating standard t-norms improves object detection
performance, particularly in scenarios with limited labeled data, achieving up to a 3.95% improvement
when only 20% of labeled data is available. Furthermore, they showed that applying t-norm-based
constraints to both labeled and unlabeled data yields further performance gains. The work is continued
in ROAD-Waymo-R [15], where a follow-up AD dataset with requirements, the experiments showed
that using standard t-norms in the constrained loss improves performance over the baseline 13D
model [3]]. The Godel t-norm offered a performance boost highlighting the potential of domain
knowledge integration during training to enhance complex perception tasks.

3 Background

3.1 ROAD-R and ROAD-Waymo-R Datasets

The ROAD-R dataset extends the ROAD dataset by incorporating common sense logical constraints
in the AD context as requirements. The original ROAD dataset, built on top of the Oxford RobotCar
Dataset [18]], contains a total of 41 classes and 122K frames from 22 annotated videos, where
each of them is about 8 minutes long. The labels are in the format of tuples (o,l,a) where
o is an object class, [ is a location class, and a is an action class. For example, the detection
(Pedestrian, Crosswalk, Walking, PushObj) represents a pedestrian located on a crosswalk, perform-
ing the activities of walking and pushing an object. Note that each component can include multiple
labels of the same type, making multi-label classification necessary.

ROAD-R introduces a set of 243 logical requirements expressed in propositional logic. These
constraints cover relationships between objects, locations and actions; for instance, the statement
“vehicle lane cannot be a parking lot” says that two locations are different. The logical constraints are
disjunctions of literals which we represent as sets of literals, e.g., ~VehicleLane V —ParkingLot as
{—VehicleLane, —ParkingLot}.

The ROAD-Waymo [15]] dataset, built on top of the Waymo Open Dataset [21]], is considerably more
comprehensive and challenging than any existing AD benchmark, including ROAD. It contains 198k
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Figure 2: MOD-ECL framework instantiated for AD with MODygy 0. The model generates predic-
tions, which are evaluated against a constraint set using t-norms. A choice between static and adaptive
t-norms can be made, with the latter dynamically adjusting during training. The regularization term
() can be either static or adjusted using a scheduler. The final combined loss incorporates both the
neural loss and the constrained loss, balancing predictive accuracy with requirement consistency.

frames from 5 hours of footage and labels are in the same tuple format (o, l, a) as in ROAD. There
are 58 classes, and some of them differ from the ones in ROAD. It includes a set of 251 constraints,
modeled keeping the central common parts with the ROAD-R constraints, removing constraints that
do not apply, and adding new ones that apply.

3.2 T-norms

T-norms (triangular norms) [[16] are mathematical functions used in fuzzy logic to generalize the
concept of logical conjunction (AND). Given two values a,b € [0, 1], a t-norm T combines them
to produce a value T'(a,b) that represents their joint degree of truth, obeying monotonicity, i.e.,
T(a,b) <T(a’,b')ifa < a andb < V', and is viewed as a binary operator commutative, associative,
and has 1 as neutral element. T-norms enable the integration of logical constraints into neural
networks, as they allow for the relaxation of hard constraints into differentiable forms that can be
optimized during training.

While t-norms are defined as binary functions, we sometimes want to apply them to constraints with
more than two variables. The presented t-norms can be naturally extended to multiple variables,
yet one should be careful when using more complex expressions. We apply a t-norm 7" to a set
fv={aq,...,an}, n>2, of fuzzy values iteratively, i.e., we define T'(fv) by T'(fv) = T(a1, az)

ifn=2and T(fv) = T(T({a1,...,an-1},ay,) otherwise; by commutativity and associativity of
T, the enumeration of fv is immaterial. An assignment of values to a constraint ¢ can be defined as
c[v] = ¢ |z;is0,, Where © = x4, . .., x,, are the variables in ¢, v = vq, ..., v, is a list of values, and

x; — v; denotes the substitution of each variable z; by v;, resulting in the modified formula c[v].

3.3 Constrained Loss

Constrained loss [[7, [12]] is a technique to enforce logical constraints during the training of neural
networks. It modifies the traditional loss function by adding a penalty term that measures the degree
to which the model’s predictions violate predefined constraints. This penalty can be expressed as

Lcomb = Enn + >\£C13 (1)
where L., is the standard loss (e.g., cross-entropy), L is the constraint violation loss [12], and
A balances task performance and constraint satisfaction; Lcomp is their regularized combination.

Considering that negations are computed using strong negation, which is formally defined as 1 — a
given a € [0, 1], we define the constrained loss term inspired by [26] as

11 n

Lo = n 18] Zj:l 2ic1 (L =T(c[1 = b5])), 2
where T is the t-norm for evaluating constraint satisfaction, C' = {¢y, ..., ¢, } is the set of constraints,
and B = {b1, ..., b, } is the set of detections, where each b; contains predicted confidence scores

per label and 1 — b; denotes their strong negation.

Example (Constrained Loss Computation). Consider the rule: “If a pedestrian is at a crosswalk,
they must be walking.” This can be written in propositional logic as:

—PedestrianV —(CrosswalkV Walking.



Framework Datasets Models T-norm library Adaptive T-norm selection  A-scheduler

MOD-CL 1 1 3 t-norms X X
MOD-ECL 2 2 12 t-norms v v

Table 1: Key differences between MOD-ECL and the prior MOD-CL framework.

Assume the detector assigns the following confidence values:
Pedestrian=a=0.9, C(Crosswalk=0=0.8, Walking=c=0.7.
Using the Product t-norm, Tp(x,y) = x - y, the corresponding constrained loss is:
1—Tp(a,b,1 —c)=1-(0.9%x0.8x0.3)=1-0.216 = 0.784.

Hence, the model incurs a loss of 0.784 for this rule under the current predictions.

4 MOD-ECL

Prior to introducing our novel algorithms, we present in this section our framework MOD-ECL,
which stands for Multilabel Object Detection with Enhanced Constrained Loss. It is a framework
for integrating constraint knowledge into multilabel object detection models through constrained
loss, leveraging on MOD-CL [22], a framework that produced the winning model for Task 2 and
the 3rd-best model of Task 1 of the NeurIPS 2023 ROAD-R Challengeﬂ MOD-ECL comprises a
collection MOD-ECL = (D, M, C, T) of a dataset D, a multilabel object detection model M, a set
C of constraints, and finally a set 7 of t-norms. It is assumed that M returns, given an input image, a
set B of bounding boxes as output, where each bounding box b; € B can have multiple labels.

MOD-ECL integrates the background knowledge of the constraints C' for the dataset D into the neural
network model M using the loss function shown in Equation (I)). Moreover, for the calculation of the
constrained loss in Equation (@), it uses the t-norms in the set 7. The latter may consist of a single
t-norm (static t-norm), or of multiple t-norms that will be adaptively selected as considered below
(adaptive t-norm). The pipeline of MOD-ECL for AD is shown in Figure 2]

Comparison to MOD-CL. MOD-ECL extends the previous MOD-CL framework for constraint-
aware object detection through three key innovations, the differences highlighted in Table[I] First,
it introduces a significantly broader library of t-norms, expanding from 3 to 12, including both
non-parameterised and parameterised families. Second, it proposes an adaptive t-norm selection
mechanism, which frames the problem as a multi-armed bandit and dynamically identifies well-
performing t-norms during training. Third, a novel A-scheduler is introduced to modulate the influence
of the constrained loss over time, ensuring that the model initially focuses on detection performance
before progressively enforcing constraint satisfaction. These additions result in a robust, modular, and
fully automated training pipeline that improves constraint compliance with minimal degradation—and
occasional improvements—in detection accuracy.

4.1 MODygLo: Multi-label Object Detection with YOLO

In our work, we specifically focus on an instantiation of MOD-ECL for the ROAD-R and ROAD-
Waymo-R datasets, using the constraints given in prior works. In this section, we particularly focus
on the object detection model M that is used.

Specifically, we use M = MO DyoLo from the MOD-CL framework for the ROAD-R Challenge
dataset. MODyoro is a multilabel extension of YOLO models v8n and 11n [14ﬂ Both the
training and the inference procedure of the YOLOv8 model were modified: In training, n-hot vector
representations of all labels were used as ground truth labels to allow for training on multilabel
instances. In inference, Non-Maximum Suppression (NMS) [24] is used in a specific manner: object
specific labels were used. In the case of ROAD, each object is given only one agent label; we perform
NMS based on agent labels.

Shttps://github.com/sotam2369/M0OD-CL
*https://yolov8.com, https://docs.ultralytics.com/models/yololl
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Table 2: T-norms implemented in MOD-ECL. Symbols correspond to: Tp (Product), T (Godel), 11,
(Lukasiewicz), Tp (Drastic), Typ (Hamacher Product), Ty (Nilpotent Minimum), Tss (Schweizer-
Sklar), Ty (Hamacher), Ty (Frank), Ty (Yager), Tsw (Sugeno-Weber), Taa (Aczél-Alsina).

For t-norm computation, we further prune detections: In YOLOvVS, models may output numerous
detections, many of which may have a very low confidence score for each possible class. Such
detections are considered to be “background” classifications, and we do not want to compute
violations from them. Thus, when calculating violations, we look at detections that have at least one
label with a confidence score above 0.5, a value that is deemed as leaning towards true in fuzzy logic.

4.2 TImplemented T-norms

For the instantiation of 7, we implement standard t-norms from related literature, namely Tp, TG,
and 7}, alongside numerous new ones, all shown in Table[2]. They are divided into non-parameterized
and parameterized t-norms, where the latter offer a degree of flexibility regarding some parameter
p > 0. The semantics of t-norms may vary drastically, which motivates an empirical evaluation on
the datasets. In addition to 7g, 71, and Tp, we implement three more non-parameterized t-norms.
Tp is an extreme t-norm that returns 1 if either value is 1 and returns 0 otherwise. Typ produces a
smooth continuous curve, similar to Tp. Ty is a stricter version of 7 that returns O whenever the
sum of the inputs is at most 1. In addition, parameterized t-norms have a parameter p > 0 to adjust
the behavior, offering some degree of control between strict and relaxed conjunctions. Some of them
admit also p < 0; we disregard this for simplicity. Depending on p, some parameterized t-norms
amount to non-parameterized ones; e.g., Ty becomes Typ whenever p = 0 and Tgg coincides with 77,
forp =1and Tp withp = 1.

4.3 Adaptive Algorithm for T-norm Selection

To select the best t-norm 7™ € 7T during training, we use an adaptive algorithm that balances
exploration (random selection with probability 3) and exploitation (choosing the t-norm with the
highest score). As shown in Algorithm [T} the score of each t-norm reflects its recent performance in
reducing the constrained loss in Equation (2)), which measures the degree to which logical constraints
are violated. At each iteration, it either explores by randomly selecting a t-norm with probability
B, or exploits by choosing the t-norm with the highest accumulated score (line 5). After selecting
a t-norm, the algorithm computes its constrained loss (lines 6). If this is the first time the t-norm
is evaluated, the loss is stored without updating the score. Otherwise, the algorithm computes a
normalized improvement score (lines 7-11) based on the reduction in constraint loss; this is scaled
either by the previous loss or a small constant € to avoid instability when losses are zero. Finally, the
score for the selected t-norm is updated using exponential discounting (lines 12—13), allowing the
algorithm to gradually adapt to changing performance trends while preserving historical performance.
At the end of the iteration the t-norm with the highest score is returned as the best choice (line 14).



Algorithm 1 Training with Adaptive T-norm Selection

Require: Number of batches per epoch b, epochs e, set of t-norms 7T, exploration probability /3,
discount factor d, small constant e.
Ensure: Trained model model
l: losses, scores < {T:0VT € T}, iterations<b-e

2: T* < random.choice(7) // Initialize best t-norm

3: for i = 1to iterations do

4:  model + train_model(T™) // Train on current best t-norm
random.choice if random() <

50 T;«+ (7), . O<p // Candidate to evaluate
arg maxrcT scores[T|, otherwise

6: cl. + compute_constraint_loss(T;)
7: clp < losses[T;], losses[T;] < cl.
8: ifcl, = oo then

9: continue

10:  end if
11: n; + (clp — cl.)/max(e, clp) // Normalized improvement
12: s« scores[T}]
13:  scores[T;] + {ni7 ifs=0

! ds+ (1 —6)n;, otherwise
14:  T* + argmaxyey scores[T // Update best t-norm
15: end for

16: return model

We can prove for Algorithm [I] that every t-norm is selected infinitely often, ensuring sufficient
exploration and furthermore Theorem [T under common assumptions, such as stationary and bounded
scores, guarantees that the adaptive t-norm selection regret, i.e., the number of times a suboptimal
t-norm is chosen is bounded. This comes from results in multi armed bandit (MAB) [23] theory.

Theorem 1 (Regret Bound). For any suboptimal t-norm T' whose expected discounted normalized
gain ur is strictly lower than that of the best t-norm T* (i.e., ur < pur~), the expected number of
times T is selected by Algorithmsatisﬁes E[Nr(n)] <logn/(B- A%) where A = pr- — pr is
the expected discounted performance gap.

In practice, not all assumptions may be fulfilled, but we see in our empirical results that the algorithm
stabilizes and chooses one t-norm consistently. Proofs are included in the Appendix.

4.4 )\ Scheduler

After calculating the constrained loss £, we must add it to the neural loss L, and tune the A
value (cf. (I))). A similar approach called warm-up is presented in [26]], but the A remains constant.
In contrast, we study the effect of increasing A during training. Intuitively, if X is very high, the
constraints will be “hard”, meaning that the model will try to satisfy them at the cost of proper object
detection. On the other hand, if A is too low, the constraints become increasingly “soft”, meaning the
neural network can violate them and may do it often to prioritize learning object detection. To strike
a good balance between proper object detection and constraint violation is key to our approach.

We propose a scheduling mechanism that dynamically adjusts A during training. The scheduler
follows an exponential function that starts at an initial value A that is increased to a multiple at every
epoch. Note that this is in contrast to conventional learning rate schedulers, which usually decrease
the learning rate over time. It allows the model to first learn the detection without receiving excessive
influence, and to focus on constrained losses later in the training. Furthermore, it is beneficial to
change )\ only after a warmup phase. This leads to the following Equation (3| for the A scheduler:

A =X if £t <ty else v- A1 3)

Here, )\; is the regularization at epoch ¢ and t,, is the number of epochs we do not change the
constrained loss; v > 1 is the progression rate; for v = 1, we have conventional (static) scheduling.



ROAD-R ROAD-Waymo-R

T f-mAP@0.5 MPBYV % f-mAP@0.5 MPBYV %

3DRN® Yv8n Ylln |3DRN° Yv8n Ylin || I3D® Yv8n Ylln |I3D® Yv8n Ylin
B 3339 5755 6143 - 40.45 39.52 || 16.38 34.88 34.33 - 47.85 46.04
Tp 33.34  61.00 58.75 - 35.66 36.57 - 35.15 33.74 - 43.04 41.88
Ts 32.16  50.23 55.87 - 41.75 35.70 || 17.10 32.54 30.33 — 34.17 40.48
1L 3442 59.55 61.74 — 664 67.61 16.19 36.59 35.69 - 66.81 57.49
Thp — 57.92 5943 - 34.01 35.20 — 33.04 31.93 — 39.00 41.36
TNm - 54.86 61.53 - 45.88 38.76 - 35.32 3391 - 46.08 44.18
To — 50.48 60.08 - 50.55 36.11 — 3433 33.21 — 46.74 42.36
TF2 - 59.01 60.74 - 39.36 34.68 - 35.38 33.71 - 4522 42.56
T? - 53.03 54.39 - 29.48 29.97 - 28.79 29.42 - 47.53 49.27
Tslw - 60.87 61.35 - 60.67 62.21 — 37.08 35.54 — 68.27 59.12
TAA - 59.41 56.50 - 37.72 3391 - 33.35 32.08 - 4324 41.17
T& - 59.21 59.59 - 36.46 40.32 - 36.10 34.13 - 49.27 44.65
TSQS - 59.95 60.04 - 61.32 57.90 - 35.57 35.89 - 63.96 49.78

Table 3: Combined accuracy (f-mAP@0.5) and constraint violation (MPBV %) results for individual
t-norm training on ROAD-R (A = 50) and ROAD-Waymo-R (A = 100), across evaluation setups:
3D-RetinaNet, 13D (baselines), YOLOv8n or YOLO1 1n (ours) as vision models for MOD-ECL.

5 Methodology and Experiments

5.1 Methodology

Our methodology evaluates and optimizes t-norm performance on a given dataset by first assessing
multiple t-norms. Using an adaptive algorithm, we automated t-norm selection during training
and analyzed the frequency of use for each t-norm. Based on this analysis, we identified a subset
of frequently selected t-norms and further evaluated their effectiveness through individual t-norm
training, as shown in Table 2] (in our experiments, we included all t-norms). Subsequently, we selected
the best-performing t-norm in terms of both detection accuracy and violation rate, and tuned the
A parameter to examine its impact on detection performance and constraint satisfaction. Finally,
a scheduler controlled by a parameter v was applied to optimize the tradeoff between detection
accuracy and constraint satisfaction.

5.2 [Experimental Setup

We conduct our experiments on the available data of ROAD-R and ROAD-Waymo-R. As the ground-
truth labels for the test sets provided in ROAD and ROAD-Waymo are not public, we split the given
videos into training and test sets (details are given in the repository). The computational resources
used are specified in the Appendix. We use M O Dvygro on top of YOLOvV8n and YOLO11n. We
first produce a baseline without constrained loss, and then with each t-norm mentioned in Section E]
individually. We then present results for the adaptive t-norm algorithm varying the parameters 3 and
0, which represent the probability of random exploration, and the discount factor respectively. We
conclude by experimenting on \ by using extreme values and a scheduler for A that increases its
value at every epoch.

All results were calculated with frame-mAP with IOU 0.5 (f-mAP@0.5) as in [15,[12]. The mAP for
each score was calculated using the torchmetrics library. Furthermore, we calculated the percentage
of violated bounding boxes (sets of labels that violate at least one constraint), which we refer to as
Mean Per Box Violation (MPBYV). The best results are shown in bold and the worst in gray.

5.3 Experimental Results

Individual T-Norms. The results for our baseline (B) and individual t-norms in Table are presented
in Table[3| The baseline does not use constrained loss, i.e., A = 0. For the experiments with t-norms,
we used A = 50, 100 for ROAD-R, ROAD-Waymo-R respectively as it provides favorable tradeoffs.
For comparison, we present the state-of-the-art results given in [26] 21] for ROAD-R (3D-RetinaNet)
and ROAD-Waymo-R (I3D) respectively, marked with superscript o and ©.
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Figure 3: Comparison of accuracy and violation rate across YOLOv8n and YOLO11n models on
ROAD-R and ROAD-Waymo-R.

Params ROAD-R ROAD-Waymo-R Params ROAD-R ROAD-Waymo-R
(8, ) f-mAP@0.5 | MPBV (%) || f-mAP@0.5 | MPBYV (%) f-mAP@0.5 | MPBV (%) || f-mAP@0.5 | MPBV (%)
’ Yv8n Y1ln|Yv8n Ylin||Yv8n Y1ln|Yv8n Ylln Yv8n Y1in|Yv8n Y1ln||Yv8n Ylln|Yv8n Ylln
B 57.55 61.43 |40.45 39.52||34.88 34.33|47.85 46.04 B 57.55 61.43|40.45 39.52||34.88 34.33|47.85 46.04
(0.1,0.25) [55.10 56.94(30.20 34.95||33.27 30.57|44.24 43.41 1.1 60.16 58.77|38.73 35.66 ||35.22 32.35|46.19 36.26
(0.1,0.5) 53.88 56.99 |31.75 37.21||33.67 31.37|44.27 45.58 125 57.18 57.74|10.36 19.48 ||35.04 32.84 |42.88 31.40
(0.25,0.25) [ 57.19 56.93|31.52 39.39|[33.15 31.13|42.78 42.13 1.5 58.60 56.17|10.53 0.019 ||34.27 25.56 |37.52 32.41
(0.25,0.5) |[52.28 58.25(32.28 35.00|[33.29 31.40|43.15 4247 1.75 55.00 55.67(0.698 0.006 ||32.64 28.70 | 18.98 35.41
(0.5,0.5) 58.93 57.37|36.34 34.85||33.72 32.28 |41.75 42.65 2.0 55.18 55.04(0.722 0.005 || 31.88 21.66|45.13 43.66

(a) Adaptive algorithm using A = (50, 100) with pa-  (b) X scheduler effect using Ao = (50, 100) and vary-
rameters (3, d). ing 7.

Table 4: Adaptive algorithm and A-scheduler performance across ROAD-R and ROAD-Waymo-R.

Adaptive Algorithm. The results for our adaptive algorithm are in Table 4af for both datasets.
We experimented on Tp with exploration values § = {0.1,0.25,0.5} and discount constant 6 =
{0.25,0.5}. The percentual frequency each t-norm was used is presented in Figure[d] A = (50, 100)
was used for ROAD-R and ROAD-Waymo-R respectively.

Varying A. We select just one t-norm to reduce the number of experiments, namely 7p, with
A ={0,1,5,10, 50,100, 500, 1000, 5000}. Results are shown in Figure 3]

A Scheduler. The results of using our scheduler are shown in Table We used Tp with an
initial Ag = (50, 100) for ROAD-R and ROAD-Waymo-R respectively, with warm-up ¢,, = 3 and
~={1.1,1.25,1.5,1.75,2.0}.

5.4 Discussion of Results

Our results show that the integration of logical constraints through constrained loss leads to significant
improvements in requirement satisfaction, while in many cases maintaining or even enhancing
detection performance. Looking at Table[3] several t-norms, including T3y, T and 77, in most cases
achieved higher f-mAP@0.5 than the baseline without constrained loss, suggesting that enforcing
logical consistency does not necessarily hinder object detection performance. Focusing on the t-norms
Tp, T and T1,, we can see an interesting relationship between them. Tp presents the most balanced
behavior overall, consistently achieving good tradeoffs for accuracy and reducing violations. Tg
focuses on reducing violations over detection performance. Last, 71 works conversely by gaining
accuracy at the cost of more violations. Interestingly, 7% reduces the violations by the most in the
case of ROAD-R. We believe this is because the formula allows the calculation of very low values
of violations. For ROAD-Waymo-R this is not the case, where it actually hinders both accuracy
and compliance. This shows the difficulties of deciding which t-norms work in a specific setting,
indicating the need for a comprehensive framework such as ours for evaluating each t-norm.

Beyond static t-norm evaluation, the adaptive algorithm reveals t-norm preferences across training
configurations. Table [ presents the results for our adaptive algorithm using 7p. For all combinations
of (8,0), we get lower violations than the baseline, which was intended by the decision of using
the constrained loss as the score. While this comes at the consequence of decreased accuracy, the
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Figure 4: Frequency of t-norm selection by the adaptive algorithm under different (3, d) configura-
tions. Top: ROAD-R dataset; Bottom: ROAD-Waymo-R dataset.

reduction in violation is usually higher than the accuracy reduction, depending on the configuration.
Using some configurations may reduce the violations more at the cost of more accuracy, revealing
a tradeoff when using the adaptive algorithm. Figure [ visualizes the frequency of each t-norm’s
selection under varying (3, ) values. On ROAD-R and ROAD-Waymo-R, 7% is dominant, especially
under conservative exploration settings (e.g., 8 = 0.1, § = 0.25), being selected over 40% of the
time. This is supported by previous results using it in a fixed manner. This makes sense for ROAD-R
but not for ROAD-Waymo-R, where we see T% having a detrimental effect on constraint satisfaction
in the static case. These results indicate that while in the static case, some t-norms appear better than
others, it is not the case throughout the entire training process. Different t-norms may work better at
different stages of the training, shown by having a better tradeoff between violation and accuracy
than 7% in the static case.

Our study of the regularization term \ reveals that its effect is non-linear, shown in Figure[3] As A
increases, violation rates decrease significantly, but accuracy begins to plateau or decline beyond
certain thresholds. For instance, increasing A from 50 to 500 reduces MPBV but leads to diminishing
accuracy gains. This confirms that excessive emphasis on constraints may limit detection capability,
and that A must be tuned to the desired balance. To address this, we proposed a scheduler that
gradually increases A during training. The results show that moderate growth rates (e.g., v = 1.25)
reduce violations while preserving accuracy, supporting the hypothesis that applying constrained
loss is most beneficial in later stages of training. Table b shows that for every configuration, the
violations are always lower than the baseline at a low cost of accuracy. Starting from v = 1.1 which
has the mildest effect, one can increase the value to trade accuracy for compliance. This is expected
as higher values of A magnify the effect of the constrained loss. However, we should be careful of
excessively increase it, as in cases such as ROAD-Waymo-R, the compliance worsens with higher
values, e.g., v = 2.

6 Conclusion and Future Work

We presented the MOD-ECL framework for object detection in AD that enforces logical constraints
using t-norms, along with novel algorithms for adaptive t-norm selection and constrained loss regu-
larization. The results for challenging AD datasets show that this approach can significantly reduce
logical violations as well as enhance detection performance. Furthermore, adaptive t-norm selection
and dynamic regularization optimizes the balance between detection and constraint satisfaction.

Future work will explore the potential of leveraging more powerful models within the YOLO family
and longer training periods for enhanced detection performance. Additionally, investigating different
scoring mechanisms for the adaptive algorithm and experimenting with alternative functions for the
A scheduler could further refine the balance between detection accuracy and requirement adherence.
Finally, deployed on MOD-ECL, our methodology enabled a structured exploration and effective
application of t-norms in AD with constraints. While we did not consider other scenarios (e.g.,
healthcare), we suspect that this approach is also beneficial in them, which remains to be explored.
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Justification: The abstract and introduction clearly state the main contributions, including
the design of MOD-ECL, the adaptive t-norm selection algorithm, and the A scheduler.
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ROAD-Waymo-R datasets.
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made in the paper.
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much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
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Answer: [Yes]

Justification: Limitations are discussed in the conclusion (Section 7), including limited
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the paper has limitations, but those are not discussed in the paper.
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The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
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* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Assumptions and theoretical results for the adaptive algorithm are stated with
a theorem in Section 4.3. A second theorem is relegate to the appendix. Both proofs are in
the appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The experiments use the ROAD-R and ROAD-Waymo-R datasets (see Section
3.1). Dataset splits and evaluation protocols are provided, and links to dataset descriptions
are included.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The abstract contains a link to an anonymized repository.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 3.1 and Section 5.2 describe dataset splits, preprocessing, and how la-
bels are used, including how detections are filtered during t-norm computation. Furthermore
the appendix contains instructions on how to reproduce the experiments.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The results are presented as point estimates of f-mAP@0.5 and MBV. Error
bars or confidence intervals are not reported as a single run was made per experiment.

Guidelines:
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8.

10.

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: All computational resources used are stated in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We confirm that our research complies with the NeurIPS Code of Ethics. All
data used are either publicly available. Our work includes open access to models and code,
and adherence to reproducibility and fairness standards.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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11.

12.

Justification: In the Abstract and Section 1. it is briefly said that compliance with rules can
enhance the security of automated systems.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible

release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: All the data used is already publicly available.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The abstract contains a link to an anonymized repository.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The core method development in this research does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

This appendix contains supplementary material not present in the main body of the document. It
includes a link containing the logs of our experiments, instructions on how to setup and reproduce
our results, additional results and implementation details of the t-norms used.

A.1 Evaluation platform

We used two computational nodes for the experiments to handle the large number of experiments:
one node, used for ROAD-R, had 4 NVIDIA RTX A5000 GPUs, 2 Intel Xeon Silver 4314 CPU, and
a total of 1024GB RAM; the other node, used for ROAD-Waymo-R, was equipped with 2 NVIDIA
RTX A6000 GPUs, 1 AMD Ryzen Threadripper PRO 5995WX CPU with 64 cores, and a total of
256GB RAM.

A.2 Experimental Logs

All the resulting logs of our experiments can be found via the following link: https://drive!
google.com/file/d/1P7-mgNrIcJbQg5ZAHSfrj1w8W-1AnskI/view?usp=sharing

A.3 Setup and Experimental Reproduction

The instructions can be found in the repository of our submission repository: https://anonymous |
4open.science/r/neurips25

B Additional Tables and Graphs

In this section, we provide additional qualitative results showing how the use of constrained loss
influences both the accuracy of predictions and the satisfaction of logical constraints. These visual-
izations support the findings discussed in Sections 5} [5.4] illustrating how the combination of t-norm
selection and A directly impacts both the model’s object detection accuracy and its compliance to
logical constraints.

Table 5 contains the values that were graphed in Figure[3] As X increases, models better satisfy
constraints (lower MPBYV) but at the cost of detection accuracy (f-mAP@0.5). YOLOvS8n shows
a smoother degradation than YOLO11n. A balance point occurs around A = 25-100, after which
accuracy suffers significantly. Table [6] shows the percentual frequencies that were graphed in Figure
Across both ROAD-R and ROAD-Waymo-R, the adaptive algorithm favors the Yager t-norm (75),
consistently selecting it more than any other. In contrast, T and Typ are rarely chosen for ROAD-R
and ROAD-Waymo-R respectively, suggesting they are generally less effective for their constraint-
driven training dataset.

The expanded t-norm set and adaptive algorithm may introduce additional computational costs. To
quantify these, we provide a comparative breakdown of GPU memory usage, FLOPs, total training
time, and per-epoch wall-clock time relative to the baseline and previously published constrained-loss
methods. Our method incurs no additional overhead at inference time, as t-norms are used exclusively
during training. Table[7]summarizes mean values (+ standard deviation) and 95% confidence intervals
(CI) for mAP and MPBYV over three seeds (0, 1, 2) for each configuration. Exceptions are adaptive
YOLOVS8n and YOLO11n on ROAD-Waymo-R, where the former was run with seed 0 only and the
latter with seeds 0 and 1. Also reported are total training time, FLOPs, and peak GPU memory usage.
It should be noted that there are no additional costs incurred at inference time.

The following figures graph mAP@0.5 against MPBV. Here it easy to divide the figure into four
subquadrants defined by the position of the baseline: (1) top-left represents the experiments that
increased accuracy and reduced violations (best case), (2) top-right represents the experiments
that increased accuracy and violations, (3) bottom-left represents the ones that decreased accuracy
and violations (trade-off cases), and (4) bottom-right those that decreased accuracy and increased
violations (worst case). Figure [5]shows graphs of all model and dataset combinations using static
t-norms. Please observe that the faded triangles connecting the t-norms 7p, 1 and 71 are in similar
positions for each model and dataset, as mentioned in Section [5.4]of the main text. Figures[6]and
show every configuration of the adaptive algorithm and the A scheduler, respectively. The faded line
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that goes through the baseline has slope 1. All points to the left of the line have a positive trade-off,
i.e., we get a bigger improvement in violation compared to f-mAP@0.5.

ROAD-R ROAD-Waymo-R
A | f-mAP@0.5 | MPBYV (%) || f-mAP@0.5 | MPBYV (%)
Yv8n Y1ln|Yv8n Y1lln| Yv8n Y1ln | Yv8n Ylln
0|57.55 61.43|41.16 39.52 || 34.88 34.30 | 47.85 46.04
1]58.09 60.40|41.16 4092 || 34.80 34.20 | 47.89 46.31
5156.72 59.45|40.40 39.17 || 34.54 34.20 | 46.33 44.89
10 | 55.01 58.26 | 39.63 36.18 || 34.78 34.40 | 46.77 46.23
2516033 5844|4340 37.28 | 34.82 34.33|46.72 45.36
50| 61.00 58.75|35.66 36.57 || 34.89 34.20|46.66 44.48
100 | 54.53 60.02 | 41.12 32.85]| 35.15 33.70 | 43.04 41.88
250 | 57.74 59.05| 925 16.61 | 33.72 31.49 | 41.83 40.86
500 | 56.32 57.44 | 2.39 0.38 || 31.33 27.80 | 40.62 39.84
1000 | 56.89 56.84 | 1.38 0.24 || 27.11 2420 19.89 51.03
2500 | 55.97 55.72 | 1.19 0.21 || 24.89 20.64 | 16.64 54.04
5000 | 54.45 53.85| 1.00 0.18 || 22.62 14.70 | 13.38 57.04

Table 5: Comparison of detection accuracy (f-mAP@0.5) and constraint violation (MPBV) for
YOLOvVS8n and YOLO11n across ROAD-R and ROAD-Waymo-R, with different A\ values and 7p
t-norm.
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Table 6: Adaptive algorithm t-norm usage frequency (%) for YOLOv8n (Yv8n) and YOLO11n
(Y11n) across different 3, § parameter settings in ROAD-R (top) and ROAD-Waymo-R (bottom).
Most used values bolded; least grayed.

Model Config mAP MPBV Train Time (s) FLOPs (G) Peak Mem (GB)
Baseline 56.34 + 0.6 (CI 1.98) 41.18 £ 1.3 (CI1 2.0) 1176 + 31.96 4.12 71.38 4+ 3.28
v8n Product (A = 50) 60.77 + 1.0 (CI2.61) 36.56 + 1.2 (CI 1.9) 2027 +30.72 4.12 73.25+0
Adaptive (8 = 0.5, =0.5)  59.02 £ 0.8 (C12.54) 36.29 £ 0.9 (CI 1.5) 2800 + 87.93 4.12 7325+ 0
Baseline 61.69 + 0.8 (CI2.03) 40.18 £ 3.4 (CI1 6.6) 1481 + 32.58 3.24 77.24+0
11ln Product (A = 50) 58.06 + 1.0 (CI 2.50) 36.38 £2.2 (CIS5.1) 2319 +24.27 3.24 77.24+0
Adaptive (3 = 0.5,y =0.5) 57.94 £ 0.9 (C12.42) 34.67 £ 1.4 (CI13.6) 3374 +26.89 3.24 77.24+0
Baseline 34.96 +0.27 (C10.78) 47.19+0.88 (CI12.48) 15874 +70.35 4.12 23.04+0
v8n Product (A = 100) 35.124+0.05(C10.14) 43.63 +£0.81 (C12.30) 21258 + 233.18 4.12 23.04+0
Adaptive (3 = 0.5, = 0.5) 33.51+0.00 (CI0.00) 45.59 % 0.00 (CI 0.00) 24903 + 0.00 4.12 23.04+0
Baseline 34.65+0.28 (C10.79) 46.32+0.40 (CI1.12) 16254 4+ 33.47 3.25 23.44+0
11n Product (A = 100) 33.64 +0.08 (C10.24) 42.99+1.01(CI12.84) 20157 4+ 74.87 3.25 23.44+0
Adaptive (5 = 0.5,7=0.5) 32.91+0.42(CI1.17) 43.02£0.53 (CI 1.50) 25983 £ 1356.45 3.25 23.44+0

Table 7: Computational overhead comparison of static and adaptive t-norm selection. Top: ROAD-R
results. Bottom: ROAD-Waymo-R results. Mean + standard deviation and 95% confidence intervals
(CI) are shown for mAP and MPBYV over three seeds unless otherwise noted. No additional inference-
time cost is incurred.
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(b) Accuracy against MPBV on ROAD-R using
YOLOL11n.
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Figure 5: Evaluation of static t-norm comparisons across datasets. The faded triangle connects Tp,
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C Theoretical Guarantees

Theorem 1. Let N (n) denote the number of times T is selected up to iteration n. For any suboptimal
t-norm T whose expected discounted normalized gain p is strictly lower than that of the best t-norm
T* (ie., pr < pr~), the expected number of times T is selected satisfies the following upper bound.:

1
EINT(n)] < 57

where A := ups — pp is the expected discounted performance gap.

Proof. Let T be the optimal t-norm with the highest expected normalized gain:

pr = E[n; | ] and  pre = maxpr

Let 7" be any suboptimal t-norm such that Ap := pup« — pur > 0.

We consider the structure of the score update:
scores[T] < ¢ - scores[T]+ (1 —6) - n;

This is a form of discounted average which places more weight on recent normalized improvements.
Define:

t
sl = Z(l —8)6td n]T
j=1

as the effective score of 1" after ¢ updates, where nf is the normalized gain at time 5 when 7" was
chosen.

Since n! are bounded (due to normalization by € or cl,)), and the gain distributions are stationary

(or slowly drifting), standard concentration inequalities (e.g., Azuma-Hoeffding for martingale
differences) imply that with high probability, s7~ will dominate s] after a sufficient number of
iterations.

Because greedy selections use arg maxr scores|[T, the probability of selecting a suboptimal 7" due
to exploitation decays exponentially over time. However, exploration ensures that 7' is still selected
occasionally.

Thus, the algorithm favors the optimal 7™ in the long run while bounding the frequency of suboptimal
t-norm use, concluding the proof. O

Theorem 2. Let T be a finite set of t-norms. Suppose the constraint loss for each T' € T varies
stochastically over time and let n; denote the normalized improvement at iteration i as computed by
Algorithm Then, under a fixed exploration rate 3 > 0 and discount factor § € (0, 1), the adaptive
t-norm selection algorithm ensures that each T' € T is selected infinitely often with probability 1 as
the number of iterations n — Q.

Proof. At each iteration i, the algorithm chooses a t-norm 7; either randomly with probability 8 > 0
or greedily according to the highest current score. Because 7 is finite and [ is constant, each 7" € T
has a non-zero probability of being selected at each iteration, where K = |T|:

_ g
P(Ti=T) = 174

Thus, by the Borel-Cantelli lemma and standard results in stochastic processes, each 7" is sampled
infinitely often with probability 1 as n — oco. This ensures that each score estimate receives updates
infinitely often.

O
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D Implementation of t-norms using PyTorch

We make use of the PyTorch python module to efficiently implement t-norms processed in batches.
For a tensor T of shape (d;,ds, . . .,d,), slicing it column-wise along the last dimension:
T.. . 1€{0,...,d,—1}

Sy

This selects all elements across the first n — 1 dimensions for a fixed ¢ in the last dimension. Consider
all input values are PyTorch tensors. fv = T is the full set of bounding boxes predicted and scores
associated to the labels. Otherwise, we slice the input tensor and operate iteratively, which is the
case when we have a, b as input, representing tensor slices to be operated with the iterative algorithm
described on Section 3

Listing 1: Minimum t-norm

def min_tnorm_tensor (fv):
min_value, = torch.min(fv, axis=-1)

return min_value

Listing 2: Product t-norm

def product_tnorm_tensor (fv):
product_value = torch.prod(fv, axis=-1)
return product_value

Listing 3: Lukasiewicz t-norm

def lukasiewicz_tnorm_tensor (fv):
sum_value = torch.sum(fv, axis=-1)
return torch.relu(sum_value - fv.size(-1) + 1)

Listing 4: Drastic t-norm

def drastic_tnorm_batch(a, b):
none_one = (a == 1) | (b == 1)
drastic_value = torch.where(none_one, torch.min(a, b), torch.
zeros_like(a))
return drastic_value

Listing 5: Nilpotent minimum t-norm

def nilpotentmin_tnorm_batch(a, b):
nilpotent_value = torch.where(a + b > 1, torch.min(a, b), torch.
zeros_like(a))
return nilpotent_value

Listing 6: Hamacher product t-norm

def hamacherprod_tnorm_batch(a, b):
denominator = torch.clamp(a + b - a * b, min=1le-6, max=1)
hamacher_value = torch.where(a + b == 0, torch.zeros_like(a), (a *
b) / denominator)
return hamacher_value

Listing 7: Yager t-norm
def yager_tnorm_batch(a, b, p=2):
if p == 1:
return lukasiewicz_tnorm(a, b)

yager_value = torch.relu(l - ((1 - a) **x p + (1 - b) **x p)) *x (1
/ p)

return yager_value
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Listing 8: Frank t-norm
def frank_tnorm(a, b, p=2):

if p == 1:
return product_tnorm(a, b)
numerator = (a**p - 1) * (bx*p - 1)
denominator = p - 1
frank_value = log_with_base(l + numerator / denominator, p)

return frank_value

Listing 9: Sugeno-Weber t-norm

def sugeno_weber_tnorm(a, b, p=1):
sugeno_value = torch.max(torch.zeros_like(a), (a + b - 1 + p * a *
b) / (1 + p))

return sugeno_value

Listing 10: Aczel-Alsina t-norm
def aczel_alsina_tnorm_batch(a, b, p=2):
if p == 0:
return drastic_tnorm_batch(a, b)

none_zero = (a >= 1e-6) & (b >= 1e-6)
a, b = torch.clamp(a, min=1e-6), torch.clamp(b, min=1e-6)

exponent = ((torch.abs(-torch.log(a)) **x p + torch.abs(-torch.log(
b)) *x p) *x (1 / p))
aczel_value = torch.where(none_zero, torch.exp(-exponent), torch.

zeros_like(a))
return aczel_value

Listing 11: Hamacher t-norm

def hamacher_tnorm(a, b, p=2):
denominator = p + (1 - p) * (a + b - a * b)
hamacher_value = a * b / denominator
return hamacher_value

Listing 12: Schweizer-Sklar t-norm

def schweizer_sklar_tnorm(a, b, p):
inner_value = a**p + b*xp - 1
tnorm_value = torch.relu(inner_value) **x (1 / p)
return tnorm_value
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