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Abstract

Most Fake News Detection (FND) methods of-001
ten struggle with data scarcity for emerging002
news domain. Recently, prompt learning based003
on Pre-trained Language Models (PLM) has004
emerged as a promising approach in domain005
adaptive few-shot learning, since it greatly re-006
duces the need for labeled data by bridging the007
gap between pre-training and downstream task.008
Furthermore, external knowledge is also help-009
ful in verifying emerging news, as emerging010
news often involves timely knowledge that may011
not be contained in the PLM’s outdated prior012
knowledge. To this end, we propose COOL, a013
Comprehensive knOwledge enhanced prOmpt014
Learning method for domain adaptive few-shot015
FND. Specifically, we propose a comprehen-016
sive knowledge extraction module to extract017
both structured and unstructured knowledge018
that are positively or negatively correlated with019
news from external sources, and adopt an ad-020
versarial contrastive enhanced hybrid prompt021
learning strategy to model the domain-invariant022
news-knowledge interaction pattern for FND.023
Experimental results demonstrate the superior-024
ity of COOL over various state-of-the-arts.025

1 Introduction026

Emerging news domain with limited labeled data027

often have distinctive semantic characteristics other028

than historical news domain with sufficient labeled029

data, leading to degenerated performance for PLM-030

based FND methods which have to be fine-tuned031

on large-scale labeled data. To improve FND on032

emerging target domain, various domain adaptive033

fine-tuning strategies on PLM have been investi-034

gated (Mehta et al., 2022; Kaliyar et al., 2021; Li035

et al., 2023; Mridha et al., 2021). However, fine-036

tuning PLM is inherently data-intensive, as it re-037

quires additional supervised signals to adapt PLM038

from pre-training task to downstream task. Re-039

cently, prompt learning which bridges the gap be-040

tween pre-training and downstream task by keeping041
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Figure 1: A piece of real-world fake news about the
prevention of Covid-19.

downstream learning the same as the pre-training 042

process, achieves success in few-shot scenarios and 043

has been used in various domain adaptive tasks (Bai 044

et al., 2024; Guo et al., 2024; Ge et al., 2023). 045

Despite its promising performance, PLM’s prior 046

knowledge is constrained by the outdated pre- 047

training corpus, leading to sub-optimal detection 048

performance in emerging news domain where 049

timely and domain-specific knowledge is involved. 050

Therefore, it is crucial to leverage up-to-date hetero- 051

geneous external knowledge, including structured 052

knowledge graph with relational knowledge among 053

entities and unstructured knowledge corpus with 054

descriptions about entity properties (Speer et al., 055

2017; Pei et al., 2023), to assist in domain adaptive 056

FND. Most previous studies generally extract entity 057

knowledge positively correlated with news (Dun 058

et al., 2021; Tseng et al., 2022; Ma et al., 2023). 059

However, the negatively correlated knowledge, i.e., 060

entity knowledge not very correlated with news se- 061

mantics, may also contributes considerably to FND. 062

For example, Figure 1 illustrates a fake news con- 063

cerning the prevention of Covid-19, where exists 064

entities positively correlated with news semantics 065

like “pandemic”, as well as a negatively correlated 066

entity “hair dryer”. Intuitively, the negatively corre- 067

lated entity “hair dryer”, whose knowledge greatly 068
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deviates from the news semantics, significantly re-069

veals the authenticity of the news. Hence both070

positively and negatively correlated knowledge in071

heterogeneous source should be comprehensively072

extracted for domain adaptive few-shot FND.073

Existing knowledge enhanced FND models typi-074

cally inject knowledge by concatenating it with the075

learned news features before the final classifier and076

adopting much labeled data to capture their inter-077

action patterns (Ma et al., 2023; Dun et al., 2021).078

Such scheme may not be applicable to few-shot079

prompt learning, as its input feature for classifier is080

the learned embedding of a mask word where the081

knowledge-news interaction patterns are hard to be082

captured. Another intuitive scheme is to incorpo-083

rate the knowledge into the prompt template before084

PLM encoder. However, both hand-crafted and soft085

prompt template may not be suitable for directly086

injecting knowledge, as hard template cannot flex-087

ibly inject various forms and quantities of knowl-088

edge, while soft template may struggle to fit the089

FND task. As a result, hybrid templates have been090

adopted, which incorporate knowledge representa-091

tion into several soft prompt vectors, while guide092

PLM in reasoning about news authenticity via hard093

templates (Jiang et al., 2022). Despite their effec-094

tiveness in modeling relationships between news,095

knowledge and detection task, their performances096

can be further improved in domain adaptive few-097

shot scenario by capturing the domain-invariant098

interaction patterns.099

To this end, we propose COOL for domain adap-100

tive few-shot FND, which extracts comprehensive101

knowledge that are positively or negatively corre-102

lated with news from heterogeneous sources, and103

injects it into prompt learning by an adversarial104

contrastive enhanced hybrid prompt learning frame-105

work. More specifically, a comprehensive knowl-106

edge extraction module is proposed to retrieve both107

structured relational and unstructured descriptive108

knowledge from external sources, and filter both109

positively and negatively correlated knowledge via110

a signed correlation-aware attention. The filtered111

comprehensive knowledge is incorporated by a hy-112

brid prompt learning framework, where prefix soft113

prompt composed of several learnable tokens is114

used to receive knowledge representations flexibly,115

while postfix hand-crafted hard prompt facilitates116

PLM modeling task-specific interaction between117

knowledge and news. The adversarial contrastive118

learning is applied to facilitate the model captur-119

ing domain-invariant news-knowledge interaction120

patterns to improve the domain adaptive few-shot 121

FND performance. Experimental studies validate 122

the benefits of incorporating comprehensive knowl- 123

edge into prompt learning for domain adaptive few- 124

shot FND. The primary contributions of this paper 125

can be summarized as: 126

(1) We highlight that the comprehensive knowl- 127

edge positively or negatively correlated with news 128

is crucial for PLM to detect fake news in emerging 129

domains, which can be extracted from heteroge- 130

neous source. 131

(2) We propose COOL, which devises a com- 132

prehensive knowledge extraction module to extract 133

knowledge and injects it into a hybrid prompt learn- 134

ing framework to model domain-invariant news- 135

knowledge interaction patterns. 136

(3) Experiments on real-word datasets are con- 137

ducted to demonstrate that COOL consistently out- 138

performs the several state-of-the-arts. 139

2 Related Works 140

Domain Adaptive Few-shot News Detection. Pre- 141

vious FND methods focus on modeling fake news 142

patterns by PLM-based models fine-tuned on large- 143

scale labeled datasets (Mehta et al., 2022; Kaliyar 144

et al., 2021; Xiao et al., 2024; Mridha et al., 2021). 145

However, it is frequent to face the data scarcity is- 146

sue of emerging news domain. To tackle this prob- 147

lem, many domain adaptive few-shot FND meth- 148

ods have adopted various techniques to adapt the 149

domain-invariant features learned from the abun- 150

dant source domain data to the target news domain 151

with limited labeled data (Yue et al., 2022; Mosal- 152

lanezhad et al., 2022; Lin et al., 2022; Ran and Jia, 153

2023), such as meta-learning improving domain 154

adaptation by adjusting model parameters step by 155

step across tasks (Yue et al., 2023; Nan et al., 2022; 156

Hospedales et al., 2021), and contrastive learning 157

reducing the inter-domain discrepancy by appro- 158

priate contrastive loss (Yue et al., 2022; Lin et al., 159

2022; Ran and Jia, 2023). More recently, prompt 160

learning, which bridges the gap between PLM’s 161

pre-training and downstream task, exhibits signifi- 162

cant successes in many domain adaptive few-shot 163

tasks, such as rumor detection (Lin et al., 2023) and 164

dialogue summarization (Zhao et al., 2022). De- 165

spite its success in various tasks, its performance 166

may be constrained in domain adaptive FND, as 167

the emerging news typically involves timely and 168

domain-specific knowledge that may not be in- 169

cluded in PLM’s outdated pre-training corpus. This 170
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inspires us to design a knowledge enhanced prompt171

learning method for better domain adaptive few-172

shot FND.173

Knowledge Enhanced Fake News Detection.174

News naturally encompasses a number of knowl-175

edge entities, whose knowledge can serve as crit-176

ical evidence for news verification, inspiring re-177

searchers to investigate knowledge-enhanced meth-178

ods for FND (Dun et al., 2021; Tseng et al.,179

2022; Ma et al., 2023; Zhang et al., 2024). Most180

existing methods leverage structured knowledge181

graph, e.g. ConceptNet (Speer et al., 2017) and182

YAGO (Suchanek et al., 2007), to capture the re-183

lational knowledge among entities for FND (Ma184

et al., 2023; Kim et al., 2023; Sun et al., 2023).185

Some studies benefit from abundant heterogeneous186

knowledge by exploiting both structured knowl-187

edge graph and unstructured knowledge corpus,188

e.g., Wikipedia corpus (Hu et al., 2021; Zou et al.,189

2023). Timely and rich external knowledge can190

compensate for the knowledge gap of PLM in191

emerging news, thereby improving the domain192

adaptive few-shot FND performance of PLM based193

methods, including prompt learning. KPL (Jiang194

et al., 2022) devises a knowledgeable prompt learn-195

ing framework which incorporates the sequential196

knowledge entities into prompt template to pre-197

dict the news veracity. Different from Jiang et al.198

(2022), the proposed COOL extracts more compre-199

hensive knowledge that have either positive or nega-200

tive correlation with news from both structured and201

unstructured external knowledge sources, which is202

further incorporated into an adversarial contrastive203

enhanced hybrid prompt learning framework to204

model the domain-invariant interaction patterns be-205

tween news and knowledge for domain adaptive206

few-shot FND.207

3 Problem Statement208

Let Ds = {(X s
1 , y

s
1) , (X s

2 , y
s
2) , . . . , (x

s
M , ysM )}209

and Dt =
{(

X t
1 , y

t
1

)
,
(
X t
2 , y

t
2

)
, . . . ,

(
xtN , ytN

)}
210

denote the datasets of source and target domain,211

respectively, where M , N denote the numbers of212

news in source and target domain, respectively.213

Each news X = {wi} consists of a sequence of214

words. The label y ∈ [0, 1] denotes the veracity of215

news, where 0 indicates true and 1 indicates fake.216

The domain adaptive few-shot FND is defined as:217

given the source domain dataset Ds and limited218

access to the target domain dataset, i.e., only a219

K-shot subset D′
t ⊂ Dt is available for training220

where K ≪ N , the goal is to correctly predict the 221

veracity of news in the target domain dataset Dt. 222

4 Methodologies 223

The architecture of the proposed model is illus- 224

trated in Figure 2. It consists of two modules: (i) 225

comprehensive knowledge extraction, which ex- 226

tracts structured and unstructured knowledge from 227

external sources that are positively or negatively 228

correlated with news; (ii) hybrid prompt learning, 229

in which a hybrid prompt template is devised to si- 230

multaneously incorporate external knowledge and 231

guide PLM on FND task, and an adversarial con- 232

trastive training strategy is leveraged to capture the 233

domain-invariant news-knowledge interaction pat- 234

tern. Each of module is described in details next. 235

4.1 Comprehensive Knowledge Extraction 236

4.1.1 Heterogeneous Knowledge Retrieval 237

To retrieve external knowledge critical for veri- 238

fying news, we first identify the knowledge en- 239

tities E = {eni} from a given news X by an en- 240

tity linking method (Ferragina and Scaiella, 2010). 241

The identified entities are embedded by the em- 242

bedding layer of a parameter-frozen PLM, i.e., 243

E =
[
e1, . . . , e|E|

]
∈ R|E|×d, where ei is the aver- 244

aged word embedding for entity eni and d is the 245

hidden dimension of PLM. The parameter-frozen 246

PLM, denoted as PLM-F, is used to represent vari- 247

ous information and will not attend training. The 248

knowledge entities usually associate with hetero- 249

geneous external knowledge, including structured 250

relational knowledge from knowledge graph, and 251

unstructured descriptive knowledge from knowl- 252

edge corpus. Therefore, we propose a structured 253

knowledge retriever and an unstructured knowl- 254

edge retriever for heterogeneous knowledge. 255

Structured Knowledge Retriever. Knowledge 256

graph G encompasses structured knowledge in form 257

of triples (ens, rel, ent), where rel is the relation 258

between two entities. The structured knowledge 259

of an entity eni is set as its neighbors N (eni) = 260

{en | (eni, rel, en) ∈ G ∨ (en, rel, eni) ∈ G}. 261

Since a news entity may have many neighbors with 262

various semantics, not all of its neighbors con- 263

tribute equally for verifying a news. For instance, 264

when verifying a news reporting Donald Trump 265

signed the Iran Deal, the structured knowledge 266

(Donald Trump, significant event, United States 267

withdrawal from Iran Deal) is more informative 268

than other knowledge of entity "Donald Trump". 269
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Figure 2: Architecture of the proposed COOL model.

Hence the structured knowledge of each entity270

should be filtered based on their relevance with271

news semantics. The typical relevant information272

filter method is attention mechanism (Vaswani273

et al., 2017). However, since attention mechanism274

will also be used to filter relevant entities in news275

latter, if it is used simultaneously to filter the276

structured knowledge of each entity, the nested277

attention will be formed and lead to exponential278

increase in computational complexity. Previous279

works abandon the attentive filtering of structured280

knowledge by leveraging mean pooling to avoid281

the nested attention(Dun et al., 2021; Tseng et al.,282

2022). Instead, we adopt a modulation mechanism283

based on product & max pooling (Ouyang et al.,284

2022) to attentively filter the related structured285

knowledge with lower computational complexity.286

Specifically, given an entity eni and its neighbors287

N (eni), the structured knowledge is filtered as:288

eKG
i = MPen∈N (eni) (p⊗ een) (1)289

where p is the news representation embedded by290

PLM-F on its content, MP indicates the max pool-291

ing operation, ⊗ stands for the element-wise prod-292

uct, and een is the embedding of a neighbor entity.293

The element-wise product evaluates the relatedness294

between each neighbor and news, while the max295

pooling helps to focus on the most related knowl-296

edge from neighbors and reduce noises.297

Unstructured Knowledge Retriever. The un- 298

structured descriptive knowledge from knowledge 299

corpus is another important supplement for FND, 300

since it describes connotation and properties of 301

each entity with natural language, whose seman- 302

tics can also interact with news. For example, a 303

short description “contagious disease caused by 304

SARS-CoV-2” of entity “Covid-19” can interact 305

with news by offering PLM with knowledge lacked 306

during pre-training. The unstructured knowledge 307

eKC
i ∈ Rd of a given entity eni can also be embed- 308

ded by applying PLM-F on its description sentence. 309

Heterogeneous knowledge complements each 310

other for FND. The final knowledge eri ∈ Rd of an 311

entity eni is extracted by concatenating its struc- 312

tured knowledge eKG
i , initial entity embedding 313

ei and unstructured knowledge eKC
i and passing 314

through a fully connected layer FC: 315

eri = FC
([
eKG
i ; ei; e

KC
i

])
(2) 316

4.1.2 Signed Correlation-aware Attention 317

The knowledge either positively or negatively cor- 318

related with news is significant for FND, as the pos- 319

itive one provides news-related knowledge context, 320

while the negative one reveals news-knowledge dis- 321

crepancy (Dun et al., 2021; Sun et al., 2023). To 322

capture both positively and negatively correlated 323

knowledge, a signed correlation-aware attention 324

consisting of News towards Positively correlated 325
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Entity (N-E+) attention and News towards Nega-326

tively correlated Entity (N-E−) attention is devised.327

N-E+ Attention. N-E+ attention follows typi-328

cal attention mechanism which captures positively329

correlated knowledge by assigning greater impor-330

tance for entity knowledge that is more correlated331

with news semantics:332

Attn+(Q,K,V) = softmax

(
QKT

√
dK

)
V (3)333

where dK is the dimension of keys. The dot-334

product attention function measures the positive335

correlation between queries and keys and assigns336

weights attentively to values. Hence the positively337

correlated knowledge e+ can be extracted by set-338

ting the news representation p as queries, and the339

all extracted knowledge Er =
[
er1, . . . , e

r
|E|

]
∈340

R|E|×d as keys and values:341

e+ = Attn+
(
pW+

Q,E
rW+

K ,ErW+
V

)
(4)342

where W+
Q, W+

K , W+
V are learnable parameters.343

N-E− Attention. (N-E−) attention captures neg-344

atively correlated knowledge by assigning greater345

importance for entity knowledge that is less corre-346

lated with news semantics:347

Attn−(Q,K,V) = − softmax

(
−QKT

√
dK

)
V

(5)348

The minus inside the dot-product attention function349

assigns greater weights to keys that are less corre-350

lated with queries, and the outside minus further351

reverses the direction of the resulted feature vec-352

tor to distance it from the result of N-E+ attention.353

Similarly, the negatively correlated knowledge e−354

is extracted as:355

e− = Attn−
(
pW−

Q,E
rW−

K ,ErW−
V

)
(6)356

where W−
Q, W−

K , W−
V are learnable parameters.357

Finally, we obtain the comprehensive knowledge358

as Ec = [e+, e−] ∈ R2×d for FND.359

4.2 Hybrid Prompt Learning360

4.2.1 Hybrid Prompt Template361

To inject comprehensive knowledge into prompt362

learning, a hybrid prompt template consists of363

both prefix soft prompt and postfix hard prompt364

is adopted. The soft prompt composed of several365

learnable tokens receive comprehensive knowledge366

freely by generating appropriate semantics, while367

the hard prompt is a manually designed natural lan- 368

guage sentence used to guide PLM in reasoning 369

about news authenticity. Specifically, two tokens 370

<s+>, <s-> with randomly initialized learnable em- 371

beddings [s+, s−] ∈ R2×d are set as prefix soft 372

prompt to receive the positively and negatively cor- 373

related knowledge, respectively. The soft prompt 374

embedding after receiving knowledge is: 375

S =
1

2

([
s+, s−

]
+Ec

)
(7) 376

While for postfix hard prompt, we test and adopt a 377

cloze-style natural language sentence specialized 378

for FND task, e.g., “The veracity of the following 379

news is [MASK].”. The hard prompt embedding 380

is denoted as H =
[
h1, . . . ,h[MASK], . . . ,hnh

]
∈ 381

Rnh×d where nh is the number of hard prompt 382

tokens, and h[MASK] is the embedding of [MASK] 383

token. It is got from the embedding layer of a 384

tunable PLM called PLM-T. 385

The token embeddings of the given news X , i.e., 386

X = [x1, . . . ,xnx ] ∈ Rnx×d, is also got from 387

the embedding layer of PLM-T, where nx is the 388

number of news tokens. The final hybrid prompt 389

template Iprompt is: 390

Iprompt = [S,H,X] (8) 391

4.2.2 Veracity Prediction 392

Iprompt is then sent to transformer layers of PLM-T 393

to predict news veracity. Specifically, the output 394

embedding o[MASK] ∈ Rd of [MASK] token is 395

obtained as: 396

o[MASK] = PLM-T (Iprompt) (9) 397

Its vocabulary distribution v[MASK] ∈ R|V| is got 398

by sending o[MASK] to the head function of PLM, 399

where V is the vocabulary of PLM. We manu- 400

ally define the vocabulary subsets V∗ = {V0,V1}, 401

where V0 contains words about true, V1 contains 402

words about fake. Then the probability of each 403

label y ∈ [0, 1] for a given news X is calculated as: 404

P (y | X ) =
exp

(
v[MASK] (Vy)

)∑
Vi∈V∗

exp
(
v[MASK] (Vi)

) (10) 405

where v[MASK] (Vi) is sum of distribution scores 406

of words in Vi. Finally, the cross-entropy loss in 407

each domain is as below, where ∗ ∈ {s, t} and D∗ 408

is the source or target domain dataset: 409

L∗
CE = −

∑
(X ∗

i ,y
∗
i )∈D∗

y∗i log (P (y∗i | X ∗
i )) (11) 410
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4.2.3 Adversarial Contrastive Training411

In domain adaptive few-shot scenario, the detection412

performance is inherently determined by the quan-413

tity and quality of target domain samples, which414

are limited and may suffer from noises. To alle-415

viate this problem, adversarial samples are gener-416

ated by adding each target domain sample with a417

worst-case perturbation, i.e., a normed noisy vector418

towards the gradient direction that maximizes the419

loss Lt
CE :420

ot
[MASK],adv = ot

[MASK] +
∇Lt

CE∥∥∇Lt
CE

∥∥ (12)421

where ∇Lt
CE is the first-order gradient of Lt

CE ,422

which is approximated by the Fast Gradient Value423

(Rozsa et al., 2016) method. The adversarial sam-424

ples serve as additional target domain samples in425

training.426

To facilitate PLM modeling the domain-invariant427

news-knowledge interaction pattern, we adopt con-428

trastive loss function to reduce the inter-domain429

discrepancy by explicitly pulling close the output430

[MASK] embedding of news with the same label431

from target and source domains, respectively:432

Lt
CL = − 1

N ×M

∑
(X t

i ,y
t
i)∈Dt

∑
(X s

j ,y
s
j)∈Ds

1[ytj=ysi ]

log
exp

(
S
(
ot
i,o

s
j

)
/τ

)
∑

(X s
k ,y

s
k)∈Ds

exp
(
S
(
ot
i,o

s
k

)
/τ

)
(13)

433

where S(·) is cosine similarity, τ is a temperature434

parameter. Similarly, another contrastive loss is435

utilized to reduce the intra-class discrepancy for436

abundant source domain samples:437

Ls
CL = − 1

M × (M − 1)∑
(X s

i ,y
s
i )∈Ds

∑
(X s

j ,y
s
j)∈Ds

1[i ̸=j]1[ysi=ysj ]

log
exp

(
S
(
os
i ,o

s
j

)
/τ

)
∑

(X s
k ,y

s
k)∈Ds

1[i ̸=k] exp
(
S
(
os
i ,o

s
k

)
/τ

)
(14)

438

The final loss of our model is then formulated as439

below, where α is a trade-off parameter:440

L =
∑

∗∈{s,t}

αL∗
CE + (1− α)L∗

CL (15)441

5 Experiments 442

5.1 Experiment Setup 443

Dataset. Three datasets are utilized to implement 444

the experiments in domain adaptive few-shot set- 445

ting. Snopes (Popat et al., 2017) is a domain- 446

agnostic dataset providing news in various domains 447

and is adopted as source domain dataset. Politifact 448

(Shu et al., 2020) is a dataset specialized for US 449

political system. CoAID (Cui and Lee, 2020) is 450

a healthcare dataset containing COVID-19 related 451

news. They are domain-specific datasets used as 452

target domain datasets. The statistics of the datasets 453

are reported in Table 2 in Appendix A.1. 454

Baseline. The COOL is compared with several 455

groups of models suitable for domain adaptive few- 456

shot FND, which include neural network-based 457

models: TextCNN (Chen, 2015) and Bi-LSTM 458

(Bahad et al., 2019); knowledge enhanced neu- 459

ral network-based model KAN (Dun et al., 2021); 460

PLM-based models: FT (Liu et al., 2019), ACLR 461

(Lin et al., 2022), PET (Schick and Schütze, 2021), 462

Soft-PT (Li and Liang, 2021) and RPL (Lin et al., 463

2023); knowledge enhanced PLM-based model 464

KPL (Jiang et al., 2022). The baseline methods are 465

elaborated in Appendix A.2. 466

Implementation Details. We use Pytorch to 467

implement our model 1. For domain adaptive few- 468

shot FND, the source domain dataset and a ran- 469

domly selected K-shot subset of target domain 470

dataset are available for model training, where 471

K ∈ {2, 4, 8, 16}. The rest part of target domain 472

dataset is used as test set to evaluate the detection 473

performance. Acc. (Accuracy) and F1 (Macro F1 474

score) are adopted for evaluating the performance, 475

which have been widely used in previous works 476

(Zhang et al., 2024; Lin et al., 2023). More details 477

of implementation can be found in Appendix A.3. 478

5.2 Main Results 479

The comparison results are reported in Table 1. 480

It is shown that our proposed COOL consistently 481

achieves the best performance in all settings, with 482

average improvements of 2.14% and 4.16% com- 483

pared to the second-best method on Politifact and 484

CoAID, respectively. Specifically, COOL performs 485

better than all PLM-based methods, confirming the 486

effectiveness of external knowledge in improving 487

PLM in domain adaptive few-shot FND. The su- 488

periority of COOL over KPL, another knowledge 489

1The code will be released upon publication.
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Table 1: Comparisons of different models on domain adaptive few-shot FND task. The best results are in boldface
and the second-best results are underlined.

Target (Source) # Shot Metric TextCNN Bi-LSTM KAN FT ACLR PET Soft-PT RPL KPL COOL

Politifact (Snopes)

2
Acc. 0.5730 0.5730 0.5732 0.6171 0.6388 0.6208 0.5400 0.6316 0.6232 0.6575
F1 0.5728 0.5710 0.5669 0.5947 0.6375 0.5982 0.5180 0.6196 0.6088 0.6505

4
Acc. 0.6070 0.6093 0.5741 0.6350 0.6578 0.6660 0.5698 0.6828 0.6630 0.7010
F1 0.5952 0.5965 0.5674 0.6210 0.6550 0.6312 0.5454 0.6762 0.6487 0.6843

8
Acc. 0.6348 0.6490 0.6155 0.6691 0.7849 0.6793 0.6443 0.7742 0.7165 0.7869
F1 0.6060 0.6202 0.6117 0.6683 0.7243 0.6754 0.6326 0.7072 0.7100 0.7767

16
Acc. 0.6674 0.6963 0.6229 0.7556 0.7882 0.7775 0.6892 0.8394 0.8129 0.8430
F1 0.6587 0.6932 0.6222 0.7381 0.7776 0.7764 0.6882 0.8296 0.8084 0.8329

CoAID (Snopes)

2
Acc. 0.3522 0.4129 0.4438 0.4626 0.5323 0.4315 0.4882 0.5433 0.5494 0.6022
F1 0.2879 0.3284 0.3538 0.3615 0.4015 0.3616 0.3620 0.4169 0.3887 0.4470

4
Acc. 0.4009 0.4915 0.4845 0.4927 0.5527 0.5960 0.5376 0.6916 0.7261 0.7316
F1 0.3239 0.3765 0.3780 0.3930 0.4341 0.4494 0.3988 0.5086 0.5334 0.5513

8
Acc. 0.4647 0.5363 0.5335 0.5447 0.5997 0.6607 0.5944 0.7227 0.7392 0.7409
F1 0.3695 0.4230 0.4142 0.4221 0.4654 0.4818 0.4002 0.5307 0.5534 0.5578

16
Acc. 0.4991 0.5470 0.5754 0.6474 0.6341 0.7136 0.6332 0.7336 0.7562 0.7937
F1 0.3856 0.4371 0.4399 0.4697 0.4815 0.5328 0.4692 0.5542 0.5609 0.5900

enhanced prompt learning method, is possibly be-490

cause: (1) our model incorporates more compre-491

hensive knowledge by extracting both structured492

and unstructured knowledge that are positively or493

negatively correlated with news. (2) we design494

an adversarial contrastive enhanced hybrid prompt495

learning framework which incorporates comprehen-496

sive knowledge flexibly with appropriately learned497

semantics and guides PLM in modeling domain-498

invariant news-knowledge interaction patterns. The499

detailed comparisons between baselines are dis-500

cussed in Appendix B.501
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Figure 3: Ablation studies in comprehensive knowl-
edge extraction module on CoAID, where “w/o KG”
and “w/o KC” means removing structured knowledge
retriever and unstructured knowledge retriever, respec-
tively. “w/o CK” means removing the entire comprehen-
sive knowledge extraction module. "KG-mean" means
replacing the modulation mechanism with mean pool-
ing in structured knowledge retriever. “w/o Pos” and
“w/o Neg” means removing N-E+ and N-E− attention,
respectively.

5.3 Abaltion Study 502

Ablation studies are conducted to analyze the ef- 503

fects of the key designs in our model. The experi- 504

mental results of ablation studies in comprehensive 505

knowledge extraction module on CoAID are re- 506

ported in Figure 3. If the structured knowledge 507

retriever is removed, our model drops averagely 508

6.46% Acc. and 5.58% F1. When the unstructured 509

knowledge retriever is removed, it drops averagely 510

4.71% Acc. and 4.30% F1. If the entire comprehen- 511

sive knowledge extraction module is eliminated, 512

our model reduces averagely by 12.85% Acc. and 513

12.40% F1. These results validate that both struc- 514

tured relational knowledge and unstructured de- 515

scriptive knowledge are helpful for FND and they 516

complement with each other to provide comprehen- 517

sive knowledge. Moreover, if the modulation mech- 518

anism in structured knowledge retriever is replaced 519

by mean pooling, COOL decreases averagely by 520

8.37% Acc. and 8.20% F1, which validates the 521

effectiveness of modulation in attentively extract- 522

ing structured knowledge and reducing noises. The 523

efficacy of signed correlation-aware attention is 524

further validated. Specifically, The model without 525

N-E+ attention drops averagely 6.91% Acc. and 526

6.12% F1, while the model without N-E− attention 527

drops averagely 5.63% Acc. and 3.52% F1. This 528

confirms that the knowledge either positively or 529

negatively correlated with news provides critical 530

evidences to verify news authenticity. 531

We also implement ablation experiments in hy- 532

brid prompt learning module on Politifact and re- 533

port the results in Figure 4. When the prefix prompt 534

is eliminated and the knowledge is directly concate- 535
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Figure 4: Ablation studies in hybrid prompt learning
module on Politifact, where “w/o Prefix” and “w/o Post-
fix” means removing the prefix soft prompt and the
postfix hard prompt, respectively. “w/o AD” and “w/o
CL” means removing adversarial augmentation and con-
trastive training, respectively. “w/o ACT” means elimi-
nates the adversarial contrastive training strategy.

Knowledge Corpus

First documented patient in the 

population of an epidemiological 

investigation.

News

Chinese health authorities have confirmed the identity of the patient zero from whom the first
case of coronavirus has originated. Yin Dao Tang, 24, from the province of Hubei is the first
case of the novel coronavirus that emerged on November 17, according to Chinese government
data. Tang is believed to have contracted the disease after indulging in sexual acts with several
animals, including bats. Chinese officials have warned to temporarily abstain from having
sexual contact with any animal.

China

Health

Index case

Confirmation

Coronavirus

Hubei

Disease

Human sexual activity

Bat

Sexual abstinence

N-E+ Attention N-E- Attention

Heterogeneous Knowledge 
Retrieval

first case -> Index case 

Knowledge Graph

Index case

COVID-19

Patient

Epidemiology

Community spread

Signed Correlation-aware Attention

Figure 5: A real-world case from CoAID showing how
COOL extracts comprehensive knowledge from external
sources.

nated with postfix hard prompt, the model drops536

averagely 4.71% and 3.18% on Acc. and F1, which537

proves the advantage of incorporating knowledge538

with soft prompts to generate appropriate seman-539

tics. When the postfix hand-crafted prompt is re-540

moved, the model reduces averagely by 8.50% Acc.541

and 1.43% F1. This confirms the effect of task-542

specific hand-crafted prompt in guiding PLM in543

reasoning about news authenticity. The model re-544

moving adversarial augmentation drops averagely545

3.36% Acc. and 3.22% F1, while the model re-546

moving contrastive training decreases averagely by547

5.31% Acc. and 5.46% F1. If the entire adversar-548

ial contrastive training strategy is eliminated, the549

model reduces averagely by 4.95% Acc. and 6.36%550

F1. They demonstrate generating adversarial tar-551

get domain samples improves model robustness552

and implementing contrastive training effectively 553

overcomes the inter-domain discrepancy. 554

5.4 Case Study 555

To further explore how COOL extract comprehen- 556

sive knowledge to enhance prompt learning in FND, 557

we illustrate a case in CoAID in Figure 5. The news 558

reports the index case of coronavirus in China. For 559

every linked entity, we retrieve both structured and 560

unstructured knowledge from heterogeneous exter- 561

nal sources. For instance, “first case” mentioned 562

in news is linked to entity “Index case”, whose un- 563

structured description is retrieved from knowledge 564

corpus, and structured knowledge are filtered out 565

from knowledge graph. The retrieved knowledge 566

of all entities is then fed into the signed correlation- 567

aware attention to extract knowledge that are posi- 568

tively or negatively correlated with news. Specifi- 569

cally, as shown in the heatmap, N-E+ attention fo- 570

cus more on knowledge from entities that are highly 571

positively correlated with news, such as “Coron- 572

avirus” and “Index case”, while N-E− attention pay 573

more attention to knowledge from entities that are 574

not very (i.e., negatively) correlated with news, like 575

“Human sexual activity”. Intuitively, the extracted 576

both positively and negatively correlated knowl- 577

edge contribute to the authenticity judgement. The 578

case study shows COOL can extract comprehensive 579

and important knowledge for FND. 580

6 Conclusions 581

In this paper, we propose COOL, which extracts 582

comprehensive knowledge from heterogeneous ex- 583

ternal sources and incorporates knowledge into hy- 584

brid prompt learning to verify news authenticity in 585

domain adaptive few-shot scenario. The method 586

is equipped with good expressiveness because: (i) 587

we extract comprehensive knowledge that either 588

positively or negatively correlate with news from 589

both structured relational knowledge and unstruc- 590

tured description knowledge; (ii) we adopt hybrid 591

prompt template which incorporates comprehen- 592

sive knowledge freely by learned soft prompt and 593

guides PLM in FND task by hand-crafted hard 594

prompt; (iii) adversarial contrastive training is im- 595

plemented to robustly model the domain-invariant 596

news-knowledge interaction pattern. The extensive 597

experiments on real-world datasets validate the ef- 598

fectiveness of COOL in domain adaptive few-shot 599

FND and its capacity in incorporating comprehen- 600

sive knowledge into prompt learning framework. 601
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Limitations602

Our work insists in injecting comprehensive knowl-603

edge into prompt learning for domain adaptive few-604

shot FND. However, in order to retrieve up-to-date605

external knowledge for FND in emerging domains,606

our model crawls Wikidata to obtain structured en-607

tity neighbors and unstructured entity descriptions,608

which can be time-consuming in pre-processing609

stage. Also, we find that the existing entity link-610

ing methods may overlook important news entities611

in some cases, which is a bottleneck for provid-612

ing comprehensive knowledge information. Addi-613

tionally, despite investigating prompt learning in614

domain adaptive FND, we do not discuss cross-615

domain adaptation with several source domains to616

improve detection performance in target domain.617
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A Experiment Setup Details852

A.1 Datasets Statistics853

Three datasets are used to conduct domain-adaptive854

few-shot FND experiments, where Snopes (Popat855

et al., 2017) is a domain-agnostic dataset which is856

extracted from a fact-checking website 2 provid-857

ing various news articles and corresponding labels.858

Politifact (Shu et al., 2020) is a political related859

dataset collected from another fact-checking web-860

site 3 specialized for US political system. CoAID861

(Cui and Lee, 2020) is a healthcare dataset contain-862

ing COVID-19 related news on websites and social863

platforms. In our experiments, the domain-agnostic864

dataset Snopes is adopted as source domain dataset865

while the domain-specific datasets, Politifact and866

CoAID, are used as target domain datasets. We867

filter out the articles whose URL is no longer ac-868

cessible. The statistical details of the datasets after869

prepossessing are summarized in Table 2.870

2https://www.snopes.com/
3https://www.politifact.com/

Table 2: Statistics of the datasets

Datasets Snopes Politifact CoAID
# News 710 886 2807
# Real 430 517 2652
# Fake 280 369 155

Avg. # words 690 1361 78
Avg. # entities 126 239 18

A.2 Baseline Methods 871

To evaluate the performance of our proposed model, 872

we compare COOL with several groups of models 873

to conduct domain adaptive few-shot FND experi- 874

ments: 875

The first group of models is neural network- 876

based models: 877

TextCNN (Chen, 2015): This method uses con- 878

volutional neural networks with multiple filter 879

widths to extract text features which are further 880

fed into pooling layer and fully connected layer for 881

classification. 882

Bi-LSTM (Bahad et al., 2019): This method uti- 883

lizes bi-directional long short-term memory which 884

exploits text sequence from front-to-back and back- 885

to-front and recurrent neural network for FND. 886

The second group of models is knowledge en- 887

hanced neural network-based models: 888

KAN (Dun et al., 2021): This method proposes a 889

knowledge-aware attention network for FND by ex- 890

tracting external knowledge from knowledge graph 891

that are most relevant to news semantics with atten- 892

tion mechanism. 893

The third group of models is PLM-based models: 894

FT (Liu et al., 2019): This is the standard fine- 895

tuning method built on top of RoBERTa by feeding 896

[CLS] embedding into task-specific linear layers to 897

predict news veracity. 898

ACLR (Lin et al., 2022): This is a state-of- 899

the-art domain adaptive FND method that adapts 900

features learned from rich source domain to low- 901

resource target domain by developing adversar- 902

ial augmentation mechanism and supervised con- 903

trastive training paradigm. 904

PET (Schick and Schütze, 2021): This is a 905

prompt learning method that provides task-related 906

hand-crafted prompt to reformulate input as cloze- 907

style phrases to help PLM understand the given 908

task. 909

Soft-PT (Li and Liang, 2021): This method uses 910

learnable tokens to optimize a sequence of con- 911

tinuous task-specific vectors for prompt tuning in- 912

stead of discrete prompt which is constrained to 913

real words embeddings. 914
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RPL (Lin et al., 2023): This is a state-of-the-915

art prompt learning-based method that generates916

adversarial augmentation examples and introduces917

a prototypical verbalizer paradigm with designed918

contrastive learning framework for detection task.919

The fourth group of models is knowledge en-920

hanced PLM-based models:921

KPL (Jiang et al., 2022): This is a strong base-922

line, which applies prompt learning to FND and923

incorporates knowledge features extracted from en-924

tity sequence into learnable prompts.925

A.3 Implementation Details926

We further detail our implementation as follows:927

The mini-batch Adaptive Moment Estimation928

(Adam) (Kingma and Ba, 2014) is adopted as the929

optimizer, which can adaptively adjust the learning930

rate during the training phase. We utilize Tagme931

(Ferragina and Scaiella, 2010) as the entity linking932

method, while Wikidata (Guo et al., 2023) is used933

as external knowledge sources to crawl entity neigh-934

bors and entity descriptions. The hyper-parameter935

settings are as follows: training batch size is 16,936

hidden dimension of PLM is 768, the learning rate937

is 2e-5, the trade-off parameter α is 0.5, the tem-938

perature parameter τ is 0.1. For all baselines, the939

optimal hyper-parameter settings are determined940

either by our experiments or suggested by previous941

works to ensure the best performance. For fair com-942

parisons, the base version of RoBERTa and Wiki-943

data are used as PLM and external source for all944

needed methods, respectively, and the self-training945

and PLM ensemble for PET are not implemented,946

following previous work (Wu et al., 2023). As we947

address the situations where no propagation struc-948

ture can be obtained, and the adopted source dataset949

Snopes doesn’t have the propagation structure, the950

propagation position modeling and the response951

ranking for RPL are not implemented. We add the952

cross-entropy loss into the training of RPL which953

is not included in the original paper, confirming954

the model stability in our experiments. All of our955

experiments are run on one single NVIDIA RTX956

A6000 GPU. The reported comparative results are957

averaged from ten implementations with randomly958

choiced seeds.959

B Comparative Analysis960

Apart from the observation that COOL consistently961

outperforms baseline methods, there are more con-962

clusions can be drawn from the comparative results963

shown in Table 1. 964

First, PLM-based methods generally outperform 965

neural network-based methods on all experimen- 966

tal settings, which indicates the strong capacity 967

of PLM in extracting semantic features of news to 968

model fake news pattern. Among PLM-based meth- 969

ods, PET outperforms FT in most settings, which 970

demonstrates the superiority of prompt learning 971

over fine-tuning in domain adaptive scenario. How- 972

ever, Soft-PT generally performs worst in PLM- 973

based methods, which indicates relying solely on 974

randomly initialized soft prompts cannot effec- 975

tively guide PLM in reasoning about task-related 976

news authenticity. 977

Second, there are some findings in the compar- 978

ison of knowledge enhanced models. As we can 979

see in Table 1, different from many FND scenarios, 980

knowledge enhanced neural network-based method 981

performs generally worse than neural network- 982

based methods in our experiments. This suggests 983

that without non-trivial designs to overcome the 984

inter-domain discrepancy, the news-knowledge in- 985

teraction captured by knowledge enhanced neural 986

network-based model is domain-specific which de- 987

generates the model performance in emerging news 988

domain. While for PLM-based models, KPL en- 989

hanced by knowledge outperforms PET suggests 990

PLM’s potential in incorporating knowledge to 991

boost detection performance. 992

Third, KPL generally performs the second-best 993

results in the experiments on Covid. This suggests 994

that introducing knowledge information is espe- 995

cially helpful for FND in emerging news domains 996

since CoAID may be more related to recent real- 997

world knowledge that are not contained in PLM 998

pre-training corpus. Moreover, ACLR and RPL 999

generally perform the second-best results in the 1000

experiments on Politifact, showing that the adver- 1001

sarial augmentation and contrastive training equipe 1002

them with strong domain adaptive learning capac- 1003

ity. 1004
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