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Abstract

We propose the task of knowledge distillation detection, which aims to determine
whether a student model has been distilled from a given teacher, under a practi-
cal setting where only the student’s weights and the teacher’s API are available.
This problem is motivated by growing concerns about model provenance and
unauthorized replication through distillation. To address this task, we introduce a
model-agnostic framework that combines data-free input synthesis and statistical
score computation for detecting distillation. Our approach is applicable to both
classification and generative models. Experiments on diverse architectures for
image classification and text-to-image generation show that our method improves
detection accuracy over the strongest baselines by 59.6% on CIFAR-10, 71.2%
on ImageNet, and 20.0% for text-to-image generation. The code is available
athttps://github.com/shqiilj/distillation_detection.

1 Introduction

Knowledge distillation [20] transfers learned knowledge from a larger teacher model to a smaller
student model to reduce the computational and storage requirements. As opposed to directly training
the smaller model from scratch alone, knowledge distillation leads to improved generalization of the
student model and has found success in several areas, including image classification [8, 20, 35, 43, 63],
large language models [16, 40, 49], and text-to-image generation [23, 28, 45, 56].

While the original intent of knowledge distillation is to build efficient models, distillation techniques
lead to an unintended consequence that one could potentially clone proprietary teacher models
without permission. This raises concerns about the violation of intellectual property and how to
attribute the source of machine learning models [33, 41, 50]. In this work, we aim to study whether it
is possible to detect if a model has been distilled from a given teacher model, in short, knowledge
distillation detection. Specifically, we consider the realistic scenario of detecting distillation for
open-weight student models, without making any assumptions about the distillation method, training
data, or requiring the weights of the teacher model.

We also consider formulating the problem in a multiple-choice setting: given a student model and
a set of candidate teachers, predict which teacher was used for distillation. This setting has two
advantages for the ease of experiment setup. First, it avoids the need to calibrate an absolute threshold,
as the decision is based on comparing across candidates, which is more common in real-world cases.
Second, it produces results that are easier to interpret, as one can directly identify the most likely
teacher. Note, the detection (binary) setting can be recovered from this formulation by applying a
calibrated score function and threshold.
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Prior works have considered related problems such as membership inference [5, 22] and out-of-
distribution detection [29]. These works demonstrate that models may retain statistical traces of their
training data or source model, even after distillation or fine-tuning. In particular, recent work on
auditing data usage [22] and memorization in generative models [6, 47] shows that it is possible to
identify some aspects of model origin through probing-based methods. However, these approaches
typically focus on detecting training data membership, rely on access to the teacher model, or assume
architectural similarity. They do not directly tackle the problem of determining whether a model is
distilled from another model that we are interested in.

To address knowledge distillation detection, we propose a model-agnostic approach that only requires
access to the student model’s weights, without requiring the teacher model’s weights or training data.
Our approach consists of three stages: input construction, score computation, and decision making.
In the first stage, we generate synthetic queries that probe model behavior, using data-free synthesis
techniques tailored to the model modality. In the second stage, we extract statistical scores from the
model’s responses, capturing either point-wise discrepancies or set-level distributional alignment.
Finally, we apply a decision rule to determine whether the model has been distilled, based on these
scores. This design is general and thus supports a wide range of models and tasks.

We conduct extensive experiments on both image classification and text-to-image generation tasks.
For classification, we test a variety of architectures (ResNet18, DLA, DPN, DenseNet, ResNet50,
and ResNeXt50) and distillation methods (KD, RKD, OFA-KD). For text-to-image generation, we
report on student models distilled from SD-v2.1, SDXL, and PixArt, including BK-SDM, AMD,
DMD?2, and SDXL-Lightning. Across both domains, our method improves detection accuracy over
the strongest baselines by 59.6% on CIFAR-10, 71.2% on ImageNet, and 20.0% for text-to-image
generation.

Our contributions are summarized as follows:

» We introduce the task of knowledge distillation detection of open-weights student models, without
access to the teacher model or training data.

* We propose a model-agnostic approach consisting of input construction, score computation, and
decision rule stages, adaptable across both classification and generative settings.

* Empirical results on both classification and text-to-image tasks shows the effectiveness and
generality of our method.

2 Related Work

Knowledge distillation (KD) is an effective technique for compressing information from large
pre-trained models into lightweight student models by aligning either the outputs or intermediate
representations of the teacher and student [8, 37, 43, 48, 61, 63, 68]. The concept was first introduced
by Bucilud et al. [3] and later popularized by Hinton et al. [20]. For classification tasks, knowledge
distillation methods are commonly grouped into three categories: logit-based [20], feature-based [18,
43], and relation-based approaches [10, 35].

While classification-focused KD emphasizes improving accuracy or reducing model size, distillation
for diffusion models primarily aims to accelerate generation [23, 28, 31, 32, 42, 44-46, 53, 56]. A
typical approach is to train a student model to approximate the teacher’s sampling trajectory, often
formulated as an ODE, with significantly fewer inference steps. For instance, AMD [45] distills
generative features from the teacher; BK-SDM [23] uses block pruning and feature distillation; and
DMD [57] matches the output distribution directly via KL divergence without step-wise supervision.
Unlike prior work that focuses on improving the performance of distillation, we study the inverse
problem to detect whether one model is distilled from the other.

Data-free quantization and distillation. We review two different tasks that use sample synthesis
to train a quantized/student model. One task is data-free model quantization [52], which targets
to quantize weights, activations, and even gradients to low-precision, to yield highly compact
models without access to the training data. Data-free knowledge distillation [30] is a technique
in which a smaller student model is trained to replicate the behavior of a teacher model without
access to the original training data. Both tasks share the goal of transferring knowledge from a pre-
trained teacher model to a target model using synthetic data. Common approaches include directly
learning a fixed set of representative images [4, 27] or training a generator to produce synthetic



inputs [2, 11, 38, 52, 55, 59]. In our work, we also synthesize inputs as we do not assume access
to the training data; however, our focused task is different. Rather than aiming for a quantized or
distilled model, we generate these samples to collect statistics from the student/teacher model to
perform knowledge distillation detection.

Al for good. Open-weight models can be freely shared and modified, amplifying both benefits and
risks, which makes safety, transparency, and accountability crucial. Prior work on model immu-
nization [64—67] develops defenses that reduce vulnerabilities of open-sourced image classification
and diffusion models to harmful adaptations. Other efforts focus on safety interventions for large
language models, such as red-teaming and watermarking [13, 24, 36], to mitigate misuse and enable
provenance tracking. Our work is complementary: instead of altering model behavior, we address ac-
countability by detecting whether a student has been distilled from a teacher, providing a mechanism
for provenance and trust in open-weights generative models.

3 Background

Knowledge distillation. Let f : X — ) be the teacher model and gy : X — ) be the student
model, where X' and ) are the input and output spaces. Given a training dataset D = {(x,y)},
knowledge distillation trains the student model by considering both the ground-truth supervision and
the knowledge from the teacher model. The training objective can be formulated as

Lan(0) = D (1=X) laa(g0(@), y) + A~ lion(g0 (@), f (@), M

(z,y)eD

where A € [0, 1] balances the loss term, {y,,q denotes the loss with respect to the true label y, and
Lofe compares the student’s and teacher’s outputs, e.g., using KL divergence over softened logits.

4 Knowledge Distillation Detection

Task formulation. Given an open-weight distilled student model gy, the goal of distillation detection
is to identify which teacher model, from a set F 2 {f(1) () fUK)1 was used to distill the
student. For a realistic setting, we assume the following at prediction time: (a) that there is API access
to each of the teacher models, (b) the student model is open-weight, (c) the knowledge distillation
algorithm is unknown, and (d) the data used to train or distill the models are unavailable.

More formally, this task can be formulated as a multiple-choice problem for the K teacher candidates,
i.e., we aim to develop a detection algorithm

A:{gp: X =Y} —={1,...,K} 2)
that maps from a given student model to the index of the teacher model. That is, if the algorithm
returns k, then it is most likely that the teacher f is used to distill gg. Compared with the task of
deciding whether a student is distilled from a specific teacher, the multiple-choice setup is easier to
interpret. It compares the student against a set of candidate teachers and identifies the most likely
source without requiring an explicit threshold; see Sec. 4.1. Moreover, our method naturally extends
to the binary setting: one can test whether a student is distilled from a given teacher by applying a
threshold to the score. Results of this pairwise detection are discussed in Sec. 5.3.

4.1 Approach

At a high level, determining whether a student model has been distilled from a teacher model involves
comparing their outputs. In our setting, however, no data is available; thus, the detection algorithm
must first construct synthetic inputs. Once such inputs are obtained, both the teacher and student
models are used to produce outputs, which are then compared to compute point-wise scores. These
scores are then aggregated to make a final prediction. We illustrate our approach in Fig. 1. As the
method’s implementation may vary depending on the task, we first present the general framework,
followed by task-specific choices in Sec. 4.2 and Sec. 4.3.

Prediction. Our proposed detection algorithm A is based on score maximization to identify the
teacher model most likely used for distillation. Specifically, the predicted teacher index is given by

k* = argmax S(gg, f*),P), 3)
ke{1,...,K}
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Figure 1: Knowledge distillation detection pipeline. The framework consists of three stages: input
construction via a generator (G, score computation between the student and candidate teachers, and
prediction by selecting the teacher with the highest aggregated score.

where S denotes a general score function that quantifies the “alignment” between the student model

go and the k™ teacher model f(*), evaluated over a constructed input set P = {a,, }N_,.

Score computation. The score S plays a central role in our method, which reflects how well the

student aligns with each candidate teacher. We consider two types of score functions that capture this
alignment at different levels:

* Point-wise score Spoin computes the discrepancy between the student and teacher outputs inde-

pendently on each input x,, € P. Let § : J) x ) — R>( denote a general distance or divergence

. . . . k
measure, e.g., KL divergence. For each input «,,, we compute a pairwise score s% ) between the

student and the k™ teacher defined as:

(k) — 1 .
o g (99(mn)a f(k)(mn)) +€ 4)

where € > 0 is a small constant to ensure numerical stability. The overall point-wise score is then
given by the average over all IV constructed inputs:

N
1
Spoint(997 f(k)a P) = N § ngk)' (5)
n=1

o Set-level score Sy measure the population discrepancy between gy and each f(*) by comparing
their outputs across the entire input set P. The score takes on the following form:

Sser(90: f(k)v P)=T <{ (90(5’371)» f(k) (mn)> }wneP> ) (6)

where I' : (¥ x V) — R is a function that operates on the joint set of outputs to capture alignment
patterns over the set, such as closeness in the distribution.

Input construction. As discussed, a set of inputs P = {z,,}»_; is required to collect output
statistics from both the teacher and student models. Intuitively, the method would benefit from inputs
x,, that yield scores which are “separable”, i.e., they can distinguish the true teacher model used
for distillation from other candidate teachers. For example, inputs that are overfitted by both the
teacher and student models may be a strong indicator of a distillation relationship. Hence, our input
construction strategy is designed to favor inputs with confident predictions from the student model,
which tend to improve the discriminability of the subsequent computed scores.

We will next describe the task-specific details for detecting distillation in image classification and
text-to-image generation.

4.2 Image Classification Specific Details

In the classification setting, both the teachers { f (k)} and the student gy are multi-class predictors,
ie., X — AC, where A denotes the probability simplex over C' classes.



For point-wise score, we choose the pairwise score 351 ) to be computed using the KL divergence

between the teacher and student’s output. For a generated input a, we compute the discrepancy as
Dx, (gg(a:) IIf () (a:)) and convert it into an aggregated point-wise score Spoine Using the inverse
formulation in Eq. (5).

For set-level score, we choose I to be Aligned Cosine Similarity (ACS) [17], which computes the
average cosine similarity between linearly projected student and teacher logits across a set of inputs:

Y. ((HG),., (HFR),.
Z >

ACS(G, F) 7
(R G "
n=1 2
where G' = [gg(1),...,90(xN)]" and F = [f¥F)(zy),..., fF) (acN)]T are matrices of student
and teacher logits, H = Iy — ﬁl Nl}, is the centering function and
R= argmin ||[HG — HFR|F )
Re{RT R=I}

is a projector for mapping centered F' to centered G. Here, we use an orthogonal transforma-
tion obtained by performing singular value decomposition (SVD). This set-level score captures
distribution-level alignment between the two models in a compact and representation-aware manner.

To construct the input set P, we aim to generate in-distribution inputs. We adopt a mixup-based
synthesis strategy [11, 60], where each generated input is a label-conditioned combination of latent
representations from a generator G, i.e.,

(Z wj - zza Yi ) . (9)

Here, the generator G is parametrized with a deep net, with {z;}$ ; ~ N(0, I), labels {y;}$_; C ),

interpolation weights {w;}$_; ~ Dir(1) for mixup, and e(z;, yl) denoting one label- condltloned
latent encoding, which is a linear layer that takes in the concatenation of z; and y;.

The generator G is optimized to produce data @ that has high confidence from gy as follows,

C

min }_w; - Loaa(90(@()), yi) + Loxs (90, #(0)), (10)

=1

where we use the cross-entropy loss for Ly,4, and Lpys is the batch normalization statistics (BNS)
alignment loss [55]. Specifically, the BNS loss encourages the generated samples to match the
internal activation statistics of real data by aligning the mean and variance at each batch norm layer:

Lpns(Gg, 90) = Z”Nz wlls + llo] — oull3, (11)

where p; and o; are the batch mean and variance of the generated data from G at the [-th batch
norm layer, and p;, o; are the corresponding running statistics stored in the pre-trained model gg.

After the generator G is trained, we generate class-conditional synthetic samples for each label y
without mixup by sampling new noise z ~ N(0, I) to construct the input set

P= {G¢ (e(zy)) ’z ~ N(0,1) Vy} . (12)

4.3 Text-to-image Generation Specific Details

In the text-to-image setting, both the teachers {f(*)} and the student model gy are conditional
generative models that map a text prompt to an image, i.e., ¥ — Z, where X is the text input space
and 7 is the image space.

For point-wise score Spomt, we choose to compute pairwise score s( ) using LPIPS [62], which
measures the semantic similarity between images generated by the student and teacher models for the
same prompt and the same noise latent.



For the set-level score Sy, we choose to apply Centered Kernel Alignment (CKA) [25] with RBF
kernels as a similarity index to measure the global alignment between student and teacher models.
Concretely, we use a pre-trained CLIP image encoder [39] to extract representation embeddings
from images generated by both the student and teacher models, and apply CKA to compare the
two distributions of embeddings. Compared to the ACS used for the classification task, the CKA is
flexible to complex distributions and robust to high dimensionality, thus it is more suitable for the
text-to-image task.

Given two sets of image embeddings X and Y, each extracted from images generated from the
student and teacher models, we first compute the RBF kernel matrices:

1
Kx = exp (-221)X> , Dx =diag(XX ")1" + 1diag(XX )T —2XX T, (13)
g
and similar for K'y. With the centering function H = I, — 1,17, the CKA score is defined as
Tr(Kx K . 5
CKA(X,Y) = MEXKY)  here oy = HEx, Ky = HKy. (14)

IEx|IF - | Ky | F

Lastly, to generate the set of outputs from the teacher and student models, we need an input set P.
In the case of a text-to-image model, the input requires text prompts to specify what to generate.
Here, we simply use the empty string as the prompt. This choice ensures that the input remains in
distribution to the model trained for classifier-free guidance The training involves randomly omitting
(replacing with an empty string) the text condition, usually with a drop rate of 0.05, to enable
unconditional generation. As a result, the model learns to treat empty prompts as valid inputs, which
makes them stable and suitable for evaluating the model’s behavior in distillation detection.

5 Experiments

To evaluate the effectiveness and generalizability of our approach, we conduct experiments on
detecting knowledge distillation in two tasks: image classification and text-to-image generation.

Evaluation metrics. As knowledge distillation is formulated as a multi-class classification problem,
we consider the following metrics:

1. Accuracy (Acc.): For all student models, we compute the proportion for which the predicted
teacher matches the true teacher. That is, we report how often our method correctly identifies the
teacher model used for distillation.

2. Area Under the Curve (AUC): For each student model, we view the prediction as a one-vs-rest
binary classification by treating the true teacher as the positive class and all others as negative.
We compute the area under the ROC curve and report the average AUC across all student models.
This metric reflects how well the scores rank the true teacher higher than the incorrect ones.

5.1 Distillation Detection on Image Classification

Datasets and model architectures. For image classification, we use two standard datasets: CIFAR-
10 and ImageNet [14]. On CIFAR-10, we select four popular network architectures: ResNet-18 [19],
DLA [58], DPN-92 [9], and DenseNet-121 [21]. For each architecture, we first train a teacher model
from scratch. Then, for each teacher model, we distill its knowledge into student models of all four
architectures, resulting in 16 student models for each knowledge distillation method.

On ImageNet, we consider three architectures: ResNet-18 [19], ResNet-50 [19], and ResNeXt-
50 [51]. For each architecture, we use a teacher model pre-trained on ImageNet-1K and distill
student models on ImageNet-100 into all three architectures, resulting in 9 student models for each
knowledge distillation method. If the logit-matching is required during distillation, we only match
the logits corresponding to the ImageNet-100 labels.

Model distillation methods. In image classification tasks, we consider the original knowledge
distillation (KD) [20], rational knowledge distillation (RKD) [35], and one-for-all KD (OFA) [18].
Each student model is distilled using one of these approaches from a given teacher model.

Baselines. We explore several different baselines following the general framework of our approach,
drawing inspiration from the scores used in related works, such as membership inference attacks,



Table 1: Detecting distillation on CIFAR-10. Each cell reports the mean and standard deviation
of Acc./AUC over 10 random seeds. Bold indicates the highest Accuracy or AUC in each column
(excluding Oracle). Note that when N = 1, the set-level scores cannot be computed.

‘ Input Size N ‘
| 1 5 10 50 100 |
Oracle ‘ 0.4510.10/0.6440.07 0.5840.10/0.77+0.06 0.65+0.07/0.8210.06  0.87+0.04/0.9640.01  0.95+0.02/0.99+0.01  0.7040.07/0.8410.04
MIA Filter + KL 0.4310.06/0.6640.04 0.49+0.05/0.7440.02  0.5110.04/0.7610.02 0.5440.03/0.7940.01  0.55+0.02/0.80+0.01 | 0.5140.04/0.75+0.02

OOD Filter + KL 0.4240.06/0.68+0.06  0.48+0.03/0.73+0.03  0.5040.04/0.75+0.03  0.55+0.03/0.79+0.01  0.5440.03/0.80+0.01 | 0.5040.04/0.75+0.03
MIA Filter + CKA - 0.3240.05/0.5840.05 0.3810.11/0.6410.06 0.6410.06/0.8510.04  0.7240.06/0.9010.04 | 0.5240.07/0.74£0.05

Method Average

0OD Filter + CKA - 0334006/0.59:006  0.39:0.06/0.655005 0.6120.08/0.84100s  0.7240.05/0.9120.02 | 0.5120.07/0.7550.05
MIA Filter + MMD . 0.4040.08/0.67£0.05  0.45+0.06/0.70+0.04  0.3610.03/0.6240.03  0.2940.02/0.58+0.03 | 0.3840.04/0.6410.03
OOD Filter + MMD - 0.4740.07/0.70£0.03  0.47+0.05/0.71£0.05 0.3810.03/0.6510.0a  0.2840.02/0.59+0.02 | 0.40+0.04/0.6620.03
Ours (KL) 0.6210.09/0.750.06  0.8210.05/0.890.014 0.86:004/0.921002 0.8710.03/0.941001 0.8710.02/0.940.01 | 0.81+0.05/0.890.03
Ours (ACS) - 0.7510.04/0.7210.01  0.8240.04/0.7410.01  0.88+0.03/0.77£0.01  0.89+0.04/0.77£0.01 | 0.83+0.04/0.75+0.01

Table 2: Detecting distillation on ImageNet. Each cell reports Acc./AUC. Bold indicates the best
value per column (excluding Oracle).

Method ‘ Input Size N ‘ Average
| 1 5 10 50 100 |
Oracle ‘ 0.56.40.22/0.71 1022  0.671+0.16/0.8840.14 0.7710.15/0.9410.06 0.84+0.12/0.9910.02  0.91+0.08/1.00+0.00  0.750.15/0.90+0.09

MIA Filter + KL 0.3440.03/0.7540.05  0.33+0.01/0.7610.03 0.3310.00/0.7610.02  0.33+0.00/0.76£0.01  0.3340.00/0.7610.01 | 0.33£0.01/0.76+0.03
OOD Filter + KL 0.34.40.05/0.62+£0.06 0.3340.03/0.6240.02  0.3210.03/0.62140.03 0.3240.02/0.6310.01  0.310.02/0.63£0.01 | 0.3340.03/0.62+0.03

MIA Filter + CKA 0.41.4006/0.56:005  0.3320.06/0.515005 0.3820.08/0.541000  04240.10/0.5520.08 | 0.3920.07/0.5440 07
0OD Filter + CKA i 03640 06/0.555010  0.341011/0485000 0.3650.00/04910 12 0.3640.07/0.570.05 | 0.36-0.06/0.5240 00
MIA Filter + MMD - 0.3440.01/0.5040.04  0.3340.00/0.50+0.00  0.3340.00/0.50+0.00  0.3340.00/0.5040.00 | 0-330.00/0-50+0.01
OOD Filter + MMD - 0.3410.01/0.47£0.04  0.3310.00/0.500.00 0.33+0.00/0.5010.00  0.33+0.00/0.501+0.00 | 0-3340.00/0.49+0.01
Ours (KL) 0.4710.13/0.68 0,13 0.64.40.00/0.88.0.04  0.6610.07/0.8910.04 0.7410.04/0.93 1001  0.75+0.03/0.920.01 | 0.65+0.07/0.86.0.05
Ours (ACS) - 0.58.40.08/0.6640.07  0.604+0.09/0.6640.04  0.7040.07/0.81+0.03  0.7940.02/0.85+0.02 | 0.67+0.06/0-74+0.04

although our application differs. Each baseline alters one component of our method while keeping
the other elements unchanged. Baselines 1-2 focus on the input construction process, while baselines
3-4 concentrate on the score design. Please see the Appendix for more details.

1. Membership inference attack filter (MIA filter) [12, 54]: This baseline constructs the input set
by identifying samples that resemble training data. We use random noise as input and split the
samples into two disjoint subsets. For the first subset, we collect the student model’s output
logits and randomly assign Train and Test labels to them. A binary classifier is then trained
to distinguish between the two. On the second subset, we collect logits from the student model
and pass them through the trained classifier. Inputs classified as Train are retained for detection,
while those classified as Test are discarded. KL divergence is used as the score function in the
subsequent stage.

2. Out-of-distribution detector filter (OOD filter) [29]: This baseline constructs the input set by
filtering for in-distribution samples. It computes an energy score from the model’s logits for
random noise inputs. Samples with low energy (high confidence) are treated as in-distribution
and retained, while high-energy (low-confidence) samples are filtered out. As in our method, the
KL divergence is used for scoring.

3. MMD-FUSE [1]: It computes the normalized log-sum-exp of Maximum Mean Discrepancy
(MMD) statistics between student and teacher logits outputs under permutations.

4. CKA [25]: It computes the representational similarity via centered kernel alignment. RBF kernels
are applied to the logits of the student and teacher, followed by centering and computation of the
Hilbert-Schmidt Independence Criterion (HSIC).

Besides the baselines above, we also introduce Oracle, where we directly sample real inputs from
the training distribution in the input construction stage and use KL divergence as the score function.
This setup illustrates the performance when the original training data is available.

Results. In Tab. |, we present the results of distillation detection on CIFAR-10 across varying
numbers of synthesized inputs N = |P|. Set-level scores cannot be computed when N = 1.
For point-level score, even with a single input, our method using KL divergence achieves strong
performance, with an accuracy of 0.62 and an AUC of 0.75, consistently outperforming all baselines.

As N increases, performance improves for both our methods and the baselines, reflecting the benefit
of aggregating more input samples. By N = 50, our KL and ACS variants reach AUCs of 0.94 and
0.77, respectively, and accuracy continues to improve. In contrast, baselines tend to plateau around
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Figure 2: Accuracy of knowledge distillation detection across different distillation methods. CIFAR-
10 (left) and ImageNet (right).

0.50-0.55 in accuracy and 0.73—-0.80 in AUC. Notably, our methods exhibit greater stability and
higher average performance across all settings, even outperforming the Oracle that uses real data.

Tab. 2 presents distillation detection results on ImageNet. As we can observe, our methods consistently
outperform the baselines. Notably, with just 5 inputs, our KL-based method achieves an accuracy of
0.64 and AUC of 0.88, which is significantly higher than all baseline combinations, whose accuracy
remains around 0.33 and AUC ranges from 0.47 to 0.76. As the number of inputs increases, our
performance remains stable and continues to improve, reaching 0.75 accuracy and 0.92 AUC with 100
inputs. On average, our KL variant achieves 0.65/0.86, and ACS achieves 0.67/0.74, both substantially
higher than the baselines, which mostly remain around 0.33-0.36 in accuracy.

In Fig. 2, we present the accuracy of detection on CIFAR10 and ImageNet across different distillation
methods. Our method consistently achieves the highest accuracy across all distillation types, outper-
forming all baselines and even the Oracle in CIFAR-10. In addition, our method achieves the best
performance under the standard KD setup compared to RKD and OFAKD, suggesting that detection
is more effective when the student model is trained using vanilla knowledge distillation.

5.2 Detect Distillation on Text-to-image Models

Model distillation methods and architectures. For the text-to-image models, we use 10 publicly
available pre-trained student models distilled from larger teacher models using the following:

1. AMD [45]: a one-step student model distilled from Stable Diffusion 2.1 and a one-step student
model distilled from PixArt.

2. DMD2 [56]: four-step distilled models derived from Stable Diffusion XL (SDXL).
3. SDXL-Lightning [28]: student models with 1, 2, 4, and 8 sampling steps, all distilled from Stable
Diffusion XL (SDXL).

4. BK-SDM-v2 [23]: improved variants of BK-SDM (base, small, and tiny), distilled from Stable
Diffusion 2.1.

Baselines. For detection on text-to-image models, we consider two categories of baselines: captioning-
based input construction stage and alignment-based set-level scores. Baseline 1-2 focuses on compar-
ing the input construction process, and 3-6 focuses on the score design.

1. BLIP-Base [26]: We use the BLIP-Base model to generate captions for the unconditional genera-
tion of the student model. These captions are then used as input for the detection pipeline.

2. GPT-2 [34]: Similar to BLIP-Base, we use the ViIT-GPT2 model to caption for the unconditional
generation of the student model, and feed the resulting text for detection.

3. MMD-FUSE [25]: As in the classification setting, we calculate p-value as the score to measure
the alignment between the student and teacher. Here, it is applied to the generated images instead
of the logits.

4. ACS [17]: This baseline computes the average cosine similarity between the projected logits of
the student and teacher across a set of generated samples.

5. CLIP [39]: We compute the cosine similarity between the CLIP image embeddings of student
and teacher generations.

6. DINO [7]: We extract features from generated images using a pre-trained DINO backbone and
compute the cosine similarity between the resulting embeddings of the student and teacher.



Table 3: Detecting distillation in text-to-image generation model. Each cell reports Acc./AUC.

Method

Input Size N

1

5

10

50

100

Average

Blip-Base + CLIP
Blip-Base + DINO
Blip-Base + ACS
Blip-Base + MMD
GPT-2 + CLIP
GPT-2 + DINO
GPT-2 + ACS
GPT-2 + MMD
Ours (LPIPS)
Ours (CKA)

0.7140.10/0.78 £0.07
0.76+0.11/0.83+0.06

0.70+£0.13/0.81 £0.00
0.81£0.13/0.87 £0.00

0.89.£0.05/1.00+0.00

0.77£0.09/0.91+0.04
0.79+0.09/0.93 +£0.03
0.56+0.08/0.52+0.16
0.67+0.10/0.96£0.02
0.73+0.06/0.89£0.05
0.79+0.09/0.91 £0.04
0.514£0.09/0.47 £0.17
0.64.+0.09/0.95£0.01
0.94..0.05/1.00+0.00
0.6710.23/0.73 40.15
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0.80+0.08/0.94.£0.03
0.58+0.09/0.63+0.17
0.73+0.08/0.97 £0.01
0.8140.07/0.93£0.02
0.80-+0.06/0.94£0.03
0.5740.11/0.58 £0.19
0.68+0.06/0.96£0.01
0.9710.05/1.00.0.00
0.7240.15/0.83 10,17

0.84.£0.05/0.9610.01
0.80.£0.04/0.95+0.01
0.5940.07/0.98 10.03
0.58.£0.06/0.89+0.05
0.81.£0.03/0.95+0.01
0.80£0.04/0.95+0.02
0.52.£0.04/0.97 +.0.04
0.51.4£0.03/0.89+0.03
1.00-.0.00/1.00-0.00
0.78.£0.09/0.99+0.02

0.8340.05/0.9610.01
0.81.£0.05/0.95+0.01
0.57.£0.06/1.000.00
0.50.£0.00/0.67+0.02
0.80.£0.00/0.95+0.01
0.80-£0.00/0.95+0.01
0.54.£0.05/1.0040.01
0.50.£0.00/0.66+0.00
1.00..0.00/0.99+0.01
0.80.£0.06/1.000.00

0.79+0.07/0.91+0.03
0.79£0.08/0.9210.03
0.57.£0.08/0.78 +0.09
0.62.£0.06/0.87 +0.03
0.77 £0.06/0.91 +0.04
0.80£0.07/0.9240.04
0.54.£0.07/0.75+0.10
0.58.£0.05/0.87 +0.01
0.96.19.03/1.00-¢ 00
0.74.£0.13/0.8910.08

Table 4: Ablation study on input construction and score computation on classification.

Setting CIFAR-10 ImageNet Average
00D filter + ACS 0.5640.05/0.77+0.04  0.3740.07/0.5240.08 | 0.47+0.06/0.65+0.06
Synthetic Data + CKA O~82:|:0.03/0-77:l:0.01 0.62;‘:0,07/0.71;‘:0,04 0.72;‘:0,05/0.74;‘:0,03

Synthetic Data + ACS (OllI’S) ‘ 0.83i0,04/0.75i0.01 0.67i0A06/0.74i0A04 0.75i005/0.75io_03

Results. Tab. 3 shows the performance of distillation detection for text-to-image generation models
under varying numbers of synthesized inputs. Our methods consistently outperform all baselines in
both accuracy and AUC across all input sizes, especially when we apply a point-wise score function.
With just a single input, it achieves 0.89 accuracy and 1.00 AUC, already exceeding all competing
methods. The strong performance is partly due to the use of CFG during distillation, where the
unconditional generation is explicitly modeled, i.e., the empty string is used in the distillation process.

Next, as the number of inputs increases, performance quickly saturates, reaching 1.00 accuracy and
1.00 AUC from N = 10 onward. This trend is maintained across all settings, with an average of
0.96/1.00, indicating strong robustness and effectiveness. The best-performing baselines, such as
GPT-2 + DINO and Blip-Base + DINO, had around 0.80 accuracy, even with large input sizes.

For set-level scoring approaches, our method using CKA demonstrates clear improvements over other
set-based baselines. Its accuracy and AUC increase steadily with IV, reaching 0.80/0.99 at N = 100.
In comparison, other baselines using set-level score ACS or MMD either stagnate or degrade when
N > 10, indicating limited scalability. These results highlight the effectiveness of our design in
leveraging larger input sets for improved detection.

5.3 Ablation and Discussion

Pairwise detection. To show that our multiple-choice setup can be extended to a binary detection,
we implement the HSIC test [15] to obtain a p-value as the score for the text-to-image generation
task with 3 teacher models and 10 student models. Each of the student models is paired with its true
teacher (positive) and two random candidate teachers (negative). A pair is predicted as distillation if
the p-value is below 0.05. As shown in Tab. 5, from the 30 teacher-student pairs, accuracy and F1
score are computed from these binary predictions, and AUC is based on the scores across different
thresholds for p-value. This method can achieve 0.86 accuracy and 0.91 AUC, which shows that
generalizing to the pairwise testing setup is possible. We view this as a natural extension and a
valuable direction for future work.

Ablate inputs and scores. We ablate input construction and set-level scoring in Tab. 4 for classifi-
cation, reporting both accuracy and AUC. Using OOD-filtered inputs with ACS yields the weakest
results, especially on ImageNet with 0.37 accuracy and 0.52 AUC, indicating poor alignment with
student model behavior. Replacing the input with our synthetic samples and using CKA improves
performance significantly, reaching 0.72 accuracy and 0.74 AUC on average. Our full method
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Figure 3: KL divergence (left) and 1 - ACS (right) between the student and teacher (or independent
model) outputs as a function of the distillation weight A. The total loss used to train the student is
defined in Eq. (1), combining a hard cross-entropy term and a soft KL divergence term.

Table 5: Performance of distillation detection using the HSIC test on the text-to-image task.

Input Size N Acc. AUC F1

10 0.74£0.05 0.76 £0.07 0.43 £0.09
50 0.86 £0.04 0.91£0.07 0.80+£0.06
100 0.80 £0.04 0.94+£0.04 0.75£0.05

achieves the best overall results 0.75/0.75, outperforming the strongest ablation by 0.03 in accuracy
while maintaining robust AUC. These results confirm the importance of both input and score design.

Impact of knowledge transfer strength. Intuitively, the quality/strength of the distillation should
impact the effectiveness of our approach. In Fig. 3, we show how our detection method depends on
the strength of knowledge transfer during distillation. The parameter A controls the contribution of
Lot in the distillation loss defined in Eq. (1), with higher A placing greater weights on matching the
teacher. We use KL divergence and 1- ACS as the scores measuring the distance between the two
models. We compute the scores between the outputs of the student model and either the teacher model
or an independently trained model with the same architecture as the student. When A < 0.5, the
scores between the student and its teacher could be larger/comparable to those between the student
and an independent model with the same architecture, and our detection rule will fail in such cases.
As ) increases, the student is more strongly regularized to align with the teacher, resulting in reliably
smaller scores and improved detection performance.

6 Conclusion

We introduce the task of knowledge distillation detection that aims to identify whether a student
model has been distilled from a given teacher from only the student’s weights and the teacher’s API
access. Our model-agnostic framework combines data-free input synthesis with score maximization
to make a prediction. The proposed method works on both classification and text-to-image generation.
Experiments across diverse architectures and distillation methods show that our approach consistently
outperforms strong baselines without requiring access to training data or teachers’ weights. While
detection may be less reliable when the student inherits only limited influence from the teacher,
performance remains strong in typical distillation scenarios. Looking ahead, extending the framework
to free-form inputs in diffusion and large language models represents a promising next step, supported
by the model-agnostic nature of our approach.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper clearly defines the task of knowledge distillation detection and
proposes a modular, model-agnostic framework applicable to both classification and text-to-
image models. These claims are supported by detailed methodology and comprehensive
experiments.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide the limitation that detection may be less reliable when the student
inherits only limited influence from the teacher in the conclusion section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide the implementation details in Sec. A2 to reproduce the results.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken

to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the implementation details in Sec. A2 to reproduce the results and
will release the source code upon acceptance.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide the experimental settings in Sec. 5 and more details can be found
in Sec. A2.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All results reported in the tables are averaged over 10 runs with different
random seeds. Both the mean and standard deviation are provided to reflect the variability
and statistical reliability of the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the compute resources in Sec. A2 for the generator training,
inference, and the score computation.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We confirm that the research conducted with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please find broader impact in Sec. A4.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not foresee such risks for this paper.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cited all the existing assets in the paper.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We introduce new methods and code as part of this work. While they are not
publicly released at submission time to preserve anonymity, we commit to releasing them
upon acceptance. This will include the training and inference code of the generator and the
code for computing all the scores.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: the core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

The appendix is organized as follows:

* In Sec. A1, we report additional quantitative results.

¢ In Sec. A2, we provide implementation details of our approach for reproducibility. The code will
be released.

* In Sec. A3, we document the details of the compared baselines.
* In Sec. A4, we discuss broader impacts.

Al Additional Results

Table A1: Point-wise scores between the student models and each candidate models using KD method
on CIFAR-10. The reported values are the mean =+ standard deviation across runs.

Teacher | Student Ours (Method) MIA Filter + KL (Method)
RN18 (Candidate) DLA(Candidate) DPN92(Candidate) DN121(Candidate) | RN18(Candidate) DLA(Candidate) DPN92(Candidate) DN121(Candidate)
RNI18 0.00 £ 0.00 0.27 £0.17 0.05 £0.02 0.05+0.03 0.13£0.04 0.21 £0.06 1.03£0.19 0.13£0.04
RNIS DLA 0.05+0.05 0.96 £0.13 0.76 +£0.25 0.88 £0.29 0.11 £0.08 0.03£0.03 2.97 £0.50 0.24£0.19
DPN92 0.00 +0.00 0.13£0.11 0.02 +0.04 0.00 +0.00 0.05 £0.02 0.06 +0.03 229+0.44 0.14 £0.04
DNI21 0.00 +0.00 0.28 £0.15 0.02 +0.01 0.02 +0.02 0.19 £0.10 0.03 +0.02 3.59£0.42 0.22 +0.04
RN18 0.01£0.00 0.00 £ 0.00 0.09 +0.06 0.04 +£0.02 0.12 £0.06 0.02 £0.01 2.19 £0.30 0.11+0.03
DLA DLA 0.07 +£0.03 0.00 £ 0.00 0.07 £0.04 0.06 +0.02 0.35+0.14 0.02 +0.02 4.43+0.45 0.45+0.19
DPN92 0.02+0.03 0.00 +0.00 0.00 +0.00 0.01 +0.00 0.11£0.10 0.02 +0.00 2.15+0.27 0.10 +£0.04
DNI21 0.19 +0.06 0.00 + 0.00 0.33+0.28 0.02 +0.03 0.15 £ 0.06 0.03 +0.01 2.23+0.17 0.12+0.07
RN18 1.06 £0.21 2.16 £0.31 0.04 +0.05 0.64 £0.21 0.21 £0.03 0.31+0.04 1.00 +£0.07 0.21+0.03
DPN92 DLA 1.30+0.43 1244022 0.00 +0.00 0.37+0.14 0.38+£0.25 0.42+0.24 1.14+£0.29 0.31+0.16
DPN92 1.83+0.19 1.66 £ 0.20 0.00 +0.00 0.28 +£0.19 0.34£0.08 0.46 +0.08 0.58 +0.07 0.32+0.05
DNI21 0.07 +0.09 0.19 +0.08 0.00 +0.01 0.03 +0.02 0.13 +0.06 0.05 +0.03 1.98 +0.36 0.07 +0.03
RN18 0.03+0.01 0.14 £ 0.06 0.02 +0.02 0.00 +0.00 0.09 £ 0.05 0.06 +0.03 1.64 £0.15 0.05+0.03
DNI21 DLA 0.03 +0.02 0.05 +0.04 1.02+0.21 0.00 +0.00 0.12+0.04 0.13+0.03 127+0.17 0.09 +0.07
DPN92 0.61 +0.28 0.19+0.13 0.14£0.20 0.00 +0.00 0.10 £ 0.05 0.11+0.03 1.09+£0.13 0.05 +0.04
DNI21 0.11 +0.07 0.17 £0.11 0.02 +0.02 0.00 +0.00 0.14 £ 0.06 0.17 +£0.04 121+0.17 0.10 +0.04

In Tab. A1, we compare the scores of our method and the best baseline across all student models
on CIFAR-10. According to Tab. A1, we observe that some student models are easier to identify
than others. For example, students distilled from RN18 are relatively easy cases, where both our
method and the baseline achieve correct detection with large score gaps between the true teacher and
other candidates. In contrast, harder cases such as RN18 students distilled from DN121 show much
smaller differences, sometimes as low as 0.01 between the true teacher and the next closest candidate.
Intuitively, the architectural similarity between the student and teacher models may influence the
difficulty of detection.

Table A2: Point-wise scores between the student models and each candidate models using KD method.
The reported values are the mean =+ standard deviation across runs.

Teacher | Student Ours (Method) MIA Filter + KL (Method)
RNI18 (Candidate) RNS50 (Candidate) RNXt50 (Candidate) | RN18 (Candidate) RN50 (Candidate) RNXt50 (Candidate)

RN18 2.41+1.07 7.01+1.28 6.88 £ 1.18 0.13 £0.01 0.29 +0.02 0.70 £ 0.02
RN18 | RN50 0.60 + 0.40 512+2.17 443 +1.01 0.15 £ 0.01 0.32+0.01 0.72 £ 0.03
RNXt50 0.29+£0.25 1.90 + 1.07 2.61+0.95 0.18 £ 0.01 0.27 £ 0.01 0.68 +0.02
RN18 8.99 +1.22 9.45 £ 042 10.53 + 1.47 0.36 £ 0.01 0.51 £0.04 0.92 £ 147
RN50 | RN50 8.31+2.19 548 £2.17 6.69 +2.08 0.26 £ 0.01 0.45 +0.02 0.79 £ 0.03
RNXt50 521+£1.72 3.13+1.84 3.67 +1.47 0.34 £0.01 0.51+£0.03 0.78 £ 0.04
RN18 9.91+1.33 11.22 +1.07 10.32 £ 1.26 0.45 £ 0.03 0.78 £ 0.05 1.01 £ 0.07
RNXt50 | RN50 9.85+1.48 1045+ 1.75 8.17 £0.95 0.36 £ 0.02 0.42 £ 0.02 0.76 £ 0.03
RNXt50 8.65 + 1.69 9.39 £ 1.30 6.98 £1.98 0.52 £0.01 0.68 £ 0.02 0.82 £ 0.06

A similar conclusion can be drawn from Tab. A2 on ImageNet. For easy cases, such as students
distilled from RN 18, the true teacher can be accurately identified with large score gaps over other
candidates. However, for harder cases, such as RN18 students distilled from RN50 or RNXt50, both
our method and the baseline tend to incorrectly identify the teacher as RN18. These hard cases often
involve significant architectural differences between the student and teacher models, suggesting that
architectural mismatch contributes to detection difficulty.

In Tab. A3, we report the scores of our method and the best baseline across all student models on
the text-to-image generation task. We use 1 - LPIPS in our method, which shows that the similarity
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Table A3: Point-wise scores between the student models and each candidate models for text-to-image
models. The reported values are the mean =+ standard deviation across runs.

Teacher Student Ours (Method) GPT-2 + DINO (Method)
SD-v2.1 (Candidate) SDXL (Candidate) PixArt (Candidate) | SD-v2.1 (Candidate) SDXL (Candidate) PixArt (Candidate)
BK-SDM-v2-b 0.69+0.01 0.28+0.00 0.19+0.00 1.00+0.00 0.98+0.00 0.97+0.00
SD-v2.1 BK-SDM-v2-s 0.68+0.01 0.28+0.00 0.19+0.00 1.00£0.00 0.98+0.00 0.97+0.00
BK-SDM-v2-t 0.70+0.01 0.274+0.00 0.18+0.00 1.00£0.00 0.98+0.00 0.97+0.00
AMD 0.5610.01 0.231+0.01 0.15+0.01 1.00£0.00 0.98+0.00 0.97+0.00
DMD2 0.2410.01 0.324+0.01 0.20+0.00 0.98+0.00 0.99+0.00 0.98+0.00
SDXL-L-1 0.194+0.00 0.24+0.01 0.224+0.00 0.931+0.00 0.96+0.00 0.97+0.00
SDXL SDXL-L-2 0.254+0.01 0.414+0.01 0.18+0.00 0.99+0.00 0.98+0.00 0.98+0.00
SDXL-L-4 0.2610.00 0.48+0.01 0.214+0.00 0.98+0.00 0.99+0.00 0.98+0.00
SDXL-L-8 0.2340.01 0.5540.01 0.214+0.00 0.974+0.00 0.99+0.00 0.98+0.00
PixArt | AMD-PixArt 0.194+0.00 0.374+0.00 0.431+0.00 0.98+0.00 0.98+0.00 0.99+0.00

between each student and their true teacher is the highest. For instance, BK-SDM-v2-b has 0.69+0.01
to the teacher SD-v2.1, but much lower values to SDXL and PixArt. However, the baseline scores
are nearly saturated across all candidates, typically 0.97-1.00 and making teacher identification
infeasible. This saturation indicates a lack of discrimination in the embedding space used by the
baseline.

A2 Implementation details

Teacher and student models in classification task. We use ResNet-18, DLA, DPN92, and
DenseNet121 as the backbone of the teacher and student models on CIFAR-10. We train the
teacher/student models from scratch with these architectures first. Here we apply the same training
strategy: stochastic gradient descent (SGD) with a learning rate of 0.01, momentum of 0.9, and
weight decay of 5Se-4; training length of 40 epochs with a batch size of 64. We apply the OneCycle
learning rate scheduler, with a maximum learning rate of 0.1, computed over 45000/64 steps per
epoch and updated at every training step.

On ImageNet, since the teacher models are available on torchvision, we only need to train student
models. The models are trained for 200 epochs with a batch size of 256. We use SGD with a learning
rate of 0.1, momentum of 0.9, and weight decay of le-4. A cosine annealing learning rate scheduler
is applied, with the minimum learning rate set to 0.0 and a total decay period over the whole epoch.

For the teacher model training, we use only the standard cross-entropy loss for classification. For
student models trained with knowledge distillation (KD), only the KL divergence loss is used. In
particular, for the RKD and OFA methods, we remove the hard-label supervision entirely and replace
it with KL loss, so that the student models are trained solely under the guidance of the teacher.

In the RKD method, the total loss is a weighted combination of 0.3 KL loss and 0.7 RKD loss.
Following the original RKD paper, we set the weight of the distance loss to 1 and the weight of the
angle loss to 2. RKD loss is computed using the features after the final average pooling and flattening.
To ensure dimensional compatibility between teacher and student models, we insert a fully connected
projection layer for student models whose feature dimensions do not match those of the teacher. In
the OFA method, the loss is a weighted combination of 0.3 KL loss and 0.7 OFA loss. For models
with different architectures, we manually divide the hidden representations into four segments and
select after-activation latents for computing the OFA loss.

Input construction in classification task. Our generator takes as input a noise vector and a class
label, and produces a synthesized image conditioned on the label. Note that this label is first embedded
using a learnable embedding layer. The normalized embedding is passed through a linear projection
layer before being fed into the image generation pipeline.

On CIFAR-10, the projected embedding is transformed via a fully connected layer into a spatial
feature map of shape 128 x 8 x 8. This feature map is processed through three convolutional blocks,
with bilinear upsampling applied between the blocks to restore spatial resolution:

* Block 0: A single BatchNorm layer.
* Block 1: A convolutional layer with 128 channels, followed by BatchNorm and LeakyReLU.
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* Block 2: Two convolutional layers: one reducing to 64 channels and another producing the final
image with the desired number of channels, followed by Tanh and BatchNorm.

On ImageNet, the input is also projected through a linear layer before being mapped to spatial features.
The resulting vector is then passed through a fully connected layer and reshaped into a 128 x 56 x 56
feature map. The convolutional backbone consists of three blocks, with bilinear upsampling applied
between them:

* Block 0: Categorical Conditional BatchNorm (CCBN) is applied.
* Block 1: A convolutional layer with 128 filters, followed by CCBN and LeakyReLU activation.

* Block 2: One convolution with 128 channels that outputs the image channels, followed by
CCBN, LeakyReLU. Followed by applying another convolutional layer, reducing to 64 channels,
followed by a Tanh activation, and a final BatchNorm.

During training, the generator supports mixing noise latents and labels through weighted projection.
The probability of applying mixup is set to 0.4. The number of inputs used for mixing is 2 for
CIFAR-10 and 10 for ImageNet.

For CIFAR-10, we train for 400 epochs using a batch size of 200. The optimizer is Adam with
£1 = 0.5 and B2 = 0.999. The label embedding dimension is 64. The learning rate is set to 0.001,
using a multi-step schedule that decays by a factor of 0.1 at epochs 100, 200, and 300.

For ImageNet, we also train for 400 epochs with a batch size of 16. Adam is used with the same [3;
and (5 values as in CIFAR-10. The label embedding dimension is set to 256 for ResNet18 students
and 512 for ResNet50 and ResNeXt50 students. The learning rate is 0.001, with the same multi-step
decay schedule.

Hardware for experiments. For training teacher and student models on CIFAR-10, we use a single
A30 GPU. For ImageNet, student models are trained using two L40S GPUs.

In the first stage of our knowledge distillation detection pipeline, we train a generator to produce
synthesized images in classification tasks using a single L40S GPU.

For score computation and prediction, we only perform inference with the student and teacher models.
This stage uses a single A30 GPU for CIFAR-10 classification models, and a single L40S GPU for
ImageNet classification and text-to-image generation models.

A3 Baseline details

Most of the baselines have already been introduced in Sec. 5. Here, we formally describe MMD-
FUSE in this section. MMD-FUSE is a kernel-based two-sample test. In our setting, the null and
alternative hypotheses are:

Ho : go ~ Daisin(f) vs. Hi: go ~ Dindeps (A15)

Let the student model outputs be denoted by {x;}? ; and the teacher outputs by {y;}? ;. MMD-
FUSE adaptively combines multiple kernels into a single test statistic. For a finite set of candidate

kernels {k}M_,, it computes each normalized MMD value and then takes a softmax over them:

MMD_FUSE = ~1 JZM: (8MMD.,)
— = — 10 eXp m )
/8 g

m=1

_—2

where MMD,,, = ﬁ Zi;&j (i, Ij)"'m Z#J‘ o (yis yj) - n% Z;L:1 Z?:l e (224, yj)-
To compute the p-value of the test, MMD-FUSE uses a permutation procedure. A smaller p-value
indicates stronger evidence against the null hypothesis, suggesting that the student model is not a
distilled version of the teacher.

In our experiment, we use two base kernels: the Laplace kernel and the RBF kernel. For each kernel,
we select 10 different bandwidths. The number of permutations used for estimating the p-value is set
to 1000, and the temperature scalar for the softmax aggregation is set to § = 1.
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A4 Broader impacts

This work contributes to model accountability by introducing a method for detecting whether a model
has been trained via knowledge distillation from a specific teacher. This has positive implications
for auditing model provenance, protecting intellectual property, and improving transparency in the
deployment of machine learning systems. Our detection framework can help identify unauthorized
reuse of proprietary models, especially in scenarios where model weights are publicly released but
training procedures are not disclosed. At the same time, detection tools may influence how models
are shared or reused, and like any statistical method, they may produce imperfect predictions. We
suggest using such tools with awareness of their limitations and context.
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