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Abstract

Bisimulation metrics are powerful tools for measuring similarities between stochas-
tic processes, and specifically Markov chains. Recent advances have uncovered that
bisimulation metrics are, in fact, optimal-transport distances, which has enabled the
development of fast algorithms for computing such metrics with provable accuracy
and runtime guarantees. However, these recent methods, as well as all previously
known methods, assume full knowledge of the transition dynamics. This is often
an impractical assumption in most real-world scenarios, where typically only sam-
ple trajectories are available. In this work, we propose a stochastic optimization
method that addresses this limitation and estimates bisimulation metrics based
on sample access, without requiring explicit transition models. Our approach is
derived from a new linear programming (LP) formulation of bisimulation metrics,
which we solve using a stochastic primal-dual optimization method. We provide
theoretical guarantees on the sample complexity of the algorithm and validate its
effectiveness through a series of empirical evaluations.

1 Introduction

Computing similarity metrics between stochastic processes is an important mathematical problem
with numerous promising use cases in diverse areas such as mathematical finance, computational
neuroscience, biology, and computer science. Within machine learning, potential applications include
representation learning for dynamical systems and reinforcement learning [Zhang et al., |2021}, |(Chen
and Pan| 2022], fitting and comparing sequence models [Xu et al., 2020} Tao et al.l[2024] or prediction
tasks on graph-structured data [Titouan et al.| 2019, |Brugere et al.,|2024]. While there exist several
rigorous frameworks for defining such similarity metrics and studying their properties, computing
them typically requires full knowledge of the probability law of the processes to compare, which is
not available in just about any case of practical interest. In this paper, we address this problem by
developing methods for estimating similarity metrics for a family of stochastic processes, based only
on sample streams and without requiring any prior information about the underlying process laws.

We focus on a family of similarity metrics known as bisimulation metrics, originating from theoretical
computer science for purposes of formal verification of computer programs [Park, [1981] Milner,
1989\ |Desharnais et al., [1999 van Breugel and Worrell, 2001[]. This notion of process similarity
has gained popularity within reinforcement learning (RL), where its potential for learning state
representations has been recognized by the early works of |Givan et al.| [2003]] and [Ferns et al.|[2004]
and the possibility of using it as a basis of practical methods for representation learning has been
explored in a long line of subsequent works [Castro, [2020, Zhang et al., {2021} |Chen and Pan, 2022,
Kemertas and Jepson, 2022]]. Another popular framework for studying similarities between structured
probability distributions is that of optimal transport (OT, cf. |Villani, |2009), which has received
serious attention within machine learning in the last decade, largely owing to the work of |Cuturi
[2013]]. Very recently, |Calo et al.|[2024]] pointed out that bisimulation metrics also fall within the
family of OT distances, which not only allowed them to connect two distinct areas of mathematics
but also import tools from the literature of computational optimal transport [Peyré and Cuturi, 2019]
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and develop more efficient methods for computing bisimulation metrics. We refer to Appendix A of
Calo et al.|[2024] for more historical details on the two extensive lines of literature on bisimulation
metrics and optimal transport for stochastic processes.

In this paper, we extend this line of work and show that recasting bisimulation metrics as OT
distances allows not only computational advances, but the development of a rigorous theory for
statistical estimation of similarity metrics between stochastic processes. In particular, we build on
the foundations laid down by |Calo et al.|[2024]] and derive a new stochastic optimization algorithm
for estimating bisimulation metrics based on sample observations only, and provide its complete
computational and sample-complexity analysis for finite Markov chains. A core technical contribution
is a new linear-program formulation of bisimulation metrics, which we solve via a stochastic saddle-
point optimization method. For two Markov chains with state spaces X and )/, the algorithm is

guaranteed to return an e-accurate estimate of the true similarity metric after O(|X| V] (|X| +
|V|)/€?) iterations, with each iteration making use of a single sample transition from each of the

two chains, and costing ©(|.X'|* |)|?) computation. This is the first result of its kind: no previous
methods have successfully addressed this problem either in practice or in theory.

As mentioned above, the problem we study in this paper has been extensively studied in (at least) two
major research communities. Within the optimal-transport community, the problem of computing
distances between stochastic processes has been studied under the names “adapted”, “causal” or
“bicausal” optimal transport [Pflug and Pichler, 2012} Lassalle}, 2018, |Backhoff-Veraguas et al., {2017,
Eckstein and Pammer;, [2024]]. Considering the special case of Markov chains (as we do in the present
paper), Moulos| [2021]], |O’Connor et al.|[2022] and |Brugere et al.| [2024] proposed approximate
dynamic programming algorithms based on the observation that computing OT distances between
Markov chains can be reduced to a problem of optimal control in Markov decision processes. |Calo
et al.|[2024] developed a novel linear programming framework for computing OT distances between
Markov chains, and showed that such distances are equivalent to bisimulation metrics. However,
previous approaches in this line of work all assume known transition dynamics.

Within the theoretical computer science community, the study of bisimulation metrics progressed
quite differently: after an initial flurry of foundational works of Desharnais et al.| [[1999], van
Breugel and Worrell| [2001]] and |Desharnais et al.| [2002], surprisingly few studies have addressed
computational matters (one rare example being the work of |Chen et al.| [2012]]). Several recent works
in reinforcement learning aim to learn approximate bisimulation metrics from sample transitions
using deep learning [|Castro, [2020, Zhang et al., 2021} |Chen and Pan| 2022} [Kemertas and Jepson,
2022]]. However, these approximate bisimulation metrics are not well-founded in theory and as a
consequence, do not enjoy the theoretical guarantees of the original metrics. In contrast, the stochastic-
optimization method we develop in this paper is firmly rooted in a theoretical understanding of the
problem and comes with provable computational and sample-complexity guarantees.

The use of stochastic solvers to compute OT distances has been explored in several past works, mostly
in the context of static optimal transport between probability distributions. A good part of these
methods are based on the observation that the static OT problem is formulated as a linear program, and
the associated unconstrained dual optimization problem directly lends itself to numerical optimization.
This view has been exploited by works like Genevay et al.| [2016], |Arjovsky et al. [2017], and Seguy
et al.| [2018]], with some rigorous performance guarantees provided by Ballu et al.|[2020]]. Another
line of work makes use of Monte Carlo estimates of OT distances [Genevay et al.,[2018] [Fatras et al.|
2019, 2021, [Mensch and Peyrél 2020]]. To our knowledge, the idea of computing OT distances via
stochastic primal-dual methods as we do in the present work has not been explored in this literature,
and thus our contribution may be of independent interest within this context as well.

The rest of the paper is organized as follows. After formally defining our problem in Section 2] we
describe the foundations of our new algorithm and describe it in detail in Section[3] We state our main
theoretical results in Section ] where we also outline the main ideas of the analysis. We complement
these with some empirical studies of the newly proposed method in Section[5} and conclude with a
discussion of the results and open problems in Section [6}

Notation. For a finite set S, we use Ags to denote the set of all probability distributions over S.
For two sets X and ), we will often write X) = X x ) to abbreviate their direct product. We
will denote infinite sequences by & = (zg, z1, . ..) and for any n the corresponding subsequences as

Tn = (Toy. .y Tn).



2 Preliminaries

We study the problem of measuring distances between pairs of finite Markov chains. Specifically, we
consider two stationary Markov processes My = (X, Py, vy x) and My = (Y, Py, 1,y), where

e X and ) are the state spaces with finite cardinality,

e Py : X — Ay and Py : Y — Ay are the transition kernels that specify the evolution of states as
Px(2'|z) = P[X¢41 = 2'| X = 2] and Py (y'|y) = P [Yiy1 = ¢'|Y: = y] (for all time indices ¢
and state pairs x, 2’ and y, y'),

* vy x € A(X) and vy € A(Y) are the initial-state distributions which specify the states at time
t=0as Xg ~ vp,x and Yy ~ 1 4.

Without loss of generality, we will assume that vy y and 1,y are both Dirac measures respectively
supported on some fixed xg and yo, and use vy = vy x ® 1,y to denote the joint distribution of
the pair of initial states (Xo, Yp) (which is of course a Dirac measure on xg, yo). For each n > 0,
the objects above define a sequence of joint distributions P [( X, X1,..., X,) = (zo, 21, .., Zn)]
and P[(Yp, Y1,...,Ys) = (Yo,91, - - -, Yn)|- These distributions in turn define the laws of the infinite
sequences X = (Xp, X1,...)and Y = (Yo, Y3, ...) via Kolmogorov’s extension theorem. With
a slight abuse of notation we use My and My to denote the corresponding measures satisfying
Mx(z,) =P [X, = Z,]| and My (§,) =P [Y,, = gy forany 2 € X>°,j € Y> and n > 0.

Our goal is to compute optimal transport distances between infinite-horizon Markov chains. To
this end, we will suppose access to a ground cost (or ground metric) c : X)) — R7T that quantifies
the (dis-)similarity between each state x € X and y € ) as ¢(z,y). For any two sequences
T = (20,71,...) € XNand ¥ = (yo, y1,-..) € YV, we define the discounted total cost

00
C’Y(f7 y) = Z ’th(zta yt)7
t=0

where v € (0,1) is the discount factor (which emphasizes earlier differences between the two
sequences, and serves to make sure that the distance is well-defined). As is usual in the optimal-
transport literature, we will define the distance between the two stochastic processes M and My by
minimizing the expected cost over a suitable class of couplings of the two joint distributions.

Formally, a coupling of My and My is defined as a stochastic process on the joint space
X x ) whose law is defined for all n as Mx y(Tp,7,) = P Wn =2,, Y, = yn] and satisfies
> eyn May(@ny,) = Mx(Tn) and 325 ¢ v Ma,y(Zn,¥,) = My(y,,). We denote the set of
all couplings by II, and call a coupling My y € II bicausal if and only if it satisfies

Z MX,y(xyﬁnflgn*l) = Mx(2|Zy-1) and Z MX,y(xy@nflgnfl) = My (y|§n-1),
yey rEX

respectively for all z and y, and for all n. The set of all bicausal couplings will be denoted by II,..
Intuitively, this is the class of couplings that respect the temporal structure of the Markov chains
and only allow the distribution of each state X;; (resp. Y;11) to be influenced by the past state
pairs (Yh Yt). The optimal transport distance between the two Markov chains My and My, is then

defined as
4, (M, My) = inf / o, (X,7) dr (X, 7), 0
ey

with the dependence on the cost function ¢ suppressed for simplicity of notation. Following the
observation made by [Calo et al.| [2024]], we will frequently refer to this distance as the bisimulation
metric between My and My,.

3 Bisimulation metrics from sample streams

As observed by [Calo et al.| [2024], the bisimulation metric in @ can be rewritten in terms of
occupancy couplings. The occupancy coupling associated with the bicausal coupling 7 € I, is a
distribution p™ € A yyry with entries

[ee]
Py, y) = (1= AP Xy =2, Y =y, X1 =2 Vi =],
t=0



where P [-] denotes the probability law induced by the coupling 7. Introducing the notation
(sc) =324y ary M@y, 2",y )c(z, y), this means that the original optimization problem defining
the distance can be obviously rewritten as a linear function of u™ as

d’Y(MXaMy) </1,7T,C> . )

Calo et al.[[2024] identified a set of linear constraints on y™ that are satisfied if and only if © € Iy,
which has effectively reduced the problem of computing the distance to a linear program (LP). This
formulation is closely related to the standard LP formulation of optimal control in Markov decision
processes, where the primal variables are commonly called occupancy measures (see, e.g., Chapter
6.9 in Puterman, |1994). As shown by |Calo et al.|[2024]], one of the linear constraints satisfied by any
valid occupancy p is the following flow condition:

oy ay) =Y u@ Gay) + (L—ywlzy)  (Yo,yeXY). 3)

7y N
x’,y z,y

= inf
&€

Unfortunately, their other constraints explicitly feature the transition kernels Py and Py, which
ultimately makes their LP unsuitable as a basis for stochastic optimization. Indeed, optimizing their
LP via primal, dual, or primal-dual methods would require having at least a generative model of
Py and Py that allows sampling from Py (-|z) and Py (-|y) at arbitrary states = and y. In practice
however, such models are rarely available and one has to make do with samples drawn directly from
a stream of states generated by the two chains. We address this limitation by reformulating their
linear constraints in a form that eliminates the transition kernels Py and Py, from the constraints,
and replaces them with a joint state-next-state distribution from each chain that can be sampled from
efficiently. In what follows, we first introduce our new LP formulation, and then provide a primal-dual
stochastic optimization algorithm to approximately solve the resulting optimization problem along
with its performance guarantees.

3.1 A new LP formulation of bisimulation metrics

Our reformulation is based on the following observations. First, notice that any valid occupancy
coupling has to arise as a coupling of the marginal occupancy measures of the two chains My and
My, defined respectively for each z, 2’ and y, 3’ as

va(z,a') = (1—7) X201 P Xy = 2, Xppq = 2],
vy(y:y) = (1=7) X2 VPV = 9, Vi = v/']-
Indeed, valid occupancy couplings respectively satisfy the coupling condition
Doy W (@2 yy) =va(x,a’)  and 3T (w 2y ) =vy(yy) 4
for all z, 2’ and y,y’. Second, the conditional occupancies induced by a bicausal coupling 7 satisfy
pr (2’ ylz) = Py (@'[2)pu" (ylz)  and  p7(z,y'ly) = Py(y'[y)u" (2ly),

due to the requirement of causality that the conditional law of Y; given X; (resp. X given Y;) should
be independent of the future state X (resp. Y;11). By multiplying both sides of these equations by

> o vx(x,2')and 3 vy(y,y'), we obtain

Sy (@2 y, ) = va(x 2 )p(ylz) and D0 T (z 2y, y) = vy, v )T (zly). (5)
Summing both sides for all y and z respectively recovers the coupling conditions of Equation ().
In this sense, both the causality and coupling conditions can be recovered by the single set of
equations (3). The following key result shows that, together with the flow constraints of Equation (3)),
this system of equations provides a complete characterization of occupancy couplings.
Proposition 1. The distribution p is the induced occupancy coupling of a bicausal coupling w € 11,
if and only if there exist Ax € RIX and \y € Rfy such that the following equations hold:

oy, ay) =Y p@ g wy) + (1 —Yvolz,y)  (Vo,y € XY) (©)

z’ vy’ 2,y

Z/u’(xayvx/vy/) = I/X(x7l'/))\)((y‘x) (vxﬂ x/ay S XX:))) (7)
y/

> oy, 7' y') = vy(y,y) Ay (zly) (Vz,y,9 € XVY). (B

x



Furthermore, if the equations are satisfied for some i, Ax and )y, we also have Zy Ax(ylz) =1
and ) Ay(z|ly) = 1 forall x and y.

Thus, the set of equations (B)—(8) uniquely identifies the complete set of occupancy couplings. In
particular, whenever the constraints are satisfied for some p, there exists a bicausal coupling 7
inducing p as its occupancy coupling, and conversely all occupancy couplings satisfy the above
equations. Further important side results can be read out from the proof, provided in Appendix [A]

3.2 A stochastic primal-dual method

An immediate consequence of Proposition |1 is that the OT distance between My and My can
be written as the solution of the minimization problem of Equation (2) with respect to u™ as the
optimization variable, subject to the constraints (6)—(8). Equivalently, it can be written as a saddle
point of the associated Lagrangian defined as

L\, V) =" pla,y,2'y) (clo,y) + ax (@', y) + ay(z,y,9) +V (@' y) = V(z,y))

zyx'y’
=3 vl ) x(ylr)ax (@, @ y) = Y vy(y, v\ (@ly)ay (@, v,y)
zx'y zyy’
+ (1 =) ol y)V(w,y), ©)

Yy

where ay € RY*Y and ay € RYYY are the Lagrange multipliers associated with constraints
and (§), and V' € RYY are the multipliers for the flow constraint (6). Indeed, by the Lagrange
multiplier theorem, the optimal value of the original LP can be written as d,(Mx, My) =
min, y max, v L£(i, A;a, V). Importantly, the gradients of the Lagrangian with respect to dual
variables oy and oy can be written as expectations with respect to the occupancy measures vy
and vy, which suggests that the objective may be amenable to stochastic optimization given sample
access to these distributions.

Inspired by this observation, we propose a .
primal-dual stochastic optimization algorithm Algorithm 1 SOMCOT

that aims to approximate the saddle point of Input: c, 7, 8,7, K

the Lagrangian. In particular, we will suppose Initialize: 1, = U(XVXY), Ax(-|z) = U(D)
that we have sampling access to the occupancy forall z, Ay(-|y) = U(X) forally, « = 0,V = 0.
measures vy and vy and use these samples to  For k =1,2,... K:

construct stochastic gradient estimators for in- *®Sample X}, X} ~ vy and Yy, Y] ~ vy,
crementally updating the primal and dual vari- *compute gradient estimators via Eqs. (I0)—(T3),
ables via variants of stochastic gradient descent- *update primal parameters via Eqs. (T6)—(T8)),
ascent. Concretely, the algorithm proceeds ina *update dual parameters via Egs. (I9)-(1).
sequence of iterations k = 1,2,..., K, updat- Output: fi; = % Zszl .

ing the primal variables py, Ax 1 and Ay i via
stochastic mirror descent (SMD) with entropic regularization and the dual variables Vi, a.x 1, and
avy 1 via stochastic gradient ascent (SGA). We describe the gradient-estimation procedures and the
update rules below, and provide a high-level pseudocode as Algorithm [T} For brevity, we will refer to
the algorithm as SOMCOT, for Stochastic Optimization for Markov Chain Optimal Transport. Further
details about the derivation of SOMCOT and a more detailed pseudocode can be found in Appendix [B]

The gradient estimators. For constructing the gradient estimators needed for the updates, we first
sample transitions (X, X},) ~ va and (Y, Y[) ~ vy from the marginal occupancy measures of
My and My, and let F, denote the record of all transition data drawn until the end of round k. The
primal updates are defined in terms of the following gradient estimates:

Gep(@,y, 2, y) = clx,y) — ax iz, 2, y) — oy r(@,y,9) +7Va(e',y') = Vi(z,y)  (10)

ﬁk‘,/\X (y|$) = 1{Xk7X;=x,x/}aX,k(xa x/,y) (1D
gk,)\)} (f]}'|y) = 1{Yk7ylé:y,y/}ay,k‘(x7y7yl)‘ (12)
Clearly, we have gr, = V,L(uk,Ax;0x,Vi). Furthermore, it is easy to check that

E gk x| Fr-1] = Var Lpr, As o, Vi) and E [gr xy, | Fr—1] = Vay, L(pk, Ak; ok, Vi). Simi-



larly, we can define the gradient estimates for the dual variables as

Tran (2,2, y) Zuk 9,2,y = Lix, x) ooy Ak (o) (13)
r.ay (@99 Zuk (@,9,2"9') = 1oy, voy 1 A k() (14)
kv (2, y) Zuk vy, 7 y) = (L= wle,y) =7 > (@ 02y), (15

5

which are again easily seen to satisfy E[gk,an| Fr-1] = Vax Ltk s o, Vi), E [ Gy | Fr—1] =
Vay L(pir, A; @k, Vi) and gr v = Vv L(pg, Axs o, Vie).

The update rules. The primal variables are updated via stochastic mirror descent with appropriately
chosen entropic regularization functions. For y, the updates are given as

:uk?(xvyax/ay/) eXP(_ngk,u(xa%xlay/)) (16)
Z?ff@‘;’f’@' Hi (ZE, /y\v i'\la gl) eXP(_TIQk,u@» ?77 :/E\/, @\/)) ’

with 7 > 0 being a stepsize parameter, and the Ay variables are updated as

HE+1 (l’, Y, .13/, y/) =

Ax e (y|2) exp(—nagrax (y|2))
25 Ax k() exp(—=nagry (Ul2))

Av.k(]y) exp(=ny gy (2]y))
22 Ak (@) exp(—ny gk, (Z1y))
with respective stepsize parameters 1,1y > 0. Note that due to the design of the gradient estimators,
each iteration only needs to update these variables locally at Ay (| X ) and Ay (+|Y%) at the sampled

states X, and Yj. For the dual variables, we define IIp as the orthogonal projection operator onto a
convex set D, and implement the following projected stochastic gradient ascent updates:

)

Ax ket (yle) =

Ay rti(zly) = (18)

axk+1 = p, [axr — BxGrax] 19)

ay r+1 = p, [y — ByGr,ay] (20

Vit1 = Ilpy, [Vi = Bgk,v], 21

where Dy = B*°(0, 1= ﬂ/) and D, = B*>(0, 7) are the projection domains for each variable, and

B, Bx, By > 0 are the stepsize parameters.

The output. The algorithm terminates after K rounds, and produces the average of the primal
iterates [l = % Zle iy as output. From this, an estimate of the distance can be computed as

dy(Mx, My) = (fig, c). Averaging the output variables is motivated by the design of SOMCOT as a
primal-dual method and its theoretical analysis, and it also helps stabilize the quality of the solution.
Indeed, primal-dual methods are prone to instability and oscillations, which are smoothed out very
effectively by averaging. We discuss the role of this step and other practical improvements to the
algorithm in Section [5|below, and provide further comments on the potential usefulness of other side
products computed by SOMCOT for downstream tasks.

4 Analysis

The following theorem is our main theoretical result about the performance of our algorithm.

Theorem 1. Suppose that ||c||, < 1. Let fiye = + Zkl,{:l k. be the output of SOMCOT, let y* be
the optimal occupancy coupling achieving the minimum in Equation (), and set the learning rates as

_\/logu»cmf)(l— Wclogw 1~ wyuogm (1)
K )
AP 1Y m o, m |y|
1-7)K’ 0Pk




Then, the following bound is satisfied with probability at least 1 — 6:
1
i — 0l =0 (VRTBTTRTT BT + T+ DD s (179) )
K \/F(l - ’7) \/ \/
Equivalently, for any € > 0, the output satisfies |(fi;r — p*, c)| < € with probability at least 1 — § if

the number of iterations is at least K > Ko = O (|X|Iy‘(lXHD(;Pi/()lilj‘yDlog(l/‘s)).

A perhaps surprising feature of the sample-complexity guarantee is that it scales with the state spaces

as | X| || (|X| + ||) instead of the full dimensionality of the decision variables, | X|* |V|*. Note
however that each iteration has a computational cost scaling with this full dimensionality. The scaling
in terms of ¢ is optimal up to logarithmic factors, as can be deduced from well-known lower bounds
for the static OT problem (see, e.g., Klatt et al.|2020). Finally, we note that the big-O notation only
hides numerical constants, and the bound features no problem-dependent factors whatsoever.

We provide the main idea of the proof below, and relegate the full analysis to Appendix [C] The main
technical idea is to relate the estimated transport cost {jix, ¢) to the true optimal transport cost via
the analysis of the duality gap associated with the sequence of iterates computed by the algorithm.
The duality gap G (u*, A*; o, V*) against a set of comparator points (u*, \*; a*, V*) satisfies

K
Grel* M50, V) = 20 37 (Ll A, V) = £0e* Mo Vi) . (22)
k=1
As is standard for analysis of primal-dual methods, the duality gap can be decomposed into the sum
of the regrets of the minimizing player controlling ;» and A, and the maximizing player controlling
o and V, which can be controlled using the well-established of online learning [Cesa-Bianchi and
Lugosi, 2006, [Orabona, |2019]]. For the analysis, we will pick the comparator points as follows. For
the primal variables, we let 1* be the occupancy coupling achieving the minimum in Equation )
and let the \* variables be the conditional distributions of Y'| X and X|Y under the joint distribution
w*. For the dual variables, we choose

K
1
(a*?V*) = argmax —— § E(Mk,)\k;()é,‘/).
aeD,,veDy K £~

Under these choices, the error can be upper bounded as follows.
Lemma 1. [(fi — p*, ¢)] < Gre(p", A", 0%, V7).

The proof of this lemma makes up the bulk of the analysis, and is thus relegated to Appendix [C.1}
It then remains to upper-bound the regrets of the two sets of players, which is routine work that we
execute in Appendix [C.3]

5 Experiments

We performed a suite of numerical experiments to study the empirical behavior of our newly proposed
algorithm, as well as to illustrate some potential applications that are enabled by our method. Due
to space restrictions, we only show a small portion of the results here, and refer the reader to
Appendix [F| for additional results and implementation details (most notably a detailed discussion on
hyperparameter-tuning).

Several of the experiments are conducted with a family of processes we call block Markov chains,
motivated by the framework of block Markov decision processes (or block MDPs, Du et al.[2019).
This framework is commonly studied in the context of representation learning for reinforcement
learning, where a standard postulate is that the dynamics of the environment are governed by a
simple latent structure. Block Markov chains formalize this setting by assuming the existence of
a latent Markov chain with a small discrete state space, with each latent state generating a unique
set of observations. Formally, we emulate the block structure by fixing a low-dimensional chain
My and another chain My, that is a copy of My up to an additional irrelevant noise variable. In our
experiments, we let My be a uniform random walk on the state space X = {1,2,...,n} and My
is a Markov chain on the state space X’ x {1,2,..., B}, with the value in {1, 2, ..., B} generated
uniformly at random. In all experiments, we use a sparse cost function that only allows to clearly
distinguish between states * = 1 and x = n, and treats all other states as identical.
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Figure 1: Encoder-decoder maps learned by the algorithm in a block Markov chain example (n = 10,
B = 5) for sample sizes 1000, 10000 and 100000.
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(a) Distances between the true dynamics (6 = 0.5) (b) Distances between the true dynamics (g = 9.8)
and the different models in the model class, for dif-  and the different models in the model class, for differ-
ferent values of the parameter 6 and the number of  ent values of the gravity parameter g.

iterations K.

Figure 2: Model selection results for random walks and the pendulum environment

Representation learning. Within the family of block Markov processes, the task of representation
learning is equivalent to finding the mapping between the latent states and the observations and vice
versa. Our method is very well suited for this task, thanks to the following curious observation.
Besides the estimated coupling jz; and the associated cost, the algorithm outputs other values that
are potentially useful. Among these, the variables Ay = + 31 Ay and Ay = £ 375 Ay
are particularly interesting for purposes of representation, as these conditional distributions can be
interpreted as an encoder-decoder pair, with Ax (-|«) and Ay (-|y) giving the respective conditional
distributions of Y'|X = x and X|Y = y under the estimate of the optimal coupling. To illustrate
the potential usefulness of these maps, we conducted a set of experiments on block Markov chains
with parameters n = 10 and B = 5, and show the encoder-decoder pairs computed by SOMCOT
in Figure [Tl Notably, the algorithm does not make use of any prior structural knowledge of the
environment: each individual state y is treated as a separate state. Despite this and the very limited
information revealed by the cost function, a block structure is clearly identified by SOMCOT after
sufficiently many samples.

Model selection. Another important use case is identifying the hidden dynamics underlying re-
alizations of stochastic processes. We model this scenario in two experiments. In the first one, we
generate a block-structured Markov chain M 3*,, and a set of low-dimensional Markov chains M y
with different transition kernels parameterized by ¢ € [0, 1]. This set contains the true model M %
underlying M5, corresponding to 6 = 0.5. We compute estimates of the distances between My and
all the candidates of the model class by running SOMCOT for various sample sizes, and show the
results on Figure |2_3|r Notably, the distance achieves its minimum for the true model, and increases as
0 is further separated from its true value.



We also conduct a second experiment on model selection in continuous state spaces. To this end,
we consider the classic control environment Pendulum-v1 from Gymnasium [Towers et al.,[2024]].
We begin by training a near-optimal policy using the DDPG algorithm [Lillicrap et al.| 2015]] and
fix this policy to induce a Markov chain over the environment. The continuous state variables of
the pendulum are then discretized to n bins each. We instantiate several copies of the environment
by varying a hyperparameter: the acceleration constant g, which by default is set to g = 9.8. The
learning task we consider is to identify which of the class of candidate models best explains the
unknown true dynamics corresponding to the default choice of g. Figure[2b|shows the results obtained.
Again, we can observe that the distance achieves its minimum for the true model, and increases as g
departs from its true value. Notably, due to discretization of the state space, the observations are not
Markovian, yet the results clearly indicate that SOMCOT is still able to produce meaningful distance
estimates, thus illustrating the potential of this methodology for general representation learning tasks.

6 Discussion

In this work, we have explored the use of stochastic methods to compute distances between Markov
chains. This is still a largely unexplored field, and we believe the results presented here open the door
to many interesting advances. We outline some of these future research directions we consider to be
the most promising.

Most importantly, it remains unclear how to properly scale our algorithm to larger problems with
potentially infinite state spaces. While we believe that our bounds cannot be improved significantly
in the case of finite state spaces, addressing infinite state spaces should be possible under appropriate
structural assumptions. One may take direct inspiration from the OT literature to extend our approach
to these settings. For instance, parametrizing the dual variables via kernels or neural networks has
been shown to be an effective approach to solve static OT problems (cf. /Genevay et al.|[2016, |Seguy
et al.|2018)), and extending this idea to our setting is straightforward. The real challenge seems to
be approximating the primal variables, which correspond to (conditional) probability distributions,
which are not straightforward to parametrize via modern architectures (at least as long as one is
interested in theoretically sound methods). We leave the investigation of this very interesting question
open for future work.

Among all applications of optimal transport for Markov chains, its use in representation learning
for RL is particularly interesting to us. Many previous works on this domain have highlighted
the potential of bisimulation metrics for learning state abstractions, but all theoretically sound
previous methods for computing such distances required full knowledge of the transition kernels.
Removing this need brings us closer to realizing this potential. The experiments presented here
demonstrate the effectiveness of bisimulation metrics in capturing symmetries and latent dynamics of
Markov chains directly from sampled trajectories, both in random walks and discretized classical
control environments. Incorporating function approximation along the lines mentioned above could
significantly enhance these applications.

Besides the already-mentioned interpretation of the variables A, and A, as encoder-decoder maps,
there are other side products of SOMCOT that can prove useful for representation learning. Most
notably, the optimal dual variables ooy and vy correspond to the derivatives of the distance with
respect to the state-transition distributions vy and vy, which is a fact that can prove extremely useful
for the development of practical methods. Indeed, notice that these distributions themselves are
differentiable with respect to the transition kernels, which altogether allows one to backpropagate
through the OT distance as a loss function in representation learning tasks. Successful implementation
of this idea may lead to strong theoretically sound alternatives to empirically successful methods such
as MuZero [Schrittwieser et al., 2020]. This latter method uses a loss function remarkably similar to
our OT distance, albeit with some limitations that disallow its application to stochastic environments
(cf.Jiang|2024). Once again, we leave this direction for future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations of the work and the future research directions are included in
the discussion.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification:
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report 95% confidence intervals when applicable.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification:
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no direct societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification:
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets|has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: There are no new assets introduced in the paper.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
LLM) for what should or should not be described.
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A Equivalence of the LP formulation and the bisimulation metric

In this section we prove Proposition [} which together with Equation (2)) implies that the novel LP
formulation is equivalent to Equation () for computing the bisimulation metric. Our proof uses
the linear programming formulation of |Calo et al.|[2024] as a starting point. Concretely, |Calo et al.
[2024] prove that p is the induced occupancy coupling of a bicausal coupling 7 € Iy, if and only if
 satisfies the following set of constraints:

Doy, y) =) ey wy) + (L=wo(z,y) (Vo,y e AxY),  (23)

I/,y/ z/,y/

Yoy ay) =D pxy,a” Y )Pr(alle)  (Vo,y,a € XxPxX),  (24)
yl :I;//7y/

S onlwyay) = p(ry ',y Py(yly)  (Va,y,y € XXYXY). (25)
l./ m/,y//

Importantly, the above constraints provide a complete characterization of occupancy couplings: not
only do occupancy couplings satisfy all equations, but any p satisfying the three linear systems of
equations above is a valid occupancy coupling (cf. Lemma 1 in|Calo et al., 2024).

To prove the proposition it is sufficient to show that p satisfies Equations (6)—(8) if and only if it
satisfies Equations (23)—(23). Equation (6) is identical to Equation (23], and thus we are left with
showing that Equations (7)) and (8) are equivalent to Equations (24) and (23), respectively. We will
show the first of these claims, and note that the second claim will follow by symmetry. Within
the proof, we will repeatedly make use of the shorthand notation vy (z) = ) _, vx(x,2’) and the
easy-to-see fact that Py (z'|z) = vy (z,2') /vy ().

First, let us assume that g € RY*Y*XX*Y gatisfies Equation (24). Then, it is easy to check that
Equation (7) is satisfied with the choice Ax(y|z) = >_,, (2, y,2',y")/va(x), making use of
the relation between vy and Py stated above. Conversely, assume that i, Ay satisfy Equation (7).
Summing both sides over 2’ gives >, ., pu(z,y,2',y') = va(z)A\x(y|z), which can be plugged
back into Equation (7)) to obtain

Z u(xa Y, zla y/) = VX(I’ I/)Ax(yh?) = Px (I/|I)Vx($>)\x (y|$) = PX(I,|$) Z u(x, Y, IH7 yl)7
y/ ':v/7y/
thus confirming that Equation (24) is indeed satisfied.

For the last part, let us define px as px(z,2') = >°, , p(z,y,2’,y’) for each (z,2") whenever
Equations (6)—(8) are satisfied. As per the above argument, Equations (3) and (24) are also satisfied,
and thus summing both equations over y yields

Y onx(@,a) =) pxla’ 2) + (1 - 7wox(2),

px(z,a') = Pe(a'2) Y px(x,2").

x!

A standard argument (provided as Lemma[T2]in Appendix [E]) shows that the unique solution to this
system of equations is equal to the marginal occupancy measure vy . This implies

vx(z) vy () vy (z) ’

Z)\X(y\x) = Z 2oy MY, 2 Y) _ S bx(z2) Y va(z, ) _

which concludes the proof.

B Further details about the algorithm

In this section we describe some further details about the derivation of our algorithm (SOMCOT) that
were omitted from the main text. Algorithm [2] provides a full pseudocode for SOMCOT.

At a high level, the algorithm aims to find the saddle point of the Lagrangian (@) by performing
primal-dual updates for the two sets of variables (u, A) and («, V'), referred to as minimizing and
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maximizing players, respectively (or often simply call them min and max players). Both sets of
players maintain a sequence of iterates (i, i) and (ag, Vi), which are updated using versions of
online stochastic mirror descent, described below in detail. For the updates, the ; and A players move
in the direction of the negative gradient of the Lagrangian evaluated at (g, A\x; ok, Vi), and the «
and V players move in the direction of the positive gradient.

Since some of these gradients involve the occupancy measures vy and vy, they cannot be computed
exactly without perfect knowledge of these distributions. However, since the dependence on v and
vy is always linear, it is straightforward to obtain unbiased gradient estimators given only sample
access to the chains My and My,. We provide a detailed guide for sampling from these distributions

in Appendix
The remainder of the section provides a detailed derivation of the gradients and update rules used

in each iteration. We begin by introducing the Mirror Descent algorithm that forms the basis of the
update rules for each variable.

Algorithm 2 Stochastic Optimization for Markov Chain Optimal Transport (SOMCOT)

Require: Convex sets D, C RY*Y*Y D, C RY*Y*Y D, c RY*Y,

Initial values (1, Ax 1, Ay 1, ox 1, 0p.1, Vi,
Learning rates 1, v 0y, B, By, 8 > 0.

1. fork=1,... K —1:do

2:  Step 1: Draw samples from the Markov chains

3:  Receive (Xy, X}) ~ v, (Y3, Y)) ~ vy

4:  Step 2: Compute gradients or stochastic gradients

5: gk,u(xv Y, 1./7 y/) «— C(.T, y) - O[X}k(ff, xla y) - Oly,k(% Y, y/) —+ ’ka(x/7 y/) - Vk(x7 y)

6:

7

8

9

Gkx (Y]T) < 1ix, =ayan k(T, X1, y)
ak,)\y (x|y) — 1{Yk:y}ay7k(x7 Y, Yk/)
glmax (l‘, xlv y) «— Zy’ Mk(xv Y, 33/, y/) - 1{Xk7X]/C:1‘,m/})\X,k7(y“/E)
. gk,ay ((L’, Y, y/) — Zm/ Hi (.’E, Y, x/a y/) - l{Yk,Yézy,y’})‘y,k(l"y)
100 gev(@,y) « Xy (@, y, 2", y") — (1= y)vo(zy) — v X5 5 16(Z, 7,2, y)
11:  Step 3: Update primal variables
120 g (w,y, 2", y') o< px (2, y, @', y') exp(—ngr, . (2, y, 7', y'))
13: Axpr1(y]e) oc Ax k(y|z) exp(=nx grax (¥]T))

14: - Ay e1(aly) o< Ay k(2]y) exp(=ny g, (2]y))
15:  Step 4: Update dual variables

16:  ax g1 < lp,  (axr — BxGrax)
17: ay g1 < I, (ay e — Bygr,ay)

18: Viq1 < 1lp, (Vk - /ng,v)
19: end for

_ K
20: Output fige = & > gy M-

B.1 Online Stochastic Mirror Descent

Online Stochastic Mirror Descent (OSMD) is an algorithm for the problem of online linear optimiza-
tion, where in a sequence of rounds k = 1,2, ..., K, the following steps are repeated:

1. The online learner picks a decision zj, taking values in the vector space Z,

2. the environment picks a linear function g; : Z — R,

3. the online learner incurs loss (gx, 2k ),

4. the online learner observes an unbiased estimate g5 € Z* of the loss function.
The sequence of steps above defines a filtration (F}),, and the loss estimate gj, is assumed to satisfy
E [gx| Fr—1] = gx- Typically, the vectors gy are subgradients of a sequence of convex loss functions,
and thus we will often refer to them with this term, and also call the vectors g, stochastic subgradients

(or simply stochastic gradients). OSMD computes a sequence of updates based on these noisy gradient
estimates and a convex and differentiable distance-generating function ¥ : Z — R. Concretely,
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OSMD operates with the Bregman divergence By of U, defined for each pair z, 2’ € Z as
By (z]|2') = U(z) — U(2') = (VU(2'),z — 2').

OSMD starts with an initial point z; € Z, and computes each subsequent iterate using the recursive
update rule

L 1
Zp+1 = argmin (g, z) + —Buw(z||2k), (26)
z€EZ n

where 1 > 0 is called the learning rate.

Each of the update rules used by SOMCOT follows from instantiating OSMD with a specific decision
space Z, a distance-generating function ¥ and a noisy subgradient estimator. Concretely, we will
make use of the following instances and corresponding update rules of MD, whose derivations are
available in standard textbooks (e.g.|Orabonal2019).

Proposition 2. When Z = R? and V is the squared Euclidean norm defined as ¥ (z) = % ||z||§ Sor
each z € Z, the OSMD update reduces to the projected stochastic gradient descent update rule

zi41 = Hz (2 = 0gk),
where 1l z is the orthogonal projection onto the set Z defined as Iz (x) = argmin, ¢ z ||z — yl|,.

Proposition 3. When Z = Ay is the probability simplex on a finite set X and V is the negative
entropy defined as ¥ (p) = p(x)logp(x), p € Ax, the OSMD update reduces to

. pk(x)efngk(z)
X, pr(y)e )

Proposition 4. When Z = Ay x is the conditional simplex on finite sets X and Y and W is the total
negative entropy ¥ (p) = Zzy p(y|z) log p(y|z), p € Ay|x, the OSMD update reduces to

Pr+1(T) (Vx e X).

B pr(y|z)e =19k Wle)
P (yl) = Zg pi(g|z)e—n9x(@lz) (Vz,y € XY).

B.2 Primal updates

In this section we derive the gradients and update rules of the primal variables  and A y. The gradient
and update rule of Ay follow by symmetry.

For 1, first notice that any valid occupancy coupling 1 is an element of the simplex A xyxy: summing
the flow constraint in (€) over x and y immediately yields >, . .. p(z,y,2',y') = 1. Thus, itis
natural to enforce this constraint throughout the execution of the algorithm and use OSMD with the
entropy regularizer given in Proposition[3] In order to derive the update rule, it remains to compute
the gradients of the Lagrangian with respect to u, which is given as

a‘c ! ! ! ! !
%[N?A;O‘7V](I7y7x 'Y ) = C(SC,y) - ozX(x,x 7y) *Oéy(l',y,y/) +7V(I Y ) - V(I7y) (27)

In each iteration k, the algorithm computes the gradient gy, = %[mC7 AX s AV kS QX Oy &, Vs

which can be used as the unbiased estimator g;. Altogether, this yields the update rule on line|12|of
Algorithm 2]

As for the Ay variables, notice that Proposition [I]implies that Ay belongs to the conditional simplex
Ayix = {AeRY** vz e X, >, Mylz) = 1}. Thus, it is natural to use the total negative entropy
as regularization function (as suggested in Proposition ). For selecting the update direction, we note
that the gradient of the Lagrangian with respect to Ay is

oL

m[ﬂa Ava, V(ylz) = ;Vx(x,x’)ax(x,x',y) =Ex x'~vn [Lix=sjox(z, X' y)]. (28)
Thus, we can obtain a stochastic gradient estimate gy, », of %[,uk, AX s AV kS QX K, O e, V]
by sampling a transition (X, X},) from vy and setting gr x, = 1{x,—s}x r (7, X}, ). Putting
things together, this yields the update rules on lines of Algorithm 2]
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B.3 Dual updates

We now move our attention to the dual variables. Again, we will derive the gradients and update
rules for ay and V/, and the gradient and update rule for oy follow by symmetry. Since we are
maximizing over the dual variables which are not restricted to any simplex, we update them using
projected (stochastic) gradient ascent, which is why the gradients are negated below. The feasible sets
for the dual variables are chosen to enable using Lemma 2] for bounding the estimation error—see
Appendix [C.1|for details.

The gradient of the Lagrangian with respect to oy is defined as

oL

E[Ma )‘; Q, V}(Q?, :C/a y) = - ;M(l‘, Y, xlv y/) - VX(:I;7 xl))‘/\’<y‘x)
= —Ex, x;~va ZM(% v, 2, y") = 1ix, X =22y A2 (Y]7)
y/
Our algorithm will use the update direction giay(z,2",y) = > w(z,y,2"y") —

1{Xk7X,/€:z’m/})\X,k(y|m). We will apply OSMD to update «y using a learning rate Sy and the
regularizer in Proposition[2] which yields the update rule on lines[T6HI7| of Algorithm 2]

The gradient of the Lagrangian with respect to V' is given by
oL , PN
gyl A Vi(ey) = = | D pley.a'y)) = (L= 2wole.y) =7 Y p(E 5.2.)

Ty >
x'y z,y

We use the update direction 9k v = Zz’,y’ Mk (.73, Y, Z'/, y/) - (1 - /7)”0 ($7 y) - z,7 Kk ('%\7 377 €T, y)
and apply OSMD to update V using a learning rate 8 and the regularizer in Proposition [2} which
yields the update rule on line [T8|of Algorithm [2]

B.4 Sampling from v and vy

A key step in constructing our gradient estimators (and thus running our algorithm) is drawing
samples from the occupancy measures vy and vy. Here we provide further details about how to
perform this operation in practice.

In order to generate a sample from the occupancy measure, we let G be a geometric random variable

with mean — and recall the definition of the marginal occupancy measure vy to write
o0
vy(z,2') = Z'ytP [(X; =2, X441 = 2] :Z]P’ PX; =z, X1 =]
t=0 t=0

= IP[XG = .I,X(;_H = x'] .

Thus, one can obtain independent samples from v by first sampling a geometric stopping time G,
sample a sequence (Xo, X1,...,Xqg, Xg+1), and keep the last pair of states X¢, Xg11.

We remark that the task of sampling from an occupancy measure is common in reinforcement
learning, and in particular it is necessary for correctly implementing policy gradient methods. To
avoid sampling an entire sequence in each iteration, it is standard practice to replace samples from the
occupancy measure with arbitrary sample trajectories generated by the Markov chain. Specifically, it
is common to ignore discounting and draw samples directly from trajectories in which consecutive
state pairs are no longer independent. We expect that, like most other RL algorithms, our method is
also resilient to such abuse, and can be fed with sample pairs drawn from longer trajectories without
resets or throwing away samples to ensure independence.

C Analysis

This section provides the complete details for the proof of our main result, Theorem|I} Throughout
the analysis, we will assume ||c|| ., < 1. Completing the outline provided in Section |4{requires filling
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two gaps: proving Lemma([I] and bounding the duality gap in terms of the regrets of the two players.
These are respectively done in Sections [C.1]and [C.3|below (with Section[C.2] providing additional
technical tools for the proof of Lemmal[I)). Putting the two parts together complete the proof.

C.1 Proof of Lemmall]

The majority of our theoretical analysis is dedicated to proving the error bound stated as Lemma ]
recalled here for convenience as

‘<ﬁK_:u’*7C>‘ SgK(/J'*7)‘*7O[k7Vv*)‘ (29)

As a first step towards this proof, we first need to define a technical tool that will allow us to quantify
the constraint violations associated with the output 1z ;. Indeed, one challenge in the analysis is that
Ti i does not necessarily satisfy the constraints (6)—(8) exactly. We quantify this effect by defining
total absolute constraint violations associated with the primal variables i, Ay and Ay respectively by

OF () =D _|> mla,y,2'y') =7 Y u(@ G, 2,y) — (1= Y)wola,y)

zy |z y’

A () = D D ulw g2, y) —valz,a)Ax(ylo)

z,x’' vy |y
ACy(p, Ay) = > D nl@y, 2’ y) — vy, y) Ay (ly)| -
z,y,y’ |

For the sake of analysis, we will make use of a rounding procedure that will convert 11 into a valid
occupancy coupling r(fiy ) that satisfies all constraints. Importantly, this rounding procedure never
has to be executed in reality: it is only used as a device within the analysis. The details of this
rounding process (which is an adaptation of a method developed by [Calo et al.|2024) are provided in
Appendix [C.2] The following lemma provides an upper bound on the rounding error in terms of the
total absolute constraint violations.

Lemma 2. Let i € Axyyxy and r(p) be its rounding (as defined in Appendix , and Ay and \y
be arbitrary. Then, we have

3C A 3C A oOF
= )] < Hl )+ Sy By) + OF0) 30)

The proof is provided along with all relevant definitions in Appendix [C.2] With this rounding process
and its guarantees at hand, we can rewrite the absolute error between the cost estimate (fi -, ¢) and
the true cost d(Mxy, My) = (u*, c) as follows:

[(F =10 < (r(ig) —p" o) + Ir(Ex) =kl el 31)
< (x =15 0) + 2| = ()l llello -

Here, the first step follows from the triangle inequality and the crucially important fact that (r (G ) —
w*, ¢) > 0 thanks to the feasibility of (i ) and the optimality of p*.

It now only remains to relate the quantity appearing on the right-hand side of the above bound with

the duality gap. To this end, we define the shorthand Ay = -+ Zszl Axand Ay = + Zszl AV .k
and recall the choice

a€D,,VEDy

K
1
(a*,V*) = argmax ?;ﬁ(uh)\k;a,‘/).

Then, by plugging these variables into the Lagrangian, it is easy to check that

)

K m BY - N ga—
1 I _ 6C JAx) +6C Ay + 20F
LN Ll A 0", V) = (g, ¢) + S Ax) 66y i Ay) + 207 (fixe)
Kkzl 1—7v
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which, by using Lemma 2] implies the following bound:
K
<ﬁK7 >+2||MK_TMK Hl—iz Mk,Ak;Oé*,V*)
k=1

On the other hand, it is easily verified that (1*, c) = L(u*, \*; o, V) holds for any choice of « and
V', thanks to the fact that ©* and A\* verify all the constraints of the LP. Putting this together with
Equation (31]), we obtain that the error can be bounded in terms of the duality gap at the above-defined
comparator (p*, \*, a*, V*) as

(e = 150 < Gr(p™ A% o, V7).
This concludes the proof of Lemma T

C.2 Rounded coupling and rounding error

We describe the process and guarantees of rounding an (approximate) occupancy coupling p €
Rf YXY We note that computing this rounding requires knowledge of vy, but this does not cause
any practical problems since the rounding is only ever executed in the analysis. For the rounding
process itself, we first introduce the state-occupancy measure v, (x,y) =, Y w(z,y,2',y"), and
we define the associated transition coupling m,, as the kernel 7, : XY — A xy with entries

wzy.2’y')
(2 Y |z, y) = vn(y) M vu(z,y) # O.’

Px (2'|z) Py(y'|y) otherwise.
As shown by|Calo et al.|[2024], each transition coupling 7 : XY — A xy induces a unique occupancy
coupling x™, and that the occupancy induced by 7, is valid if and only if it equals u (i.e., if ™ = p
holds). For more details, we refer to Appendix B.2 in|Calo et al.| [2024].
Following |Calo et al.| [2024]], we will apply the rounding procedure of Altschuler et al.| [2017,
Algorithm 2] to 7, to obtain a valid transition coupling r (), and then extract the occupancy
coupling induced by r(m,,). More precisely, for two probability distributions p € A(X), ¢ € A(Y),
the set of valid couplings is defined as U, , = {P € RY*Y : P-1 = p;PT .1 = ¢}. Fora
nonnegative matrix F' € Rf *Y the rounding procedure outputs a valid coupling r(F,p,q) € Up.q.
By Lemma 7 of |Altschuler et al.|[2017]], the rounded coupling satisfies

r(F,p,q) — Fll, <2(|F - 1] +||[FT - 1])).

For completeness the procedure is detailed in Algorithm 3]

Algorithm 3 Rounding procedure for couplings

Input: approximate coupling F', marginals p, ¢
X + diag(min(p/(F -1),1))

F' + XF

Y « diag(min(q/(F'T - 1),1))

F'"+ F'Y

err,=p—F" 1ler,=q—F'"T -1
Output: G «+ F” +errperr, / [lerry ||,

This procedure is not symmetric, and thus we consider the following symmetrized procedure defined

as
r(F.p,q) +r(F",q,p)"
2
To obtain the rounded transition coupling, we apply the rounding procedure individually for each
pair of states x,y. In particular, for a transition kernel 7, : XY — Axyy, we define its rounded
counterpart T = r(7) with entries
7(|lz,y) = " (7 (|, ), Pr(-[x), Py(-|y))-

With some abuse of notation, we will now denote as r(u) the occupancy coupling induced by r(7,,).
Because r(m,,) is a valid transition coupling, r(u) is a valid occupancy coupling. The following

r(Fp,q) =
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derivations will relate the distance between r(u) and p to the total absolute constraint violations of ,
thus providing a proof for Lemma[2]

To make the subsequent derivations easier, we will define some handy notation. We first define
the operator E' : Axyxy — Axy viaits action on any p as (Ep)(z,y) = >z - (T, Y, z,y), and
note that this allows us to rewrite the flow condition (6) in the form v, = vEu + (1 — «)vp. For
a state-distribution v € Ayy and a kernel 7 : XY — Axy, we define the composition v o 7 as
the distribution p with entries p(z,y,z’,y") = v(z,y)m(a’,y |z, y). We will specifically use the
notation A(u) = vy, o (r(m,) — 7). Armed with all this notation, we bound the ¢; distance between
r(u) and p as

(1) = plly = ([vr gy 0 () = v o 7|
= ||Vr(u) or(my) —vpor(my) +vyor(m,) —vuo 7TALH
< Ve = vully + v o (r(m0) = )l
= [y = (L= 7o + (1 =7vo — v, + 1AW,
= [lvEr(p) —vEp+ [yEp+ (1 = y)vo — vl + 1AW,
<Allr(w) = plly + 0F () + 1AW,

where the second-to-last line uses the fact that (1) is a valid occupancy coupling and as such satisfy
the flow condition (6), and we have recalled the definition of F (1) stated in the main text. After

reordering, we obtain
OF (1) + [[A(W) |l
[r(w) = plly < T L

and thus it remains to upper bound [|A(u)||;. This is done in the following lemma, using which
concludes the proof of Lemma

Lemma 3. For any p € Axyxy, and any A\x : X — Ay and Xy : Y — Ay, we have
[AG; < 39Cy (1, Ay) + 30Cx (1, Ax)-

Proof. By Lemma 7 of |Altschuler et al.| [2017]], we have that for arbitrary state pairs z,y, the
following is satisfied:

Ir(m)Cla,y) = Tl )l
<2 |3 [Pr(@le) = S mule ey + Y

x! y/ y!

Py(y'ly) — Zm (@' o |z, y)

By symmetry, this directly gives
[0 () (s y) = mu s )l

< ISPl - S eyl + Y
-

z’ Y

Py(y'ly) — me Y|z, y)

Now, multiplying both sides by v, (z,y), we get
A(p)(@,y) = vu(z,y) [Ir™¥ (m.) (e, y) — mu(-l2, )l

g% S Be@ ey (a,y) = 3w,y )|+

x! y’ y’

Py(y'ly)vu(z,y) — Zuwy,x y)

The first term on the right-hand side of the above expression can be bounded as follows:

ZPX( |acuuxy Z,umy,xy

x!

= Z Py (2 [x)vu(x,y) — va (2, 2") A (ylz) + va(z, o) Ax (y|z) — Zu(m,ywﬁy’)

y/
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& Z | P (' |2)v (2, y) — vae (2, 2" ) (yl2)| + |vae (2, ) Axe (yla) =Yl y,2',y))

y/

= ZPX "|2) (2, y) — va (@) Ax (ylz)] + OCx (1, Ax)
D 10, y) — va @A (ylo)] + OCx (s M)

(@) > wla,y 2y ZVX (@) Ax (yla) | + OCx (1, Ax)
x/ y/

<D g, 2 y) = va () A (y|@)| + OCx (1, Ax)
:L‘/ y/
= 2803/(/1,)\;\().

Here, we used the triangle inequality for (i) and the fact that ), Px (2'|z) = 1 for (i) and (iii). The
proof is concluded by repeating the same argument for the constraint violations 9Cy (i, Ay), and
plugging the results back into the previous inequalities.

C.3 Regret bounds of the primal and dual sequence

This section provides an upper bound on the duality gap as defined in Equation (22), in terms of
the regrets of the two set of algorithms controlling the primal and dual variables. Recalling the
convention established in Appendix [B] we will refer to the algorithms as the min- and max-players,
with their regrets respectively defined as

K

regret 7™ (o, V™) Z(ﬁ(,uk, Ay @ V™) — L, Ag; o, Vk))

b
Il
—

] >

regret%in(u*a )‘*> = (E(,U/k, )‘lm Ak, Vk) - E(M*a A*7 Ak, Vk))7

ol
I
-

where our notation emphasizes that each regret is measured against the comparators o™, V* and
w*, A*. With this notation, the duality gap can be rewritten as

regret®X (o, V*) + regret™in (u*, \*)
e .

With a mild abuse of our earlier notation, we write out the full expression of the Lagrangian in terms

of the ax, avy and Ay, Ay variables as £(u, Ay, Ay; ax, ay, V). The regret terms that need to be

bounded can be further decomposed in terms of the following individual terms defined for each set of
primal and dual variables:

Gr(p™, A% 0", V) = (32)

K

regretlfr{lax ZE /f[/lw)\X k7)\y kva)(aayav ) £(,U/k?a)‘X,ka)\y7k;aX,kaa§J7V*)
k=1

regret ™ (ay,) = > L, Ax b, Ay ks gy @3, V) — Lo, A ey Ay ks x ke @y ke, V')

regret g™ (V*) = > Lk, Ax b, Ay, 0x ks, 0y i, V) — Lk Ax ko, Ay ks Ox ks @y 1, Vi)

regrete™ (1) L(ftkes A ks Ay ks x ke, @y ks Vi) — L5, Axe ke, Ay ks 0x ks @ ks Vi)

regret™ ™ (\%)

M T T T 1

L™, A ks Ay ks x ks 0y ke, Vi) — L(107, Ny Ay ks ox ok, oy ke, Vi)

B
Il

1
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K
regret i (A}) = > L1, N Ay @k 0y ks Vi) — L, N, Ay ae ks 0y, Vi)
k=1
Thanks to the bilinearity of the Lagrangian, each of these terms can be seen as the regret of an online
learning algorithm with linear loss / gain functions and decision variables taking values in a convex
decision space Z (embedded within some Euclidean space). In particular, each of these regrets can
be written in the following form for some sequences (gx), € R%, (z;), € Zand z € Z:
K
regret (%) = 3 gk, 21 — 2°).
k=1
As noted in Section B our algorithm can be understood as running an instance of Online Stochastic
Mirror Descent (OSMD) for each set of variables, and thus each regret term can be bounded using
standard results. One challenge for the analysis is that the comparator points o and V'* are chosen in
a data-dependent manner. This is not easily handled by standard tools in online learning, but can still
be treated with some relatively more advanced tools that are common in the context of saddle-point
optimization (most notably, using techniques of [Nemirovski et al.[2009} Rakhlin and Sridharan|2017).
In particular, we will use the following general result to bound the regrets of each player in the
analysis below.

Lemma 4. Let z* € Z be a potentially data-dependent comparator and assume that U is \-strongly
convex with respect to some norm ||-|| whose dual is denoted by ||-||,. Furthermore, suppose that
sup, ez ||z — 2'[| < C holds for some constant C > 0. Then, for any 1) > 0, the sequence (zy),,
produced by OSMD satisﬁes the following bound with probability at least 1 — §:

K
* Hzl
gk, 2k — 2 E—
’;<k k ) < ” )\Z”
By (z||z
s Bellm), QAank—gku +0,[23 o~ il og L.

k=1

While composed of standard elements, we provide the proof for the sake of completeness in Ap-
pendix [D] The regret bound itself can be simplified in two different ways, depending on whether or
not the algorithm in question uses deterministic or stochastic gradients: for deterministic updates, we
have g, = g and we can choose 1/7] = 0, whereas for stochastic updates the choice 77 = 7 is more
natural. This is how we will apply the lemma to each regret term below. In what follows, we will
instantiate this bound to bound the regrets of all players listed above, which will require establishing i)
the strong-convexity properties of the regularization functions, ii) bounds on the Bregman divergences
between the initial points and the comparators and iii) bounds on the dual norms of the gradients and
the gradient noise. This is done case by case in the following subsections.

C.3.1 Regret of the a-players

The policy of the a-players is to run projected online stochastic gradient ascent on the feasible set
Z =By ( ) and unbiased gradient estimators with elements defined respectively as

rax (@2, y) Zﬂk z,y,2,y') = Lixp xp=e ey A (yl2)

and
gk vy Sﬂ U, Y Z,uk z,Y,T 7y 1{Yk,Yé=y,y’}>‘y,k(x|y)'

The following lemma provides an upper bound on each of the two a-players.
Lemma 5. With probability at least 1 — 0, the regret of the o x-player is bounded as

. 181X Y| 72K 2
regretg™ (ay) < ———55— +46x K + | — log —, (33)
N -2 %5
and the regret of the avy-player is bounded as
18|V x| 72K 2
regretg™(a3) < ———— + 468y K + | ———— log —. (34)
ROV < T gy T (1-7)2""0
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Proof. We prove the claim for oy, and the result for a;y; will follow by symmetry. We start by noting
that the gradient estimators and the gradients satisfy ||gr,ax|l; < 2 and [|gr.ar — Graxll; < 2.
Indeed, this can be verified easily as

”gk,(xx ”1 < Z ,uk(a:,y,x’,y’) + Z 1{X,X’:I,w’}>‘X7k(y|x) =2,
z,y,z’,y’ z,x’y
because of the normalization of both u;, and Ay ;. Similarly, we have
”gk,@/\f - gk#lel < Z (1{X,X’::v,w’} + VX('ra x/)) >\X,k(31|5€) =2
z,x’y
Furthermore, |a% — ax 1] < ﬁ trivially holds thanks to the definition of the domain of ax

and the choice avx,; = 0. Finally, notice that ¥ is 1-strongly convex with respect to |||, and thus
Lemma {4 (with the choice 7 = n = Sx) immediately implies the claim after using the relations

- ~ 2 2 36| X2
G, lly < Ik ly < 2and [l = axall; < llak — axall, < BESH O

C.3.2 Regret of the V-player

Similarly to the a-players, the V-player employs online gradient ascent on the feasible set Z =
Boo(5:2-), with entries of the gradients given in each round as

1—y
gk,V(xa y) = Z ,uk(xa Y, I’l, y/) - (1 - 7)1/0(1’7 y) -7 Z:uk(%7 37’ &€, y)
Ly’ z,y
The following lemma gives a bound on its regret.
Lemma 6. The regret of the V -player is bounded as

max ey < 41X

Proof. Since the V-player employs deterministic gradients, we will apply LemmaE]with 1/m=0,
and bound the Euclidean norms of the comparator V* and the gradients. By the choice of the feasible

set for V* and the choice Vi = 0, we immediately have |V* — V3|, < |[X[|V|||V* — V1||iO <

?‘1{%}2‘ . Furhermore, evaluating the gradient of the Lagrangian with respect to V', we get

Hgk,V”l < (1 - 'Y) Zl/o(x,y) + (1 + 7) Z M(xayvx/ay/) = 27
z,y

z,y,z,y’

which in turn implies ||gr,v[l, < [[gr,v]|; < 2. Plugging these results in the bound of Lemma
concludes the proof. ]

C.3.3 Regret of the p-player

The p-player plays OSMD with entropy regularization, and gradients with elements defined as
I, y,2",y') = c(@,y) — ax k(@ 2’ y) — ayr(z,y,y') + Vi@’ y') = Vi(@,p).

The following bound gives a bound on the regret of this player.

Lemma 7. The regret of the p-player is bounded as

_ log (AP [V1F) | 2009K

- U 1—v)?2

regret} (%)

Proof. The proof follows from noticing that the regularization function ¥ is 1-strongly convex with
respect to the norm ||-||;, and that the dual norm of the gradients is bounded as ||gi .||, < 2=

1—v°
Indeed, this follows by upper-bounding each entry of the gradient as
|9k, (zy, 2"y )| < el@,y) + e k(@ 2,y + lay e, v, y) |+ Vi@, y) | + Vi, y))|
12 4(’y—|—1)_17+3’y< 20

<1 = .

- +1—v+ -y =y T 1=n
Finally, we recall the choice of p; being uniform over XY X)), and the standard result that the
relative entropy between any distribution and j; is equal to log(|X|* |V|?). O
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C.3.4 Regret of the \-players

The regret analysis of the A-players is slightly nonstandard. Focusing on the A y-player here, we
note that the updates correspond to using OSMD on the decision space Z = {\ : Va,y A(y|z) >
0;Va >, A(ylz) = 1} with the following choice of regularization function:

T =D AMylz)log(Ayle)).

As we show in Lemma|I0] this regularization function is 1-strongly convex with respect to the 2-1
group norm defined for each A € Z as

Mgy =4[ (zy: |>\(y|:c)|>2.

x

It is easy to verify that the corresponding dual norm is the 2 — oo group norm defined as ||g||, ., =

V>, (max, [g(x, y)[)2. We also recall that the updates make use of the following unbiased estimate
of the gradient:

Tk (2, 9) = Lix—pyor 1 (X, X', y). (36)
With these facts at hand, we prove the following bound on the regret of the A-players.
Lemma 8. With probability at least 1 — 0, the regret of the A x player and is bounded as

|X|log ||  90nx K 288 |X| K log (%)
tmax * < . 7
B (e - o0
and the regret of the \y-player is bounded as
log | X 90ny K 288 || K log (2
regretﬁax()\}) < |y| Og| | + ny |y‘ og (6) (38)
ny (1—=9)? (1—7)?

Proof. We provide a complete proof for Ay, and note that the result for Ay, is analogous. For this
case, notice that Lemmas 4] and [T0] suggest that we should first obtain upper-bounds on the magnitude
of the gradients in terms of their 2, co-group norms, and thus we first establish that

2
il = | 3 (mx 1y ox(x X)) < \/Zl{x_w} o

x

2 J—
% = llax kll -

Note that the latter is upper-bounded as [l x &, < % by construction. Further observing that the
true gradient norm can be bounded via the same argument as |[gx x [|5 o, < %, we also have

~ - 12
gk ax = Geanllo oo < N9k Ax N2 00 + 1Tk AR 200 < T

Finally, since Ax1(:|z) is chosen as the uniform distribution over ) for all x, we have
By (A% ][ Ax1) < |X|log|Y|, and the primal-norm distance satisfies ||A* — A|| < 24/|X|. Now,
the claim follows from using Lemma ] with 77 = nx. O

C.4 Proof of Theorem[I]

The proof of the theorem now follows from putting together Lemma [T] with the regret decomposition
in Equation (32)), and combining Lemmas [SH8] Taking a union bound over the two probabilistic
claims of Lemma [5|and [3] this gives that the following bound holds with probability at least 1 — 24:

_ . 18].x 2| 72 2
— i N S . B - - -
(B — 1 ,c>|7BXK(1_7)2+45X+ Kd_ ) log

18| X||V|? 72 2

=+ 4Py + | =5 log <

ByK(1—~)? Y K1 —7)? %%

30



aading

+ o8
BK(1—7)?
21 X 200
| 2los( X)) 200
nk 2(1—n)?
Xllog(V) | 90nx  [255]10g
nak (1—=9)? K(1—7)?
|y| log |X| N 9077y 288|Y|log 2
nyK (1—79)? K(1—7)?
Setting By = 2(‘2|1le£}}‘(’ By 2£z|1X|JY3))2‘; B = (- 7)2\Xllog\y|
\/ %, n= \/ % the bound becomes

e g 2VRAXIIVIX VIV 421X
i =i Y P SR
3100 V] | 3/I0V o8 ] _ 40/ loa([XPIVE)
1-yWK 1-yWK (1-yWK
log 1 12\/2|X\1og% 12\/2|y|log%
+ + +
1-yWVK  (1-9WK (1-VK

o [ J0xIPI121 + 1) + 121105 BT + p)10g 1!
) (1=K

This concludes the proof.

D Online learning: The proof of Lemma {4

This section is dedicated to proving the general regret bound we use throughout the analysis for
upper-bounding the regret of each player, Lemma[4 As mentioned in Appendix the main
challenge that we need to deal with is that the comparators for some of the regret terms are data
dependent, which requires some additional steps that are typically not necessary in regret analyses.
For concreteness, we adapt the notation of Lemma 4] and write the regret against comparator z* as

K K

regretK Z gkyzk_z @k»zk—Z*>+Z<9k—§k72’k—z*>7
k=1 k=1 k=1

RK MK

where in the second equality we also added some terms corresponding to the stochastic gradient gy..
Here, the first term R corresponds to the regret of the online learning algorithm on the sequence
of stochastic gradients g, which can be upper-bounded using standard tools of online learning. For
the second term, notice that the stochastic gradient satisfies E [g| Fr—1] = g&, and thus if z* is
independent of the sequence of stochastic gradients, the second term M in the above decomposition
is a martingale. However, this is no longer true if z* is statistically dependent on the sequence. In
order to account for this, we adopt an elegant technique by Rakhlin and Sridharan|[2017]] to control
the resulting sequence of dependent random Variableﬂ In particular, we introduce a second online
learning algorithm for the sake of analysis, and use its regret bound to account for the additional error
terms in the above decomposition. For sake of concreteness, we define the sequence of decisions
made by this algorithm by setting z; = z; and updating the parameters recursively via a mirror

'This technique is commonly attributed to Nemirovski et al.| [2009], but we find the connection with Rakhlin
and Sridharan| [2017]] more illuminating. Otherwise, we learned this proof technique from Neu and Okolo!
[2024]).
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descent scheme analogous to the one underlying the sequence zy:
~ . ~ 1
Zk41 = argmin {(gk — gk, 2) + Bq,(z||zk)} .
z€Z n
Using this notation, the regret of the original algorithm can be rewritten as follows:
K K

K K
(grrze = 2") = (Grozn — 2°) + D (g — Gro 26 — Z6) + D (g — s 26 — 27) -

k=1 k=1 k=1 k=1

Thanks to this construction, the term M, x 1s a martingale and R x is the regret of the auxiliarly online
learning algorithm in the newly defined online learning game.

For the concrete proof of Lemmafd] we will make use of the following classic result regarding the
regret of mirror descent.

Lemma 9. Let z € Z and assume that VU is \-strongly convex with respect to some norm ||-|| whose
dual is denoted by ||-||,. Consider the sequence with an arbitrary u; € Z and all subsequent iterates

defined as
: 1
Ugpp1 = argmin {<Uk, zy + B\p(zHuk)} )
zZ€EZ w
where aj, is an arbitrary sequence in Z* and w > 0. Then, for any u* € Z, the sequence (uy),
produced by OSMD satisfies the following bound:
K

By (u*|lu) | w <
\ 1 2
> a, ur —u) < T+5;nakn*. (39)

k=1

The proof is standard and can be found in many textbooks—for concreteness, we refer to Theorem 6.10
of |Orabona [2019] To proceed, we apply this lemma to the standard sequence of iterates in our
settlng with ay, = gi and w = 7 to bound Ry and once again with ak = gr — gx and w = 7] to bound

R . Finally, we use the Hoeffding—Azuma inequality (Lemma to control the remaining term as

K K

1
My = — G2k — ) < C\[2) gk — Gill* log
K 2 <9k 9k, 2k Zk> = 2 Hgk ng og 5

with probability at least 1 — ¢. Indeed, notice that under the condition max, ez ||z — 2| < C
each term satisfies | (gx — Gk, 2k — 2x)| < C'||gr — gx||,» which allows using Lemmaw1th cp =
2C ||gk — k|| ,.- Putting these results together concludes the proof of Lemmal4]

E Technical Lemmas

Lemma 10. The function ¥(p) = Z;Zl Zf:l p(i|7)log p(i|j) is 1-strongly convex with respect
2
to the 2-1 group norm ||p||y ; = \/Z;]_l (25:1 |pi‘j|) on the set Z = {p € RI*7 : p(ilk) >
.. I .. .
0(v2,5), >Zi—1 P(ild) = 1 (V).

Proof. We first note that, by standard calculations, the Bregman divergence induced by U is

w(pllg) = Zzp ilj) log z g

j=11i=1

Now, by Pinsker’s inequality, we have that

J
wl) = 53 IpC1) — aC 1)l

which is equivalent to the statement of the lemma. O
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Lemma 11. (Hoeffding—Azuma inequality, see, e.g., Lemma A.7 in|Cesa-Bianchi and Lugosi|2006)
Let (Z}),, be a martingale with respect to a filtration (Fy,),. Assume that there are predictable
processes (Ay),, and (By,),, and positive constant (ci,),, such that for all k > 1, almost surely,

Ay < Zy—Zy_1 < By and Bp— A, <c.
Then, for all € > 0,

2¢2
PIZi—Zo>d <exp|——r— |, (40)

i=1"1

or equivalently for all § € (0,1)

(St | _ .

P|\Zi—Zy > 5 =

Lemma 12. The occupancy measure vy € RfXX of the Markov chain M x is uniquely defined by
the two sets of equations

Zz/xxx —VZV)(ﬂC z)+ (1 —y)vpx(zx) (Vz), (42)

x!!

vy(z,2') = Py(a'|z) ZI/X (z,2") (Vz,2). (43)

x!

Proof. Using the definition of the occupancy measure vy we obtain

(oo}
vx(z,2') = (1—7) Z’Ytp (Xt =2, Xpy1 = 2]
=0

Y7 Pr(|2)P [X; = a]
= Py (2'|2) ((1 — )vox( Z’ytﬂ” )
= Px(2'|z) ((1 —7)vo,x( +’yz 1- )Z’yt*IP[Xt,l =" X, = x])

! t=1

= Py(2'|2) ((1 —Nox()+7Y va(z’ x ) :
x//
where we used the stationarity of the transition kernel Py, the definition of v x, the law of total
probability, and the stationarity of the Markov chain to recognize vy (x”, ) in the last step. Summing
the previous equation over 2’ yields (@2)), and substituting (@2)) into the previous equation yields (#3).

In order to show that the solution vy to (@#2) and @3) is unique, we introduce the notation £y as
Ex(z) =, vx(x,a’) for each z. Substituting into yields

Ex(z) =7 Px(alz")éx(a") + (1 = Ymox(x) (Vz).

By defining £x and v x as vectors and Py as a matrix, we can write this system of equations in
matrix form as {x = yPx &y + (1 — v)vo x, or equivalently, (I — vPy)éx = (1 — v)vp,x- Since
Py is a positive matrix with spectral radius 1, the Perron—Frobenius theorem applies and the matrix
(I —vPy) is invertible. Hence there exists a unique solution £y = (1 — )(I vPL) " 1vg x, which
together with implies that vy is uniquely defined as vy (x,2') = Py (2'|z)éx (). O

F Additional details on experiments
In this appendix we present further details about the experiments included in the main text, along

with some additional empirical results. Along the way, we will also provide some further comments
on best practices when implementing SOMCOT, including recommended hyperparameter settings.
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Figure 3: Distance matrices between instances after running SOMCOT for 1000 and 10000 steps, and
the ground truth obtained via Sinkhorn Value Iteration.

F.1 Similarity metrics between parametric Markov chains

This experiment serves to illustrate the ability of bisimulation metrics to capture intuitive similarities
between stochastic processes, as well as the empirical behavior of SOMCOT when used to approximate
such similarity metrics based on data. To this end, we generated several random walk instances from
the same family as used in the experiments in the main body (described in detail in Appendix [F3).
For this experiment, we let ¥ = ) = {1,2,...,n} with n = 1 and set the block size as B = 1.
Deviating from the setup described in Appendix we set the reward function as (1) = r(n) =1
for both extremes of the state space, which induces a symmetry on the state space. For generating
the set of environments, we varied the initial states o and yo between {2,3,...,n — 1} and the
bias parameter 6 in the set {0.05,0.1,0.15,...,0.95}, thus resulting in 72 different instances. We
then computed pairwise distances between these instances using SOMCOT with various sample sizes,
and compared the results with the ground truth (computed by the Sinkhorn Value Iteration method
of [Calo et al|[2024). Figure 3] shows the similarity matrices obtained by these methods, showing
that the distances computed by SOMCOT successfully capture the structure of the problem: even
though the exact numerical values of the true distances are not approximated very accurately, the
qualitative picture obtained by SOMCOT is very similar to the ground truth. In particular, the symmetry
induced our choice of reward function is clearly visible with the matrix being symmetric along the
counter-diagonal as well as the main diagonal.

F.2 Practical implementation details

Being a primal-dual method, SOMCOT is not as easy to tune as a common stochastic optimization
algorithm. There are several implementation details that one needs to design carefully in order to
make sure that the algorithm behaves in a stable way and outputs good estimates. This section
describes our experience working with SOMCOT, and provides practical guidance for implementation.

SOMCOT has one tunable parameter per optimization variable: a positive learning rate that controls the
magnitude of the updates during optimization. While our theoretical analysis suggests some specific
values for these learning rates to guarantee convergence, such values are typically too conservative (as
is common in stochastic optimization). In practice, using larger learning rates can significantly reduce
the number of iterations needed to reach good solutions. Since our problem involves optimizing
six variables, this leads to six separate hyperparameters, which makes tuning a grueling task. To
address this, we tie some of the learning rates together: all primal variables share a single learning
rate denoted by 7, and all dual variables share another one denoted by 3.

Moreover, we observed that in practice using a fixed value for the dual learning rate 7 often made
it difficult to achieve stable convergence across different problem instances. To address this, we

introduced a decaying learning-rate scheme of the form 7, = \/110%’ where k is the index of the

current iteration and a > 0 is a tunable parameter. This decay helps balance the need for large updates
in early iterations with the stability required for convergence in later stages.

Figure[]illustrates the performance of the algorithm under different learning rate settings. This shows
that, even given the above choices, it is not easy to pick hyperparameters that work uniformly well
across problem instances. Even for a single instance, the combination of 79 and [ that leads to the best
performance requires careful hyperparameter search. In order to understand the behavior of SOMCOT
under different parameter choice, it is helpful to remember the roles of the primal and dual variables,
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3 vs 5 states 3 vs 8 states 5 vs 8 states

eta

Figure 4: The influence of the ratio between 1 and 5 on the convergence of SOMCOT for different
chain sizes. Error and learning rates are shown on a logarithmic scale. To produce this plot, a decay
rate of a = 0.001 was used for 7. No decay was applied on /3.

and in particular that the dual variables serve to penalize the primal variables for violating the primal
constraints. Thus, a value of 7 that is too high relative to § leads to large constraint violations,
resulting in p values that yield very small distances but fall outside the feasible set. Ultimately, setting
[ too small results in gross underestimation of the true distance. Thus, whenever one sees distance
estimates that are suspiciously close to zero, the value of 3 should be increased or the value of 7 be
decreased. The opposite scenario produces the inverse effect: a 3 that is too large relative to 7 causes
the dual variables to update too quickly, leading to a resulting distance that overestimates the actual
value. This issue can largely be mitigated by decaying 1 while keeping /3 constant (as described
above). In our experience, it is often better to pick a large initial value for n: while this typically leads
to a rapid drop of the distance estimate to zero, the estimates eventually start increasing and converge
toward the true cost.

Theoremprovides guarantees for the averaged output fi; = % Zszl Lk, where iy, is the value of
1 obtained at iteration k. This is commonly required for algorithms based on regret analysis, at least
for the theoretical guarantees to go through. In typical applications of stochastic optimization, this
averaging step is not strictly necessary and the final iteration can perform well enough. However,
this is typically not the case for primal-dual algorithms like SOMCOT, where iterate averaging often
makes a big difference to the stability of algorithms. This is true in our case too: without averaging,
the iterates typically fluctuate quite wildly around the optimum. Averaging makes the estimates much
more stable, and is thus strongly recommended (even if only for the last half of the iterates or less).

Finally, we note that all our experiments have made use of i.i.d. transitions sampled from the
occupancy measures of the two chains. This falls in line perfectly with the theory, but may be
impractical in applications where transitions may be dependent or be sampled from undiscounted
trajectory distributions. While we have not experimented with such data, we believe that SOMCOT
should be able to deal with it as long as efforts are made to break the correlations between the
consecutive samples, for instance by sampling the transitions randomly from a buffer (instead of
processing them in their original order). In our experiments, we have sometimes made use of
minibatch updates, which can affect computational efficiency and stability, but no major impact on
the overall convergence properties has been observed. We display all hyperparameter choices we
have made in the experiments in Table|[T]

F.3 Details about the environments

Our experiments made use of two families of Markov chains: a collection of parametrized random
walks, and several instances of the classic “inverted pendulum” environment. We describe the details
of these settings below.

Parametrized random walks. We consider a one-dimensional random walk over a finite state
space X = {1,2,...,n} with biased transitions. A transition from state z moves to x + 1 with
probability § € [0,1] and  — 1 with probability 1 — 6. States 1 and n are “sticky walls”: the
process remains there with probability 0.9 or moves to the neighboring state with probability 0.1.
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Experiment | 7o | a | B | b | ~

Figure(l 40 0 02 1 | 0.99

Figure 20 0 0511 1099

Figure 0.1 | 0.001 | 0.5 | 8 | 095

Figure 0.1 | 0.05 | 02| 16 | 095
Table 1: Table summarizing our hyperparameter choices for each experiment. Recall that the learning
rates follow the decaying scheme 7;, = \/%, and the minibatch size is denoted by b.
Additionally, we define a reward function on the state space, with values 7(1) = 1, r(n) = —1, and
r(z) =0forall z € 2,...,n — 1. The initial state distribution is a Dirac measure on z = 1. To

produce the plot shown in Figure [2a] we generate a low-dimensional chain My with bias § = 0.5
following this setting. Then, we produce a set of chains My € B, each of them with a different bias
parameter. In addition, all My, are augmented with an additional irrelevant noise variable, producing
B observations per each latent state in X' . Formally, My is a Markov chain on the state space )
equal to X x {1,2,..., B}. The cost between x € X and y € ) is given by c(z,y) = |r(z) — r(y)|,
reflecting the absolute difference in rewards between the states.

Inverted pendulum. We begin by training a near-optimal policy using DDPG, a widely known Deep
RL algorithm, in the standard Pendulum-v1 environment, which is then used to induce a Markov
chain. One could use any policy, but using a near-optimal policy produces richer dynamics (e.g., using
arandom policy in the Pendulum-vI environment reduces the effective state space to the surroundings
of the initial state). Once a policy is fixed, we discretized each state variable of the environment into
n bins. Since the Pendulum-vi environment has 2 variables (angle 6 and angular velocity w), the
resulting state space has n? states. In our experiments, we have chosen n = 7, which resulted in a
total of 49 states. Note that due to the discretization, the resulting stochastic process is no longer
a Markov chain, as the states are no longer sufficient to predict the distribution of the next state.
Nevertheless, the conducted experiments follow the same principle as the aforementioned random
walks: We will compare the (approximate) Markov chain M x of discretized observations with a set
of parametrized models My. The parameter governing the dynamics the acceleration constant g,
capturing the effect of gravity. We set the default value g = 9.8 in My, and choose values in [0.4, 20]
in the model set. The cost function is given by ¢(x,y) = |r(z) — r(y)|, where r(x) is the average
reward in bin x (computed from all samples that fell into bin = along a long simulated trajectory).
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