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Abstract

We address the optimization problem of simulta-
neously minimizing multiple objective function-
als over a family of probability distributions. This
type of Multi-Objective Distributional Optimiza-
tion commonly arises in machine learning and
statistics, with applications in areas such as multi-
ple target sampling, multi-task learning, and multi-
objective generative modeling. To solve this prob-
lem, we propose an iterative particle-based algo-
rithm, which we call Multiple Wasserstein Gradi-
ent Descent (MWGraD), which constructs a flow
of intermediate empirical distributions, each being
represented by a set of particles, which gradually
minimize the multiple objective functionals simul-
taneously. Specifically, MWGraD consists of two
key steps at each iteration. First, it estimates the
Wasserstein gradient for each objective functional
based on the current particles. Then, it aggregates
these gradients into a single Wasserstein gradient
using dynamically adjusted weights and updates
the particles accordingly. In addition, we provide
theoretical analysis and present experimental re-
sults on both synthetic and real-world datasets,
demonstrating the effectiveness of MWGraD.

1 INTRODUCTION

Many problems in machine learning and computational
statistics turn into distributional optimization, where the
goal is to minimize a functional F : P2(X )→ R over the
set of probability distributions: minq∈P2(X ) F (q), where
P2(X ) denotes the set of probability distributions defined
on the domain X (⊆ Rd) with finite second-order moment.
This formulation arises in a variety of well-known problems,
including Bayesian inference (e.g., variational autoencoder
[Kingma and Welling, 2014]) and synthetic sample gen-

eration (e.g. generative adversarial networks [Goodfellow
et al., 2020]). These models aim to approximate a target
distribution π by generating samples (or also called par-
ticles) in a way that minimizes the dissimilarity D(q, π)
between the empirical probability distribution q derived
from the particles and the target distribution π. Common
dissimilarity measures include Kullback-Leiber (KL) di-
vergence, Jensen-Shanon (JS) divergence, and Wasserstein
distance in the optimal transport [Villani, 2021]. By setting
F (q) = D(q, π), the task can be framed as a distributional
optimization problem. This problem can be solved using
iterative algorithms, such as Wasserstein gradient descent
[Zhang and Sra, 2016], which proceeds in two main steps
at each iteration: (1) estimating the Wasserstein gradient
of F with respect to the current distribution, and (2) apply-
ing the exponential mapping to update the distribution on
P2(X ). However, step (1) can be non-trivial when the target
distribution π is represented by a set of samples, making it
challenging to estimate the Wasserstein gradient of F . To
tackle this problem, Variational Transport (VT) [Liu et al.,
2021b] is proposed. The key idea of VT is to assume that F
has a variational form and reformulates F as a variational
maximization problem. Solving this problem allows to ap-
proximate the Wasserstein gradient of F through samples
from π, with resulting solution specifying a direction to
update each particle. This can be viewed as a forward dis-
cretization of the Wasserstein gradient flow [Santambrogio,
2015]. Inspired by VT, several other methods have been
introduced to address variants of distributional optimization
problems, including MirrorVT [Nguyen and Sakurai, 2023]
and MYVT [Nguyen and Sakurai, 2024].

On the other side, multi-objective optimization (MOO) [Deb
et al., 2016] optimizes multiple objective functions simulta-
neously, and can be formulated as

min
x∈X

f(x) = min
x∈X

f1(x), f2(x), ..., fK(x), (1)

where K ≥ 2 represents the number of objectives, fk(x) is
the k-th objective function, and X ⊆ Rd is the feasible set
of d-dimensional vectors. Different from single-objective
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optimization, in MOO, it could have two vectors where one
performs better for task i and the other performs better for
task j ̸= i. Therefore, Pareto optimality is defined to deal
with such an incomparable case. In particular, for two solu-
tions x, y ∈ X , we say that y dominates x if fk(x) ≤ fk(y)
for all k ∈ [K], where [K] denotes {1, 2, 3...,K}, and
f(x) ̸= f(y). A solution x is Pareto optimality if no other
solution in X dominates it. MOO has found applications
in various domains, including online advertising [Ma et al.,
2018] and reinforcement learning [Thomas et al., 2021].
However, one of the main challenges in MOO is gradient
conflict: objectives with large gradients can dominate the
update direction, potentially leading to poor performance
for other objectives with smaller gradients. To mitigate this
issue, several MOO-based methods have been proposed to
balance the contribution of all objectives. A typical method
is Multiple Gradient Descent Algorithm (MGDA) [Désidéri,
2012], which seeks a conflict-avoidant update direction that
maximizes the minimal improvement across all objectives.
MGDA converges to a Pareto stationary point, where no
common descent direction exists for all objective functions.
Building on MGDA, several other methods have been in-
troduced to further enhance conflict avoidance and improve
solution balancing, including CAGrad [Liu et al., 2021a],
PCGrad [Yu et al., 2020], GradDrop [Chen et al., 2020].

The work most closely related to ours is MT-SGD [Phan
et al., 2022], which is designed for multi-target sampling.
In this setup, we are given a set of multiple unnormalized
target distributions and aim to generate particles that simul-
taneously approximate these target distributions. MT-SGD
is shown to reduce to multi-objective optimization, where
each objective function corresponds to a KL divergence for
one of the target distributions. Additionally, MT-SGD has
been successfully applied to multi-task learning, achieving
state-of-the-art performance across various baselines, thanks
to its ability to sample particles from the joint likelihood
of multiple target distributions. Inspired by MT-SGD, we
introduce the formulation of Multi-Objective Distribution
Optimization (MODO). Given a set of objective function-
als F1(q), F2(q), ..., FK(q) : P2(X ) → R, where each
Fk(q) is defined over the space of probability distribution
q ∈ P2(X ), our goal is to find the optimal distribution that
minimizes the following vector-valued objective functional

min
q∈P2(X )

F(q) = min
q∈P2(X )

F1(q), F2(q), ..., FK(q). (2)

Note that, while each fk in (1) is defined over the space
of vectors x ∈ X , each Fk in (2) is defined over the space
of probability distributions q ∈ P2(X ). Similar to MOO,
for two distribution p, q ∈ P2(X ), we say that p dominates
q if Fk(q) ≤ Fk(p) for all k ∈ [K], and F(p) ̸= F(q). A
distribution q is Pareto optimality if no other distribution in
P2(X ) dominates it.

To solve the MODO problem, we introduce an iterative algo-
rithm, which we call Multi-objective Wasserstein Gradient

Descent (MWGraD) by constructing a flow of probability
distributions, gradually minimizing all the objective func-
tionals. Specifically, MWGraD consists of two key steps at
each iteration. First, for each objective functional Fk (for
k ∈ [K]), MWGraD estimates the Wasserstein gradient
based on the current probability distribution. Second, MW-
GraD aggregates these gradients into a single Wasserstein
gradient using dynamically updated weights and updates
the current probability distribution accordingly. In practice,
MWGraD operates on a flow of empirical distributions,
where each distribution is represented by a set of particles
that are updated iteratively. We emphasize that MWGraD
can be viewed as a generalized version of MT-SGD [Phan
et al., 2022]. That is, while MT-SGD specifically tackles the
multi-target sampling problem as a form of MODO with the
KL divergence as the objective functional, MWGraD can
handle a broader class of functionals. Furthermore, we pro-
vide theoretical analysis on the convergence of MWGraD
to the Pareto stationary point, and experimental results on
both synthetic and real-world datasets, demonstrating the
effectiveness of the proposed algorithm.

2 RELATED WORKS

Distributional Optimization. Two widely used Bayesian
sampling methods are Gradient Markov chain Monte Carlo
(MCMC) [Welling and Teh, 2011] and Stein variational
gradient descent (SVGD) [Liu and Wang, 2016]. Gradient
MCMC generates samples from a Markov chain to approxi-
mate a target distribution (e.g., a posterior), but the resulting
samples can be highly correlated. In contrast, SVGD
initializes a set of particles and updates them iteratively
to approximate the target distribution, often achieving
good approximations with relatively fewer samples. As
noted by [Chen et al., 2018], SVGD can be viewed as
simulating the steepest descending curves, or gradient
flows, of the KL-divergence on a certain kernel-related
distribution space. Specifically, the functional F (q) is
defined as KL(q, π), where π(x) ∝ exp{−g(x)} and g(x)
is often referred to as the energy function or potential
function. Inspired by this perspective, other particle-based
variational inference (ParVIs) methods have been developed
to simulate the gradient flow in the Wasserstein space.
The particle optimization (PO) method [Chen and Zhang,
2017] and the w-SGLD method [Chen et al., 2018] adopt
the minimizing movement scheme [Jordan et al., 1998]
to approximate the gradient flow using a set of particles.
The Blob method [Chen et al., 2018] uses the vector field
formulation of the gradient flow and approximates the
update direction using particles. However, when F is not the
energy functional and π is represented by a set of samples,
it becomes non-trivial to define the Wasserstein gradient
flow of F . To address this challenge, the VT algorithm
[Liu et al., 2021b] assumes that F admits a variational
form. This assumption allows the Wasserstein gradient to



be estimated using samples from both the current empirical
distribution and the target distribution, enabling particle
updates in specified directions. Building on VT, MirrorVT
[Nguyen and Sakurai, 2023] extends this framework to
optimize F (q) when q is defined over a constrained domain.
MYVT [Nguyen and Sakurai, 2024] further generalizes the
approach to regularized distributional optimization, where
the objective is composed of two functionals: one with a
variational form and the other expressed as the expectation
of a possibly nonsmooth convex function.

Multi-Objective Optimization (MOO). Several gradient-
based techniques have been proposed for MOO. Among the
most popular is MGDA [Désidéri, 2012], which seeks to find
a conflict-avoidant update direction that maximizes the min-
imal improvement across all objectives. PCGrad [Yu et al.,
2020] mitigates the gradient conflict by projecting the gradi-
ent of each task on the norm plane of other tasks. GradDrop
[Chen et al., 2020] randomly drops out conflicted gradients,
while CAGrad [Liu et al., 2021a] adds a constraint to ensure
the update direction is close to the average gradient. The
methods most closely related to our work are MOO-SVGD
[Liu et al., 2021c] and MT-SGD [Phan et al., 2022], which
enable sampling from multiple target distributions, a task
that can be seen as an instance of MODO. MT-SGD aims
to update particles in a way that brings them closer to all
target distributions, effectively generating diverse particles
that lie within the joint high-likelihood region of all targets.
In contrast, MOO-SVGD uses MGDA [Désidéri, 2012] to
update the particles individually and independently. In our
synthetic experiments, we observe that the behavior of our
proposed algorithm MWGraD closely resembles MT-SGD.

3 PRELIMINARIES

3.1 BASIC CONCEPTS OF OPTIMAL
TRANSPORT AND WASSERSTEIN SPACE

Optimal transport [Villani, 2021] has received much at-
tention in the machine learning community and has been
shown to be an effective tool for comparing probability dis-
tributions in many applications [Nguyen and Tsuda, 2023,
Nguyen et al., 2021, Petric Maretic et al., 2019, Nguyen
et al., 2023]. Formally, given a measurable map T : X → X
and p ∈ P2(X ), we say that q is the push-forward measure
of p under T , denoted by q = T♯p, if for every Borel set
E ⊆ X , q(E) = p(T−1(E)). For any p, q ∈ P2(X ), the
2-Wasserstein distanceW2(p, q) is defined as

W2
2 (p, q) = inf

π∈Π(p,q)

∫
X×X

∥x− x′∥22dπ(x, x′),

where Π(p, q) is all probability measures on X × X whose
two marginals are equal to p and q, and ∥·∥2 denotes the Eu-
clidean norm. The metric space (P2(X ),W2), also known

as Wasserstein space, is an infinite-dimensional geodesic
space [Villani et al., 2009, Definition 6.4]. Furthermore, we
can endow the manifold P2(X ) with a Riemannian met-
ric [Villani, 2021, p. 250], as follows: for any s1, s2 are
two tangent vectors at p, where s1, s2 ∈ TpP2(X ), and
TpP2(X ) denotes the space of tangent vectors at p, let
u1, u2 : X → R be the solutions to the following ellip-
tic equations s1 = −div(ρ∇u1) and s2 = −div(ρ∇u2),
respectively, where div denotes the divergence operator on
X . The inner product between s1 and s2 is defined as

⟨s1, s2⟩p =

∫
X
⟨∇u1(x),∇u2(x)⟩p(x)dx.

Definition 1. (First variation of a functional) Given a
functional F : P2(X ) → R, the first variation of F evalu-
ated at p, denoted by δF (p) : X → R, is given as follows

lim
ϵ→0

1

ϵ
(F (p+ ϵχ)− F (p)) =

∫
X
δF (p)(x)χ(x)dx,

for all χ = q − p, where q ∈ P2(X ).

With mild regularity assumptions, the Wasserstein gradient
of F , denoted by gradF , relates to the gradient of the first
variation of F via the following continuity equation

gradF (p)(x) = −div (p(x)∇δF (p)(x)) ,
for all x ∈ X .

(3)

We refer the readers to [Santambrogio, 2015] for details.

3.2 BASIC CONCEPTS OF MOO AND MGDA

For a MOO problem, very often, no single solution can
optimize all the objectives at the same time. For instance, it
could have two vectors where one performs better for the
objective k and the other performs better for the objective
l ̸= k. Thus, Pareto optimality is defined to address such an
incomparable case.

Definition 2. (Pareto optimality) For two solutions x, y ∈
X of (1), we say that y dominates x if fk(x) ≤ fk(y) for all
k ∈ [K] and f(x) ̸= f(y). A solution x is Pareto optimal if
no other solution in X dominates it.

Note that there is a set of Pareto optimal solutions,
called Pareto set. Let denote the probability simplex as
W =

{
w = (w1, ..., wK)⊤|w ≥ 0,

∑K
k=1 wk = 1

}
, we in-

troduce the concept of Pareto Stationarity (also referred to
as Pareto Criticality) [Custódio et al., 2011] as follows.

Definition 3. (Pareto Stationary Solution) A solution x∗ ∈
X is a Pareto stationary solution iff some convex combina-
tion of the gradients {∇fk(x∗)} vanishes, i.e., there exists
some w ∈ W such that ∇f(x∗)w =

∑K
k=1 wk∇fk(x∗) =

0, where ∇f(x) = [∇f1(x), f2(x), ..., fK(x)].



MGDA [Désidéri, 2012] has gained significant attention in
machine learning recently largely because of its gradient-
based nature, in contrast to traditional MOO methods. In
each iteration, MGDA updates the parameters as follows:
x(t+1) = x(t) − αd(t), where α is the learning rate and d(t)

is the MGDA search direction at t-th iteration. The key idea
of MGDA is to find a update direction d(t) that maximizes
the minimum decrease across all the objective by solving
the following primal problem

d(t) = arg min
d∈Rd

{
max
k∈[K]

⟨∇fk(x(t)),d⟩+ 1

2
∥d∥22

}
.

To simplify the optimization, such primal problem has a
dual objective as a min-norm oracle

w(t) = arg min
w∈W

∥
K∑

k=1

wk∇fk(x(t))∥22.

The update direction is then calculated by d(t) =

∇f(x(t))w(t) =
∑K

k=1 w
(t)
k ∇fk(x(t)).

4 MULTIPLE WASSERSTEIN GRADIENT
DESCENT ALGORITHM

In this section, we introduce MWGraD, an iterative algo-
rithm for solving the MODO problem (2). Specifically, we
construct a flow of distributions q(0), q(1),..., q(T ), starting
with a simple distribution q(0), such as standard normal
distribution, and progressively minimizing all the objective
functionals (F1(q), F2(q), ..., FK(q)) simultaneously. We
begin by reformulating the MODO problem, then present
the method for aggregating multiple Wasserstein gradients,
followed by the detailed descriptions of algorithms.

4.1 REFORMULATION OF MODO AND
MULTIPLE WASSERSTEIN GRADIENT
AGGREGATION METHOD

To construct the sequence {q(t)}t≥0, we first reformulate the
MODO problem (2) as follows. For any q ∈ P2(X ) and any
tangent vector s ∈ TqP2(X ) at q, let γ : [0, 1]→ P2(X ) be
a curve satisfying γ(0) = q and γ′(0) = s. By the definition
of directional derivative, we have that

lim
h→0

1

h
[Fk(γ(h))− Fk(q)] =

∫
X
δFk(q)(x)s(x)dx. (4)

Let u : X → X be a vector field, where u ∈ V , and
V denotes the space of velocity fields u. Assume that u
satisfies the following elliptic equation

s(x) + div(q(x)u(x)) = 0,∀x ∈ X . (5)

By the integration by parts, we obtain

lim
h→0

1

h
[Fk(γ(h))− Fk(q)] =

−
∫
X
δFk(q)(x)div(q(x)u(x))dx

= −
∫
X
div (δFk(q)(x)u(x)q(x)) dx

+

∫
X
⟨∇δFk(q)(x),u(x)⟩q(x)dx.

(6)

By the divergence theorem [Rudin, 2021], it holds that the
first term on the right-hand side is equal to zero. Thus, we
obtain that

lim
h→0

1

h
[Fk(γ(h))− Fk(q)]

=

∫
X
⟨∇δFk(q)(x),u(x)⟩q(x)dx.

(7)

We can similarly rewrite (7) for the opposite direction of the
update as follows

lim
h→0

1

h
[Fk(q)− Fk(γ(h))]

=

∫
X
⟨∇δFk(q)(x), v(x)⟩q(x)dx,

(8)

where v ∈ V and v(x) = −u(x),∀x ∈ X . In the MODO
problem (2), there are multiple potentially conflicting ob-
jectives {Fk}Kk=1. Inspired by [Désidéri, 2012], we aim to
estimate a tangent vector s(t), for the t-th iteration, that min-
imizes each objective Fk. Based on (8), we reformulate the
problem as follows: we aim to find s(t) that maximizes the
minimum decrease across all the objectives

max
s∈T

q(t)
P2(X )

min
k∈[K]

1

h

(
Fk(q

(t))− Fk(γ(h))
)

≈ max
v∈V

min
k∈[K]

∫
X
⟨∇δFk(q

(t))(x), v(x)⟩q(t)(x)dx,
(9)

where the approximation is based on (8) and γ : [0, 1] →
P2(X ) is a curve satisfying that γ(0) = q(t) and γ′(0) = s.
To regularize the update direction (i.e., vector field v), we
introduce a regularization term to (9) and solve for s(t) by
optimizing

max
v∈V

min
k∈[K]

∫
X
⟨∇δFk(q

(t))(x), v(x)⟩q(t)(x)dx−

1

2

∫
X
∥v(x)∥22q(t)(x)dx.

(10)

The following theorem provides the solution to problem
(10).

Theorem 1. Problem (10) has a solution v(t) as follows.
For x ∈ X , we have that

v(t)(x) = V(t)(x)w∗ =

K∑
k=1

w∗
kv(t)k (x), (11)



where v(t)k (x) = ∇δFk(q
(t))(x) for k ∈ [K], V(t)(x) =[

v(t)1 (x), v(t)2 (x), ..., v(t)K (x)
]
, and

w∗ = arg min
w∈W

1

2

∫
X
∥V(t)(x)w∥22q(t)(x)dx. (12)

The proof follows from the method of Lagrange multipliers
and is detailed in Appendix A. Note that the velocity used
to update the current particles from q(t) is computed as a
weighted sum of the velocities corresponding to each of K
objective functionals. The weights are obtained by solving
the min-norm oracle in Theorem 1.

4.2 ALGORITHM AND IMPLEMENTATION

To make the solution for w in the min-norm oracle
(Theorem 1) computationally feasible, we approximate q(t)

using m particles
{

x(t)i

}m

i=1
. Each particle is updated as

x(t+1)
i = x(t)i − αv(t)(x(t)i ), where α is the step size. The

velocity fields v(t)k = ∇δFk(q
(t)) for k ∈ [K] need to be

computed at each step, but exact computation is difficult,
so we focus on approximation methods for v(t)k for two
specific forms of Fk(q).

Energy Functional. Consider Fk(q) to be defined as

Fk(q) =

∫
X
gk(x)q(x)dx +

∫
X
log q(x)q(x)dx

= KL(q|| exp {−gk}).
(13)

This form of energy functional is commonly used in
Bayesian learning, where the goal is to approximate
the posterior distribution with q. It is straightfor-
ward to verify that the first variation of Fk(q) is
δFk(q)(x) = gk(x) + log q(x) + 1. Thus, the velocity
v(t)k (x) can be computed as the gradient of δFk(q

(t))(x).
However, directly applying the particle-based approxima-
tion is infeasible because the term log q(t)(x) is undefined
with discrete representations of q(t)(x). To address this
issue, we present two commonly used techniques for
approximating v(t)k (x), SVGD [Liu and Wang, 2016], and
Blob methods [Carrillo et al., 2019], both of which are
kernel-based.

We apply the idea of SVGD [Liu and Wang, 2016] to ap-
proximate v(t)

k (x) with ṽ(t)k (x), given by

ṽ(t)
k (x) = Ey∼q(t)

[
K(x, y)

(
∇gk(y) +∇ log q(t)(y)

)]
.

Applying integration by parts, we obtain

ṽ(t)k (x) =

=

∫
X
K(x, y)∇gk(y)q(t)(y)dy +

∫
X
K(x, y)∇q(t)(y)dy

=

∫
X
K(x, y)∇gk(y)q(t)(y)dy−

∫
X
∇yK(x, y)q(t)(y)dy.

(14)

Thus, the particle approximation of v(t)k becomes

ṽ(t)k (x) =
m∑
j=1

K(x, x(t)
j )∇gk(x(t)j )−

m∑
j=1

∇x(t)j
K(x(t)

i , x(t)j )

(15)

We can also apply the idea of Blob methods [Carrillo et al.,
2019] to smooth the second term of the energy functional by
the kernel function K, and approximate the velocity field.
Specifically, the particle approximation for v(t)k is given by

ṽ(t)k (x) = ∇gk(x)−
m∑
j=1

∇x(t)j
K(x, x(t)

j )/

m∑
l=1

K(x(t)
j , x(t)l )

−
m∑
j=1

∇x(t)j
K(x, x(t)j )/

m∑
l=1

K(x, x(t)
j ).

(16)

For the detailed derivation of the update, see Proposition
3.12 in [Carrillo et al., 2019].

Dissimilarity Functions. Let Fk(q) be defined as a dissimi-
larity function D between q and the target distribution πk,
characterized by a set of samples. Common dissimilarity
functions include KL divergence and JS divergence. In this
case, estimating the first variation δFk(q) is not straightfor-
ward. To address this issue, following [Liu et al., 2021b],
we assume that Fk(q) has the variational form as follows:

Fk(q) = D(q, πk) = sup
hk∈H

{Ex∼q [hk(x)]− F ∗
k (hk)},

(17)

where H is a class of square-integrable functions on X
with respect to the Lebesgue measure, and F ∗

k : H → R
is a convex conjugate functional of Fk, for k ∈ [K]. Note
that the variational form of Fk involves a supremum over
a function classH. We restrictH to a subset of the square-
integrable functions, such as a class of deep neural networks
or a Reproducing kernel Hilbert space (RKHS), which al-
lows for a numerically feasible maximization process. More
importantly, it is shown in [Liu et al., 2021b] that the opti-
mal solution h∗

k to the problem (17) is the first variation of
Fk, i.e. h∗

k = δFk(q). As an example, when Dk is the KL
divergence, its variational form is

KL(q, πk) = sup
hk∈H

{
Ex∼q [hk(x)]− logEx∼πk

[
ehk(x)

]}
.

(18)



We can parameterize hk using a neural network hθk , where
θk denotes its parameters. The parameters can be estimated
using stochastic gradient descent to maximize the following
empirical objective function

max
θk

1

m

m∑
i=1

hθk(x
(t)
i )− log

1

n

n∑
j=1

exp(hθk(yk,j)), (19)

where the target πk is represented by the set of samples{
yk,j

}n
j=1

. The neural network hθ∗
k

after learning can be
used to estimate the velocity corresponding to Fk by taking
the gradient of the network with respect to its input:

ṽ(t)
k (x(t)

i ) = ∇hθ∗
k
(x(t)i ), for i ∈ [m], k ∈ [K]. (20)

Update of w(t). Following the approach of [Zhang et al.,
2024], instead of computing the exact solution of w to the
optimization problem in Theorem 1, we approximate it by
taking one step of gradient descent and then use the updated
weights to aggregate the velocity fields. Specifically, we
update each particle x(t)i along the following direction

ṽ(t)(x(t)
i ) =

K∑
k=1

w
(t)
k ṽ(t)k (x(t)i ), (21)

and update the weights w(t) as follows

w(t+1) =

ΠW

(
w(t) − β

[
m∑
i=1

(
Ṽ

(t)
(x(t)i )

)⊤
Ṽ

(t)
(x(t)

i )

]
w(t)

)
,

(22)

where Ṽ
(t)
(x) =

[
ṽ(t)
1 (x), ṽ(t)2 (x), ..., ṽ(t)K (x)

]
is the ap-

proximation of V(t)(x), ΠW is the projection operator on
the simplexW , and β is the step size for updating w. Taking
all into account, we have Algorithm 1 (see Appendix B).

4.3 CONVERGENCE ANALYSIS

In this section, we analyze the convergence of MWGrad. We
first define the Pareto stationary points in the space of prob-
ability distributions, and then characterize how MWGraD
can converge to the Pareto stationary points.

Definition 4. q ∈ P2(X ) is a Pareto stationary point if

min
w∈W
⟨gradF(q)w,gradF(q)w⟩q = 0,

where gradF(q)(x) =
[gradF1(q)(x),gradF2(q)(x), ...,gradFk(q)(x)],
and gradF(q)(x)w =

∑K
k=1 wkgradFk(q)(x). Further,

we call q an ϵ-accurate Pareto stationary distribution if

min
w∈W
⟨gradF(q)w,gradF(q)w⟩ ≤ ϵ2.

A detailed discussion on Pareto stationary distribution can
be found in Appendix C.

As previously discussed, we need to approximate the
true velocity field v(t)k with ṽ(t)k for k ∈ [K]. The
true Wasserstein gradient of Fk at q(t) is given by
gradFk(q

(t)) = −div(q(t)v(t)
k ), while its estimate is

given by −div(q(t)ṽ(t)k ). The deviation between them is
expressed as ξ(t)k = −div(q(t)(ṽ(t)k − v(t)

k )) ∈ Tq(t)P2(X ).
The gradient error is then defined as

ϵ
(t)
k = ⟨ξ(t)k , ξ

(t)
k ⟩q(t) =

∫
X
∥ṽ(t)

k (x)− v(t)k (x)∥22q(t)(x)dx,

(23)

In addition, we assume that the gradient error is upper
bounded by a constant σ > 0 for k ∈ [K] and t ≥ 0.

Assumption 1 (Wasserstein gradient error). We assume
that there is a constant σ > 0 such that

⟨ξ(t)k , ξ
(t)
k ⟩q(t) = ϵ

(t)
k ≤ σ2.

We further make the following assumption on the function-
als Fk to analyze the convergence of MWGraD.

Assumption 2 (Geodesic smoothness). We assume that Fk

is geodesically ℓk-smooth with respect to the 2-Wasserstein
distance, for k ∈ [K], in the sense that for ∀p, q ∈ P2(X )

Fk(q) ≤ Fk(p) + ⟨gradFk(p),Exp
−1
p (q)⟩p

+
ℓk
2
· W2

2 (p, q),
(24)

where Expp denotes the exponential mapping, which spec-
ifies how to move p along a tangent vector on P2(X ) and
Exp−1

p denotes its inversion mapping, which maps a point
on P2(X ) to a tangent vector. We refer the readers to [San-
tambrogio, 2015] for more details. We then have the follow-
ing theorem for the convergence of MWGraD.

Theorem 2. Let Assumptions 1 and 2 hold, and ϵ > 0
be a small constant. Set α ≤ O(ϵ2), β ≤ O(ϵ2), T ≥
max

{
Θ( 1

αϵ2 ),Θ( 1
βϵ2 )

}
. We then have that

min
0≤t≤T−1

⟨gradF(q(t))w(t),gradF(q(t))w(t)⟩q(t)

≤ 1

T

T−1∑
t=0

⟨gradF(q(t))w(t),gradF(q(t))w(t)⟩q(t)

≤ O(ϵ2) + 3σ2.

(25)

The formal version of Theorem 2 and its detailed proof
can be found in Appendix D. Theorem 2 indicates that
when we set α = β = O(ϵ2) and T ≥ Θ(ϵ−4), we can
find an

√
O(ϵ2) + 3σ2-accurate Pareto stationary point by

running MWGraD. Furthermore, we can see that the squared
norm of the convex combination of Wasserstein gradients
in Theorem 2 is upper bounded by a sum of two terms. The
first termO(ϵ2), which can be arbitrarily small, corresponds



to the convergence rate of MWGraD with the exact velocity
fields. Meanwhile, the second term 3σ2 exhibits the effect of
the gradient error caused by the approximation of velocity
fields.

5 EXPERIMENTAL RESULTS

In this section, we present numerical experiments on both
synthetic and real-world datasets to demonstrate the effec-
tiveness of MWGraD. The code can be found at https:
//github.com/haidnguyen0909/MWGraD.

5.1 EXPERIMENTS ON SYNTHETIC DATASETS

Energy Functional. We consider Fk(q) as an energy
functional (13), related to sampling from multiple tar-
get distributions. Each target distribution is a mixture of
two Gaussian distributions πk(x) = ηk1N (x|µk1,Σk1) +
ηk2N (x|µk2,Σk2), k = 1, 2, 3, 4, where ηk1 = 0.7,
ηk2 = 0.3 for k = 1, 2, 3, 4, the means µ11 = [4,−4]⊤,
µ12 = [0, 0.1]⊤, µ21 = [−4, 4]⊤, µ22 = [0,−0.1]⊤,
µ31 = [−4,−4]⊤, µ32 = [0.1, 0]⊤, µ41 = [4, 4]⊤, µ42 =
[−0.1, 0]⊤, and the common covariance matrix Σkj is the
identity matrix of size 2× 2, for k = 1, 2, 3, 4 and j = 1, 2.
The distribution q is represented by 50 particles, initially
sampled from the standard distribution. We update the par-
ticles using MOO-SVGD [Liu et al., 2021c] and variants
of our MWGraD, including MWGraD with SVGD (15)
(denoted as MWGraD-SVGD) and Blob (16) (denoted as
MWGraD-Blob) methods to approximate the velocities. Fig-
ure 1 shows a common high-density region around the ori-
gin.

We also consider the variational form (17) of KL diver-
gence for sampling, where Fk is expressed as KL(q, πk).
As noted earlier, the variational form of Fk can handle
cases where πk is characterized by samples. We can ex-
tend this form to the sampling task by expressing Fk as an
energy functional by introducing the change of variables
h′
k(x) = exp {hk(x)πk(x)/p(x)}, where p(x) is a distribu-

tion that is easy to sample from, such as p(x) = N (x|0, I).
Then, the variational form of KL(q, πk) can be rewritten as

KL(q, πk) =

max
h′
k∈H+

{
Ex∼q

[
log

(
h′
k(x)p(x)
πk(x)

)]
− logEx∼p[h

′
k(x)]

}
,

(26)

whereH+ is the space of positive functions. As we can use
log of unnormalized density of πk in the above optimization
problem, h′

k can be estimated using samples drawn from q
and p. We optimize (26) by parameterizing h′

k with a neural
network with two layers, each of which has 50 neurons.
We use the ReLU activation function in the last layer to
guarantee the output of the neural network to be positive.

Furthermore, hk can be estimated from h′
k using: hk(x) =

log h′
k(x)+log p(x)−log π(x). The parameters of the neural

network are trained by running 20 steps of gradient ascent to
optimize the objective (26). After training, the estimate h∗

k

can be used to approximate the first variation of Fk(q), i.e.,
ṽ(t)k = ∇h∗

k. We denote this method by MWGraD-NN as we
use the neural network to approximate the velocities. For all
compared methods, we set the step size α = 0.0001, while
for variants of MWGraD, we set the step size β = 0.001.
For MWGraD-SVGD and MWGraD-Blob, we use RBF as
kernel K, i.e. K(x, y) = exp

{
−γ∥x− y∥22

}
, where we fix

γ as 0.01. We run 2000 updates of particles.

Figure 1 shows the particles updated by MOO-SVGD
and variants of MWGraD, including MWGraD-SVGD,
MWGraD-Blob, and MWGraD-NN at selected iterations.
We observe that particles by MOO-SVGD spread out and
tend to cover all the modes of the targets, some of them even
scatter along the trajectory due to the conflict in optimizing
multiple objectives. In contrast, variants of MWGraD
tend to cover the common high-density region with particles.

Dissimilarity Functions. Next we consider Fk(q) =
D(q, πk), where D is the KL divergence or JS divergence,
and πk is characterized by a set of samples. We use the same
target distribution used in the case of energy functional but
we generate a set of samples to represent the target distri-
bution instead of its energy functional. In our experiments,
we generate 30 samples for each target distribution, so we
have 120 samples for all objectives. For this case, MOO-
SVGD, MWGraD-SVGD and MWGraD-Blob cannot be
used. Thus we need to use the variational form of the KL
and JS divergences. The detailed experimental settings are
described in Appendix E. Figure 2 shows the particles up-
dated by MWGraD at selected iterations, for two cases of
KL divergence and JS divergence. We observe that MW-
GraD tend to cover the common high-density regions with
particles, which is consistent with our observation in cases
where Fk(q) is represented by an energy functional.

5.2 EXPERIMENTS ON MULTI-TASK LEARNING

We follow the experimental settings outlined in [Phan et al.,
2022] to verify the performance of MWGraD.

Multi-task Learning. We assume to have K prediction
tasks and a training dataset D. For each task k ∈ [K], the
model is represented by the parameter vector θk = [x, zk],
where x is the shared part of the model, and zk is the
task-specific non-shared part. The approach outlined in
[Phan et al., 2022] is as follows. We maintain a set of m
models θi = [θki ]

K
k=1, where i ∈ [m], and θki = [xi, zki ].

At each iteration, given the non-shared parts zki for
i ∈ [m], k ∈ [K], we sample the shared part from the

https://github.com/haidnguyen0909/MWGraD
https://github.com/haidnguyen0909/MWGraD


Figure 1: Sampling from multiple target distributions, where each target is a mixture of two Gaussians. These targets have
a joint high-density region around the origin. Initially, 50 particles are sampled from the standard distribution, and then
updated using (a) MOO-SVGD and variants of MWGraD, including (b) MWGraD-SVGD, (c) MWGraD-Blob and (d)
MWGraD-NN. While MOO-SVGD tends to scatter particles across all the modes, MWGraD tends to move particles towards
the joint high-density region.

multiple target distributions p(x|zk,D), k ∈ [K]. Here we
apply MWGraD to sample the shared parts [xi]mi=1 from
the multiple target distributions. Then, given the shared
parts [xi]

m
i=1, for each task k, we update the corresponding

non-shared parts [zki ]mi=1 by sampling from the posterior
distribution p(zk|x,D). This process corresponds to
Bayesian sampling, for which we can use techniques,
including SVGD, Blob methods or a neural network, as
explained in the previous section. In our experiments, we
use SVGD to sample the non-shared parts, while exploring
different methods for sampling the shared parts, including
MOO-SVGD, MT-SGD, MWGraD-SVGD, MWGraD-Blob
and MWGraD-NN.

Datasets and Evaluation Metric. We validate the methods
on three benchmark datasets: Multi-Fashion-MNIST
[Sabour et al., 2017], Multi-MNIST [Phan et al., 2022], and
Multi-Fashion [Phan et al., 2022]. Each of them consists of
120,000 training and 20,000 testing images from MNIST

and FashionMNIST [Xiao et al., 2017] by overlaying
an image on top of another. We compare our methods
with the following baselinese: MOO-SVGD, MT-SGVD
and MGDA, which achieved the best performance [Phan
et al., 2022]. For the variants of MWGraD and MT-SGD,
the reported results are from the ensemble prediction of
five particle models. For MGDA, we train five particle
models independently with different initializations and then
ensemble these models. For evaluation metric, we compare
the methods in terms of the accuracy for each task.

Results. Table 1 shows the ensemble accuracy of com-
pared methods across three datasets. We observe that vari-
ants of MWGraD consistently outperform the other meth-
ods. For example, MWGraD-Blob achieves the best per-
formance of 96.71%, 97.64% for Task 1 on the Multi-
Fashion+MNIST and Multi-MNIST, resepectively, while
MWGraD-NN achieves the best performance of 87.2% on
the third dataset. For Task 2, MWGraD-Blob again achieves



Datasets Tasks MGDA MOO-SVGD MT-SGD MWGraD MWGraD MWGraD
-SVGD -Blob -NN

Multi-Fashion+MNIST #1 94.4±0.6 94.8±0.4 96.2±0.3 95.7±0.4 96.7±0.5 95.9±0.4
#2 85.5±0.5 85.6±0.2 87.8±0.6 88.9±0.6 92.5±0.4 88.2±0.3

Multi-MNIST #1 93.4±0.4 93.1±0.3 94.4±0.5 94.5±0.4 97.6±0.2 97.7±0.5
#2 91.8±0.6 91.2±0.2 92.9±0.5 93.2±0.6 96.7±0.5 95.5±0.4

Multi-Fashion #1 84.1±0.8 83.8±0.8 84.9±0.6 85.1±0.7 86.8±0.3 87.2±0.4
#2 83.3±0.4 83.1±0.3 84.6±0.5 84.3±0.4 87.2±0.5 85.3±0.6

Table 1: Experimental results on Multi-Fashion+MNIST, Multi-MNIST, and Multi-Fashion. We report the ensemble accuracy
(higher is better) averaged over three independent runs with different initializations.

the best performance across all datasets, with average accu-
racies of 92.49%, 96.69% and 87.2%, respectively. Addi-
tionally, MWGraD-SVGD shows comparable performance
to MT-SGD on all datasets. The reason is that both meth-
ods use the same velocity approximation, with the main
difference being in the update of the weights w: while MT-
SGD solves for the optimal solution of w in Theorem 1,
MWGraD-SVGD approximates the optimal solution by per-
forming a gradient update (22). These experimental results
clearly demonstrate the effectiveness of our proposed meth-
ods for the application of multi-task learning. See more
details on the experiments in Appendix F.

6 CONCLUSION

In this paper, we have addressed the MODO problem, where
the goal is to simultaneously minimize multiple functionals
of probability distributions. We have introduced MWGraD,
an iterative particle-based algorithm for solving MODO. At
each iteration, it estimates the Wasserstein gradient for each
objective using SGVD, Blob methods and neural networks.
It then aggregates these gradients into one single Wasser-
stein gradient, which guides the updates of each particle.
We have provided theoretical analyses and presented experi-
ments on both synthetic and real-world datasets, demonstrat-
ing the effectiveness of MWGraD in identifying the joint
high-density regions of objectives. In future work, we plan
to explore MWGraD for real-world applications.
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A PROOF OF THEOREM 1

Proof. Problem (8) can be equivalently rewritten as the following optimization problem

min
v,µ
−µ+

1

2

∫
X
⟨v(x), v(x)⟩q(t)(x)dx

such that µ ≤
∫
X
⟨v(t)k (x), v(x)⟩q(t)(x)dx, for k ∈ [K].

(27)

The Lagrange function is defined as follows

L(v, µ,w) = −µ+
1

2

∫
X
⟨v(x), v(x)⟩q(t)(x)dx +

K∑
k=1

wk

(
µ−

∫
X
⟨v(t)

k (x), v(x)⟩q(t)(x)dx
)
,

where w = [w1, w2, ..., wK ]⊤ ∈ W are the dual variables corresponding to K constraints in (27). Taking the derivative of L
with respect to v and setting it to zero, we obtain the optimal solution v∗ as follows. For x ∈ X , we have that

v∗(x) =
K∑

k=1

wkv(t)
k (x). (28)

Substituting it to (27), we have the following optimization problem for w

w∗ = arg min
w∈W

1

2

∫
X
∥

K∑
k=1

wkv(t)
k (x)∥22q(t)(x)dx,

which completes the proof.

B ALGORITHM

Algorithm 1: Multi-objective Wasserstein Gradient Descent (MWGraD)

Input: Functionals {Fk}, number of particles m, number of iterations T , step sizes α > 0, β > 0, weights w(0).

Output: a set of m particles
{

x(T )
i

}m

i=1
.

Sample m initial particles
{

x(0)i

}m

i=1
from N (0, Id).

t← 0
while t < T do

Estimate ṽ(t)k (x(t)i ) by (15) or (16) or (20), for i ∈ [m], k ∈ [K]

Compute ṽ(t)(x(t)i )←
∑K

k=1 w
(t)
k ṽ(t)k (x(t)i ), for i ∈ [m]

Update x(t+1)
i ← x(t)

i − αṽ(t)(x(t)i ), for i ∈ [m]
Update w(t) by (22)
t← t+ 1

end

C A DETAILED DISCUSSION ON THE PARETO STATIONARY DISTRIBUTION

In this section, we examine the conditions under which a Pareto stationary distribution is also a Pareto optimal distribution.
We begin with the following claim.

Claim 1 (Pareto optimality→ Pareto stationarity). If a distribution q is not Pareto stationary, then there exists a descent
direction that simultaneously improves all objective functions.

Proof. Suppose that at a point q ∈ P2(X ), there exists no convex combination of the Wasserstein gradients that sums to zero.
That is, for all w ∈ RK with

∑K
k=1 wk = 1, we have

gradF(q)w =

K∑
k=1

wk gradFk(q) ̸= 0.



This implies that the gradients gradFk(q) for k ∈ [K] all lie within a common open half-space. Therefore, there exists a
tangent vector s lying in the opposite half-space such that

⟨s,gradFk(q)⟩q < 0 for all k ∈ [K].

This means that moving q along the direction s results in a simultaneous decrease of all objectives Fk. Hence, q cannot be a
Pareto optimal distribution.

From the above argument, we conclude that Pareto optimality implies Pareto stationarity; in other words, Pareto optimality
is a stronger condition.

Claim 2 (Pareto stationarity + geodesic strict convexity→ Pareto optimality). If all objectives are (geodesically) strictly
convex, and q is a Pareto stationary distribution, then q is a Pareto optimal distribution.

Proof. Assume q is a Pareto stationary distribution. Now suppose, for contradiction, that q is not Pareto optimal. Then there
exists another distribution q′ ̸= q such that

Fk(q
′) ≤ Fk(q) for all k ∈ [K], and Fj(q

′) < Fj(q) for some j.

Let γ : [0, 1]→ P2(X ) be a curve that connects q and q′ and satisfies γ(0) = q and γ(1) = q′. Let s be a tangent vector at
q and s satisfies s = γ′(0). As q is a Pareto stationary distribution, for any direction s in the tangent space at q, there is at
least one objective functional Fk such that

⟨s,gradFk(q)⟩q ≥ 0.

Since Fk is strictly convex along the curve γ, we have

Fk(q
′) > Fk(q) + ⟨gradFk(q), s⟩q.

But Fk(q
′) ≤ Fk(q), which implies ⟨gradFk(q), s⟩q < 0. This contradicts the stationarity of q. Therefore, q must be

Pareto optimal.

D FORMAL VERSION OF THEOREM 2 AND ITS PROOF

We first present the following lemma, which is useful to prove Theorem 2.

Lemma 3. Assume that a functional G is geodesically L-smooth and G(q) − G∗ ≤ C for q ∈ P2(X ), where G∗ =
arg min
p∈P2(X )

G(p), and C is a constant. Then, there exists a constant M such that

⟨gradG(q),gradG(q)⟩q ≤M2 (29)

Proof. Since G is geodesically L-smooth, we have for both q, q′ ∈ P2(X ) that

G(q′) ≤ G(q) + ⟨gradG(q),Exp−1
q (q′)⟩q +

L

2
⟨Exp−1

q (q′),Exp−1
q (q′)⟩q (30)

By choosing q′ = Expq(− 1
LgradG(q)), we have

G(q′) ≤ G(q)− 1

L
⟨gradG(q),gradG(q)⟩q +

1

2L
⟨gradG(q),gradG(q)⟩q (31)

So, we have

⟨gradG(q),gradG(q)⟩q ≤ 2L (G(q)−G(q′)) ≤ 2L (G(q)−G∗) ≤ 2LC (32)

By setting M2 = 2LC, we conclude that

⟨gradG(q),gradG(q)⟩q ≤M2 (33)



Let b1 > 0, b2 > 0, b3 > 0 and C > 0 be some constants such that

∆+ b1 + b2 + b3 ≤ C.

Define L = maxk∈[K] {ℓk} and M = 2LC. Then we have the following convergence theorem for Algorithm 1.

Theorem 4. Let Assumptions 1 and 2 hold. Set α, β, T as follows:

β ≤ ϵ2
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α ≤ min

{
4b1
3Tσ2

, βb2,
b3

2βT (KM4 + 2KMσ2 +Kσ4)

}
T ≥ max

{
12∆

αϵ2
,
12

βϵ2

}
.

We then have that

1

T

T−1∑
t=0

⟨gradF(q(t))w(t),gradF(q(t))w(t)⟩q(t) ≤ ϵ2 + 3σ2. (34)

Proof. As shown in Lemma 3, a bounded functional value implies a bounded Wasserstein gradient norm. In the following,
we show that, with the properly selected parameters in Theorem 4, the functional value is bounded by induction.

For the base case, it is trivial to see that Fk(q
(0))− F ∗

k ≤ ∆ ≤ C for k ∈ [K]. Now we assume that for any k ∈ [K] and
t ≤ τ < T , we have that Fk(q

(t))− F ∗
k ≤ C holds. We then prove that Fk(q

(τ+1))− F ∗
k ≤ C holds for any k ∈ [K].

For any k ∈ [K], t ≤ τ , we have Fk(q
(t))− F ∗

k ≤ C, which implies that ⟨gradFk(q
(t)),gradFk(q

(t))⟩q(t) ≤M . Since
Fk is ℓk-smooth, it follows that

Fk(q
(τ+1)) ≤ Fk(q

(τ)) + ⟨gradFk(q
(τ)),Exp−1

q(τ)(q
(τ+1))⟩+ ℓk

2
⟨Exp−1

q(τ)(q
(τ+1)),Exp−1

q(τ)(q
(τ+1))⟩q(τ) .

Since Exp−1
q(t)

(q(t+1)) = (gradF(q(t)) + ξ(t))w(t), and ℓk ≤ maxi∈[K] ℓi = L, it follows that

Fk(q
(τ+1)) ≤ Fk(q

(τ))− α⟨gradFk(q
(τ)), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(τ)

+
Lα2

2
⟨(gradF(q(τ)) + ξ(τ))w(τ), (gradF(q(t)) + ξ(τ))w(τ)⟩q(τ) .

(35)

For any w ∈ W , we have that

F(q(τ+1))w ≤ F(q(τ))w− α⟨gradF (q(τ))w, (gradF(q(τ)) + ξ(τ))w(t)⟩q(τ)

+
Lα2

2
⟨(gradF (q(τ)) + ξ(τ))w(τ), (gradF (q(τ)) + ξ(τ))w(τ)⟩q(τ)

≤ F(q(τ))w− α⟨gradF(q(τ))w(τ),gradF(q(τ))w(τ)⟩q(t) − α⟨gradF(q(τ))w(τ), ξ(t)w(τ)⟩q(τ)

+ α⟨gradF(p(τ))(w(τ) − w), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(τ)

+
L

2
α2⟨(gradF(p(τ)) + ξ(τ))w(τ), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(τ) .

(36)

By the basic inequality (a+ b)2 ≤ 2(a2 + b2), we have that

⟨(gradF(q(τ)) + ξ(τ))w(τ), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(τ) ≤ 2⟨gradF(q(τ))w(τ),gradF(q(τ))w(τ)⟩q(τ)

+2⟨ξ(t)w(τ), ξ(τ)w(τ)⟩q(τ) ,

⟨gradF(qτ )w(τ), ξ(τ)w(τ)⟩ ≤ 1

2
⟨gradF(q(τ))w(τ),gradF(q(τ))w(τ)⟩q(τ) +

1

2
⟨ξ(t)w(τ), ξ(τ)w(τ)⟩q(τ) .

(37)



Thus, combining (36), (37), we have that

F(q(τ+1))w ≤ F(q(τ))w− α(
1

2
− Lα)⟨gradF(q(τ))w(τ),gradF(q(τ))w(τ)⟩q(τ)

+ α

(
Lα+

1

2

)
⟨ξ(τ)w(τ), ξ(τ)w(τ)⟩q(τ)

+ α⟨gradF(q(τ))(w(τ) − w), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(τ) .

(38)

Based on the update of w(τ), we have that

w(τ+1) = ΠW

(
w(τ) − β(gradF(q(τ)) + ξ(τ))⊤(gradF(q(τ)) + ξ(τ))w(τ)

)
, (39)

where we have used the following identity for notational simplicity

(gradF(q(τ)) + ξ(τ))⊤(gradF(q(τ)) + ξ(τ)) =

∫
X

Ṽ
(τ)

(x)⊤Ṽ
(τ)

(x)q(τ)(x)dx,

and Ṽ
(τ)

(x) =
[
ṽ(τ)
1 (x), ṽ(τ)

2 (x), ..., ṽ(τ)K (x)
]

is the approximation of V(τ)(x).

Applying the non-expansiveness of the projection, it follows that

∥w(τ+1) − w∥22 = ∥ΠW

(
w(τ) − β(gradF(q(τ)) + ξ(τ))⊤(gradF(q(τ)) + ξ(τ))w(τ)

)
− w∥22

≤ ∥w(τ) − w∥22 + β2∥(gradF(q(τ)) + ξ(τ))⊤(gradF(q(τ)) + ξ(τ))w(τ)∥22
− 2β⟨(gradF(q(τ)) + ξ(τ))(w(τ) − w), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(t)
= ∥w(τ) − w∥22 + β2∥(gradF(q(τ)) + ξ(τ))⊤(gradF(q(τ)) + ξ(τ))w(τ)∥22
− 2β⟨gradF(q(τ))(w(τ) − w), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(t)
− 2β⟨ξ(τ)(w(τ) − w),gradF(q(τ))w(τ) + ξ(τ)w(τ)⟩q(t) .

(40)

Thus it follows that

⟨gradF(q(τ))(w(τ) − w), (gradF(q(τ)) + ξ(τ))w(τ)⟩q(t) ≤
1

2β

(
∥w(τ) − w∥22 − ∥w(τ+1) − w∥22

)
− ⟨ξ(t)(w(τ) − w),gradF(q(τ))w(τ) + ξ(τ)w(τ)⟩q(t)

+
β

2
∥(gradF(q(τ)) + ξ(τ))⊤(gradF(q(τ)) + ξ(τ))w(τ)∥2q(t)

≤ 1

2β

(
∥w(τ) − w∥22 − ∥w(τ+1) − w∥22

)
− ⟨ξ(t)(w(τ) − w),gradF(q(τ))w(τ) + δ(τ)w(τ)⟩q(t) + 2βKM4 + 4βKM2σ2 + 2βKσ4,

(41)

where the last inequality holds due to Assumption 2. Then plugging (41) into (38), we can show that

F(q(τ+1))w− F(q(τ))w ≤ −α
(
1

2
− Lα

)
⟨gradF(q(τ))w(τ),gradF(q(τ))w(τ)⟩q(t) + α(

1

2
+ Lα)σ2

+
α

2β

(
∥w(τ) − w∥22 − ∥w(τ+1) − w∥22

)
+ ασ(M + σ) + 2αβKM4 + 4αβKM2σ2 + 2αβKσ4.

(42)

Taking sum of (42) from t = 0 to τ , for any w ∈ W , we have that

F(q(τ+1))w− F(q(0))w ≤ −α

4

τ∑
t=0

⟨gradF(q(t))w(t),gradF(q(t))w(t)⟩q(t) +
3

4
αTσ2

+
α

2β

(
∥w(0) − w∥22 − ∥w(τ+1) − w∥22

)
+ 2αβKM4T + 4αβKM2σ2T + 2αβKσ4T

≤ 3

4
αTσ2 +

α

β
+ 2αβT (KM4 + 2KM2σ2 +Kσ4)

(43)



where the inequality is due to τ < T , αL ≤ 1/4 and Assumption 2. Thus, we have that

F(q(τ+1))w− F∗w ≤ F(q(0))w− F∗w︸ ︷︷ ︸
≤∆

+
3

4
αTσ2︸ ︷︷ ︸
≤b1

+
α

β︸︷︷︸
≤b2

+2αβT (KM4 + 2KM2σ2 +Kσ4)︸ ︷︷ ︸
≤b3

≤ C. (44)

Now we finish the induction step and can show that Fk(q
(τ+1))− F ∗

k ≤ C for all k ∈ [K]. Furthermore, according to (43),
for τ = T − 1, we have that

1

T

T−1∑
t=0

⟨gradF(q(t))w(t),gradF(q(t))w(t)⟩q(t) ≤
4(F(q(0))w− F∗w)

αT
+

4

βT
+ 8β(KM4 + 2KM2σ2 +Kσ4) + 3σ2

≤ ϵ2 + 3σ2,

(45)

which completes the proof.

Remarks. Although there is a circular dependency among the parameters β, α, and T , the required conditions in Theorem 4
can still be satisfied simultaneously. Specifically, if we choose

α = O(ϵ2), β = O(ϵ2), αT = Θ(ϵ−2), βT = Θ(ϵ−2), and T = Θ(ϵ−4),

then all the necessary assumptions hold. To make this construction concrete, consider the following example.

Let us set
β = a1ϵ

2, α = a2ϵ
2, and a4ϵ

−4 ≤ T ≤ a3ϵ
−4,

where the constants a1, a2, a3, a4 > 0 are chosen such that inequality (44) is satisfied. Specifically, we require

0 < a1 ≤
1
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,

0 < a2 ≤ a1b2,

0 < a3 ≤ min

(
4b1ϵ

4

3σ2
,

b3ϵ
2

2a1(KM4 + 2KM2σ2 +Kσ4)

)
.

With this choice of constants, it is straightforward to verify that inequality (44) holds.

Next, we choose a4 such that 0 < a4 ≤ a3, ensuring that T satisfies

a4ϵ
−4 ≤ T ≤ a3ϵ

−4.

It follows that

Tβ ≥ a1a4ϵ
−2,

Tα ≥ a2a4ϵ
−2.

We now analyze the upper bound in inequality (45):

1

T

T−1∑
t=0

〈
gradF(q(t))w(t),gradF(q(t))w(t)

〉
q(t)
≤ 4∆

a2a4
ϵ2 +

4

a1a4
ϵ2

+ 8(KM4 + 2KM2σ2 +Kσ4)a1ϵ
2 + 3σ2

= O(ϵ2) + 3σ2.

(46)

Therefore, we have constructed a sequence of parameter choices (a1, a2, a3, a4) such that all theoretical conditions are met.
Moreover, the norm of the convex combination of Wasserstein gradients is bounded by a term of order O(ϵ2)—reflecting
the convergence rate of MWGraD with exact velocity fields—plus a 3σ2 term, which accounts for the error introduced by
approximate gradient computations.



As established in Theorem 4, which analyzes the convergence of MWGraD, the squared norm of the convex combination
of Wasserstein gradients is bounded by two terms: one of order ϵ2, and the other proportional to the approximation error
σ2. This result suggests that, in order to avoid convergence to a non–Pareto stationary point, it is important to minimize
the approximation error σ2 as much as possible. For instance, in the MWGraD-NN variant, where Wasserstein gradients
are approximated using neural networks, we can reduce σ2 by increasing the capacity of the networks—e.g., by adding
more layers or neurons. However, this improvement in accuracy comes at the cost of increased computational complexity.
It is also worth noting that Theorem 4 does not rely on any geodesic convexity assumptions. Therefore, the convergence
guarantees extend naturally to non-convex settings.

E ADDITIONAL EXPERIMENTAL RESULTS ON SYNTHETIC DATASETS

We consider Fk(q) = D(q, πk), where D is the KL divergence or JS divergence, and πk is characterized by a set of samples.
We use the same target distribution used in the case of energy functional but we generate a set of samples to represent the
target distribution instead of its energy functional. In our experiments, we generate 30 samples for each target distribution,
so we have 120 samples for all objectives. For this case, MOO-SVGD, MWGraD-SVGD and MWGraD-Blob cannot be
used. Thus we need to use the variational form of the KL and JS divergences. For KL divergence, we use its variational form
(18). For JS divergence, as shown in [Nguyen and Sakurai, 2023], the variational form of the JS divergence is as follows:

JS(q, πk) = sup
hk∈Hc

{Ex∼q [hk(x)]− JS∗(hk)} (47)

where JS∗(hk) = − 1
2Ex∼π

[
log
(
1− 2e2hk(x))], andHc is the space of function h that satisfies: h(x) < 1/2 log(1/2) for

all x ∈ X . We introduce the following change of variable: h′
k(x) = 1− 2e2hk(x). It is easy to verify that 0 < h′

k(x) < 1 for
all x ∈ X . Then, the variational form of JS divergence can be rewritten as:

sup
h′
k∈H′

{Ex∼q [log (1− h′
k(x))] + Ey∼π [log(h

′
k(x))]}

whereH′ is the space of functions whose outputs are in between 0 and 1. As we have access to samples drawn from q and π,
we can estimate h′

k and then estimate hk using: hk(x) = 1
2 log

(
1−h′

k(x)
2

)
for all x ∈ X . For the function h′

k, we also use a
neural network with two layers, each of which has 50 neurons, to parameterize it. To guarantee the outputs of h′

k to be in
(0, 1), we use the sigmoid activation function in the last layer. We set the same step sizes as in the previous experiments, i.e.,
α = 0.0001, β = 0.001. We run 2000 updates of particles.

Figure 2 shows the particles updated by MWGraD at selected iterations, for two cases of KL divergence and JS divergence.
We observe that MWGraD tend to cover the common high-density regions with particles, which is consistent with our
observation in cases where Fk(q) is represented by an energy functional.

F ADDITIONAL EXPERIMENTAL RESULTS ON REAL-WORLD DATASETS

In this section, we first examine the time complexity of MWGraD. We conduct experiments on three datasets—Multi-
MNIST, Multi-Fashion, and Multi-Fashion+MNIST—to evaluate the runtime (in seconds) per training epoch for various
MWGraD variants and baselines, including MOO-SVGD and MT-SGD. Table 2 presents the average runtimes of each
method, computed over five runs.

We observe that MWGraD-SVGD and MWGraD-Blob have comparable runtimes to MT-SGD because they involve
approximating Wasserstein gradients using kernel matrices, which is computationally efficient. In contrast, MWGraD-NN
has a slower runtime due to the need to train a neural network to approximate the Wasserstein gradients of the objective
functions at each iteration, which can be more time-consuming. Additionally, MOO-SVGD is slower than our methods, as
it requires solving separate quadratic problems for each particle (each network). Specifically, MOO-SVGD is 9 seconds
slower than MWGraD-SVGD and MWGraD-Blob, and 1 second slower than MWGraD-NN.

Second, we conduct experiments to verify the importance of key modules of MWGraD as follows. We compare the
effectiveness of approximation methods, including MWGraD-SVGD, MWGraD-Blob and MWGraD-NN, for the Wasserstein
gradients of objective functionals.

Table 3 (extracted from Table 1) shows the ensemble accuracy numbers of compared approximation methods over three
independent runs with different initializations. We observe that MWGraD-Blob achieves the best performances of 96.71%,



Figure 2: The MODO problem on synthetic dataset. There are four objectives, each of which is represented by 30 particles
(green points) randomly drawn from a mixture of two Gaussian distributions. The dissimilarity function D is defined as
the (a) KL divergence or (b) JS divergence. The objectives have a common high-density of particles. Initially 50 particles
(red points) are sampled from the standard distribution to represent q, and then updated using MWGraD-NN. In both cases
of divergences, MWGraD-NN drives the particles to the joint high density region around the origin. Note that, in this toy
experiments, MWGraD-SVGD, MWGraD-Blob, MOO-SVGD cannot be used as the objective functions are not the form of
energy functionals.

Table 2: Average runtime of compared methods on real-world datasets.

Runtime Multi-MNIST Multi-Fashion Multi-Fashion+MNIST
MOO-SVGD 54.4 ± 0.3 55.1 ± 0.6 58.2 ± 0.3
MT-SGD 48.1 ± 0.5 46.3 ± 0.3 44.1 ± 0.7
MWGraD-SVGD 47.2 ± 0.9 45.2 ± 0.8 45.5 ± 0.6
MWGraD-Blob 45.5 ± 0.6 46.2 ± 0.9 45.1 ± 0.5
MWGraD-NN 53.3 ± 0.6 54.3 ± 0.5 56.8 ± 0.8

97.64% for task 1 on Multi-Fashion+MNIST and Multi-MNIST, respectively, while MWGraD-NN achieves the best
performance of 97.7% and 87.2% on Multi-MNIST and Multi-Fashion. For task 2, MWGraD-Bob again achieves the best
performance across all datasets, with average accuracies of 92.5%, 96.7% and 87.2%, respectively.

Furthermore, we also explore the importance of the weight update step, and verify how the performance would change
if the uniform weight were used to combine multiple Wasserstein gradients. Tables 4, 5 and 6 shown below compare the
accuracies of task 1, task 2 and the average for each variant of MWGraD with and without the weight update step (we use
the suffix "uniform" to indicate that the uniform weights are used). We observe that when we remove the weight update step,
the performances of variants decrease. For example, for experiments on Multi-Fashion, the performance of MWGraD-Blob
decreases from 87% to 84.9% (roughly 2%), that of MWGraD-SVGD decreases from 84.7% to 83.7% (1%) and that of
MWGraD-NN decreases from 86.3% to 85.5% (0.7%). These experiments demonstrate the importance of the weight update
step in our proposed methods.



Table 3: Average accuracies of approximation methods, including MWGraD-SVGD, MWGraD-Blob and MWGraD-NN, for
the Wasserstein gradients of objective functionals on real-world datasets. .

Datasets Tasks MWGraD-SVGD MWGraD-Blob MWGraD-NN
Multi-Fashion+MNIST 1 95.7±0.4 96.7±0.5 95.9±0.4

2 88.9±0.6 92.5±0.4 88.2±0.3
Multi-MNIST 1 94.5±0.4 97.6±0.2 97.7±0.5

2 93.2±0.6 96.7±0.5 95.5±0.4
Multi-Fashion 1 85.1±0.7 86.8±0.3 87.2±0.4

2 84.3±0.4 87.2±0.5 85.3±0.6

Table 4: The accuracies of task 1, task 2 and the average for each variant of MWGraD with and without the weight update
step (suffix ’uniform’ indicates that the uniform weights are used). Dataset: Multi-Fashion+MNIST.

Task MWGraD-SVGD MWGraD-SVGD MWGraD-Blob MWGraD-Blob MWGraD-NN MWGraD-NN
-uniform -uniform -uniform

1 95.7±0.4 94.1±0.9 96.7±0.5 94.2±0.6 95.9±0.4 95.5±0.3
2 88.9±0.6 87.2±0.8 92.5±0.4 92.8±0.8 88.2±0.3 87.9±0.7
Avg 92.3 90.7 94.6 93.5 92.1 91.7

Table 5: The accuracies of task 1, task 2 and the average for each variant of MWGraD with and without the weight update
step. Dataset: Multi-MNIST.

Task MWGraD-SVGD MWGraD-SVGD MWGraD-Blob MWGraD-Blob MWGraD-NN MWGraD-NN
-uniform -uniform -uniform

1 94.5±0.4 94.6±0.6 97.6±0.2 95.9±0.5 97.7±0.5 97.1±0.6
2 93.2±0.6 93.5±0.4 96.7±0.7 97.2±0.6 95.5±0.4 93.9±0.5
Avg 93.9 94.1 97.2 96.6 96.6 95.5

Table 6: The accuracies of task 1, task 2 and the average for each variant of MWGraD with and without the weight update
step. Dataset: Multi-Fashion.

Task MWGraD-SVGD MWGraD-SVGD MWGraD-Blob MWGraD-Blob MWGraD-NN MWGraD-NN
-uniform -uniform -uniform

1 85.1±0.7 85.2±0.4 86.8±0.4 84.1±0.7 87.2±0.4 85.9±0.3
2 84.3±0.4 82.1±0.6 87.2±0.5 85.8±0.6 85.3±0.6 85.1±0.8
Avg 84.7 83.7 87.0 84.9 86.3 85.5
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