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Abstract

Previous research in multi-document news sum-001
marization has typically concentrated on col-002
lating information that all sources agree upon.003
However, the summarization of diverse infor-004
mation dispersed across multiple articles about005
an event remains underexplored. In this pa-006
per, we propose a new task of summarizing007
diverse information encountered in multiple008
news articles encompassing the same event. To009
facilitate this task, we present a data collection010
schema for identifying diverse information and011
curated a dataset named DIVERSESUMM. The012
dataset includes 245 news stories, with each013
story comprising 10 news articles and paired014
with a human-validated reference. Next, to015
enable consistent automatic evaluation, we con-016
duct a comprehensive analysis to pinpoint the017
position and verbosity biases when utilizing018
Large Language Model (LLM)-based metrics019
for evaluating the coverage and faithfulness of020
summaries. Through correlation analyses, we021
outline the best practices for effectively using022
automatic LLM-based metrics on the DIVERS-023
ESUMM dataset. Finally, we study how LLMs024
summarize multiple news articles by analyz-025
ing which type of diverse information LLMs026
are capable of identifying. Our analyses sug-027
gest that despite the extraordinary capabilities028
of LLMs in single-document summarization,029
the proposed task remains a complex challenge030
for them mainly due to their limited coverage,031
with GPT-4 only able to cover under 40% of032
the diverse information on average.033

1 Introduction034

In the realm of news reporting, each event is often035

chronicled by multiple sources, providing a rich036

tapestry of perspectives and insights. The sheer037

volume of articles available via news aggregators,038

as noted by Laban et al. (2023), can overwhelm039

readers, leading to fatigue (Lee and Chyi, 2015).040

This has fueled the demand for more digestible041

multi-source summaries. However, as highlighted042

by existing multi-document summarization studies 043

(Over and Yen, 2004; Owczarzak and Dang, 2011; 044

Fabbri et al., 2019), these often only reflect consen- 045

sus information and neglect the breadth of differing 046

viewpoints. To address this, we propose the Multi- 047

document Diversity Summarization(MDDS) 048

task, aimed at faithfully illuminating the diverse 049

information presented in multiple sources. 050

Following Laban et al. (2022), we formalize di- 051

verse information as questions and answers where 052

numerous sources can answer the same question, 053

and the corresponding answers extracted from dif- 054

ferent news articles exhibit a variety of opinions or 055

perspectives. For robust and objective evaluation, 056

we opted for a QA representation for references, 057

aligning with the granularity and reliability advan- 058

tages emphasized in prior work on summarization 059

evaluation (Krishna et al., 2023; Liu et al., 2023c; 060

Arumae and Liu, 2019). An example of diverse 061

information is shown in Figure 1. 062

Using this formulation, we propose a reference 063

annotation methodology to identify and gather di- 064

verse information dispersed across multiple articles 065

about the same story. Our approach is a pipeline 066

based on GPT-3.5-Turbo (OpenAI, 2023a), which 067

generates questions concerning the story likely to 068

pull varied responses from different sources. The 069

subsequent answers extracted from each news ar- 070

ticle are then clustered into groups. We employ a 071

post-processing step that removes invalid questions 072

and answers. Finally, all questions and answers 073

are validated by human annotators. The resulting 074

dataset contains 245 news story clusters, where 075

each story contains 10 news articles and an average 076

of 2.49 questions, with each question associated 077

with 3.41 answer clusters on average. This dataset 078

is named DIVERSESUMM. 079

We conduct a series of experiments to under- 080

stand the relevancy and challenges of our task in 081

the era of LLMs and how future work should eval- 082

uate models on our task. Our fine-grained human 083
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The articles present diverse and conflicting information
regarding Poland's stance on European integration, its
support for Ukraine, and its criticism of Russia. While
Prime Minister Mateusz Morawiecki warns against
turning the European Union into a "super-state
government" that ignores national differences, he also
emphasizes the importance of nation states in
safeguarding the security and culture of European
nations. Poland's right-wing government is at odds with
the EU on issues such as the rule of law and insists on
the significance of individual member states' interests.
Additionally, Morawiecki likens Russian President
Vladimir Putin to Adolf Hitler and argues that Europe
has a duty to oppose Russian fascism. However, the
Polish ambassador's remarks about potential Polish
involvement in the conflict with Russia were refuted by
the Polish embassy in France as being taken out of
context. The embassy clarified that the ambassador
was warning of the consequences of a Ukrainian defeat
rather than announcing direct involvement. Overall, the
articles highlight Poland's support for Ukraine, its
concerns about European integration, and its criticism
of Russia, but also indicate varying views within the
Polish government and contradictory statements from
Polish officials.

Generated Summary

GPT-3.5-
Turbo-16K

Input
Articles

Question: How does the Prime Minister's warning relate to the challenges facing Europe and what implications
could this have for the future of the continent?

Reference

... Morawiecki said, adding that "other systems are
illusory or utopia," warning of a further federalisation of
the EU ...

Answer Cluster 4

Answer Cluster 2

... He also likened Russia's President Vladimir Putin to
Nazi Germany's leader Adolf Hitler, described him as a
"fascist" and argued that Europe has "a duty to
oppose Russian fascism." ...

... "I warn all those who want to create a super-state
government by a narrow elite: if we ignore cultural
differences the outcome will be the weakening of
Europe and a series of revolts," ...

Answer Cluster 1

... "In Europe nothing can safeguard the nations, their
culture, their social, economic, political and military
security better than nation states," ...

Answer Cluster 3

Reference
Annotation

Figure 1: An example from our DIVERSESUMM dataset and a summary generated by GPT-3.5-Turbo-16K. To
depict the process succinctly, only 4 news answer clusters from the reference are displayed. In this instance, the
reference contains a single question with various answers extracted from each news article. In general, a news event
may contain multiple reference questions, each of which can correspond to multiple answer clusters. The summary
produced by GPT-3.5-Turbo-16K encompasses 3 of the answer clusters shown, but does not cover Answer Cluster 4.

evaluation results identify that even the most ad-084

vanced LLM, GPT-4, only covers about 37% of di-085

verse information with optimally designed prompts086

(see Appendix C.2). This highlights the significant087

challenge of effectively incorporating diverse infor-088

mation from multiple sources and the efficacy of089

our dataset as a rigorous LLM benchmark. Further-090

more, we assess GPT-4 as an evaluator, given the091

impracticality of extensive human evaluations and092

its high correlation with human ratings (Liu et al.,093

2023b). Based on the correlation and bias analysis094

of GPT-4 evaluations, we provide recommenda-095

tions for its application in assessing coverage and096

faithfulness of LLMs on our task. Our key findings097

are outlined in Table 1.098

Our contributions are: (1) We introduce the099

Multi-document Diversity Summarization task that100

challenges models to identify diverse information101

across news articles and propose a reference an-102

notation scheme to construct the DIVERSESUMM103

dataset. (2) We conduct extensive human evalu-104

ations to understand LLMs’ ability to tackle our105

task and demonstrate that even GPT-4 struggle to106

achieve high coverage. (3) We conduct bias and107

correlation analysis on different GPT-4-based eval-108

uation protocols to provide recommendations on us-109

ing GPT-4-based metrics on our task. These guide-110

lines are used to assess the coverage bias in various111

LLMs to understand how they summarize diverse112

information, highlighting the remaining challenges.113

2 Task114

The MDDS task revolves around a cluster of K115

news articles all centered around the same news116

event. To maintain a balance between task feasi- 117

bility and challenge, we have opted to set K at 118

a value of 10. The primary aim of our task is to 119

generate a natural-language summary that effec- 120

tively captures the diverse information presented 121

within this cluster of news articles. To facilitate 122

this process, our data collection pipeline, as elab- 123

orated in §3, produces references for each news 124

cluster. These references take the form of question- 125

answers (QAs), and their validity is established 126

through human validation. The QAs must satisfy 127

two properties: (1) the valid question must be an- 128

swered by a sufficient number of sources, and (2) 129

the answers associated with a valid question must 130

present diverse opinions or perspectives. 131

In this work, the assessment of the generated 132

summaries centers on two key facets: faithfulness 133

and coverage. The faithfulness aspect evaluates the 134

extent to which the summary aligns with the factual 135

content present in the source articles. On the other 136

hand, the coverage aspect gauges the inclusivity 137

of information by considering how many answers 138

within the reference are effectively addressed in the 139

summary. We set our primary focus on these two 140

aspects instead of other qualities, such as compres- 141

sion ratio and coherence, because recent work has 142

shown that faithfulness and coverage are two major 143

summarization challenges faced by models based 144

on pre-trained transformers (Cao and Wang, 2021; 145

Tang et al., 2022; Huang et al., 2023). 146

3 Data Collection 147

This section details the DIVERSESUMM data col- 148

lection pipeline, delineating its automated diverse 149
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RQ1: How proficient are LLMs in summarizing diverse information from multiple news articles about an event?

- While LLMs can generate faithful summaries, they often lack adequate coverage.
- Given the challenge of multi-document diverse summarization, our dataset serves as a rigorous benchmark for LLMs.

RQ2: What are the pitfalls and best practices when leveraging GPT-4 as the evaluation metric for our task?

- As a pairwise evaluator, GPT-4 shows a bias for the second summary.
- Used as a single-answer grader, GPT-4 is prone to verbosity bias and prefers shorter summaries.
- Likert-scale grading balances budget with correlation to human judgment for faithfulness evaluation.
- Both granular evaluation methods correlate well with human judgment for coverage.

RQ3: Do LLMs exhibit coverage bias when performing MDDS?

- LLMs usually focus on summarizing the initial and final input articles, often overlooking the middle ones.
- LLMs struggle to comprehensively address "How" and "What" type questions.
- Long-context LLMs excel at covering frequent answers, while standard LLMs are proficient at summarizing infrequent ones.

Table 1: Summary of research questions and key findings of our study.

information discovery from articles and the human150

validation stage that ensures data integrity.151

3.1 Automatic Data Curation152

Our data collection framework surfaces diverse in-153

formation across news articles by asking questions154

about a news story, extracting answers from each155

news article, clustering the answers based on se-156

mantics, and filtering invalid questions and answers157

that are invalid. Our method extends the Discord158

Questions data generation pipeline (Laban et al.,159

2022) with four major modifications aimed at im-160

proving data quality:161

(1) We perform question generation in a162

two-stage fashion, which increases the number of163

questions that result in diverse answers extracted164

from different articles. (2) Our question-answering165

component extracts answers from the context of166

the entire article, instead of extracting from each167

paragraph independently, significantly improving168

the recall of answers. (3) We perform a post-169

processing step to remove answers that do not make170

sense and QA-pairs that do not form diverse infor-171

mation. (4) Our method is based on GPT-3.5-Turbo172
1, allowing for collection of higher-quality data.173

Data Source We create DIVERSESUMM by gath-174

ering news stories and corresponding events from175

Google News, a news aggregator that collects news176

articles from various sources for a given news story.177

Each news story in Google News corresponds to178

around 40 news articles. We picked 400 news sto-179

ries on the recent section of Google News. Most ar-180

ticles were published during March 2023, hence be-181

yond the knowledge cut-off date of GPT-3.5-Turbo,182

which is September 2021.183

Question Generation Upon collecting news sto-184

ries, our next step is to ask questions about each185

1Specifically, we used the gpt-3.5-turbo-0613 variant.

news story that satisfy two properties: (1) the arti- 186

cles’ response to the inquiry should be widely avail- 187

able in various source articles; (2) diverse answers 188

should be drawn across different sources. We vali- 189

date a query if at least 30% of the sources answer 190

it and it results in assorted responses. To assess the 191

efficiency of various methods of Question Genera- 192

tion (QG), we manually reviewed 10 news stories. 193

We extend the Discord Question framework (La- 194

ban et al., 2022) by replacing their QG component 195

with GPT-3.5-Turbo for its better performance over 196

smaller models. For each news narrative, we heuris- 197

tically select a medium-length article to prompt 198

GPT-3.5-Turbo, generating 20 questions each, after 199

which answers are extracted from all sources using 200

the QA method outlined subsequently. The analy- 201

sis reveals that of the 200 questions generated via 202

this method, only 42 questions sufficiently cover 203

all source articles, with a mere 10 questions satisfy 204

the two requirements mentioned above, indicating 205

the single-article input’s limited recall. 206

To enhance question coverage, we incorporate 207

multiple representative articles into GPT-3.5-Turbo. 208

We hypothesize that the answer clusters identified 209

by a RoBERTa-based QA pipeline (Laban et al., 210

2022) provide a decent degree of diversity. 211

Consequently, we identified representative articles 212

through a heuristic method: a question corre- 213

sponding to the median number of answer clusters 214

was chosen. Within the associated articles, we 215

opted for a medium-length article. This process 216

produces a set of representative articles for the 217

chosen questions corresponding to a news story. 218

Prompting GPT-3.5-Turbo with these articles 219

yielded 20 questions. 220

On a manual assessment of the aforementioned 221

10 news stories, this novel approach increased 222

the number of questions linked with sufficient an- 223

swers and valid questions, to 85 (+102.4%) and 19 224
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(+90.0%), respectively. This indicates the proposed225

QG strategy’s efficacy, significantly increasing the226

generation of valid questions compared to the prior227

method (Laban et al., 2022), and justifies our hy-228

pothesis mentioned in the previous paragraph.229

Question Answering Similar to QG, we create230

an evaluation set for assessing the performance231

of question answering (QA) on our collected232

data, which contains two news stories, each233

paired with six human-generated valid questions.234

We compared various QA models, including a235

RoBERTa-based model (Liu et al., 2019) and236

two GPT-3.5-Turbo variants. One GPT-3.5-Turbo237

variant processes paragraphs independently, akin238

to RoBERTa, while its article-level counterpart239

extracts answers from the entire news article. Upon240

inspecting the outputs, we found that RoBERTa241

demonstrated higher precision, but the article-level242

GPT-3.5-Turbo variant excelled in recall (64.6%)243

against RoBERTa’s (43.8%). Given the ease of244

filtering excessive answers compared to recovering245

missed answers, we opted for the article-level246

GPT-3.5-Turbo for all subsequent experiments.247

Answer Consolidation For answer consolida-248

tion, we conduct a similar small-scale analysis to249

understand the performance of different answer250

clustering methods. We do not find significant251

advantages of the method based on GPT-3.5-Turbo252

compared to prior approaches; hence, we use the253

RoBERTa-based method (Laban et al., 2022) as254

our answer consolidation model.255

Post-processing To ensure task feasibility, we256

downsize the articles by selecting articles that have257

higher coverage of answers such that each news258

story is now associated with at most 10 articles.259

To expedite the process of human validation illus-260

trated in §3.2, we utilized GPT-3.5-Turbo to filter261

non-sensical answers and non-diverse QA-pairs.262

Questions that are no longer associated with ad-263

equate answers due to the filtering are removed.264

Similarly, news stories that do not have any valid265

questions because of the filtering will be removed266

as well. The LLM prompts used in this subsection267

can be found in Appendix C.1.268

3.2 Human Validation269

To address any invalid QA-pairs that slipped past270

our post-processing procedure and enhance data271

quality, we recruited human annotators to validate272

the post-processed QAs. They are tasked to ver-273
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Figure 2: Dataset statistics regarding the number of
questions and answer clusters.

ify whether an answer addresses the corresponding 274

question and ensure at least one article contains 275

such an answer. More about this process is detailed 276

in Appendix B.2. The resulting DIVERSESUMM 277

dataset contains 245 news stories, each contain- 278

ing 10 articles. The distribution of the number of 279

questions per news story and the number of answer 280

clusters per question are shown in Figure 2. The 281

distribution of question types and the topic of these 282

news stories are shown in Appendix E. 283

4 Analysis 284

We address the research questions from §1, first 285

evaluating how well diverse information from mul- 286

tiple sources is summarized by LLMs (§4.1), then 287

examining LLM behavior during this summariza- 288

tion (§4.3) using the most reliable LLM-based eval- 289

uation protocols we found (§4.2). 290

4.1 RQ 1: How proficient are LLMs in 291

summarizing diverse information from 292

multiple news articles? 293

To understand LLMs’ performance on MDDS, we 294

conduct human evaluation on summaries produced 295

by four representative LLMs, GPT-4 (OpenAI, 296

2023b), GPT-3.5-Turbo-16K (OpenAI, 2023b), 297

Vicuna-7B (Chiang et al., 2023), LongChat-7B- 298

16K (Li et al., 2023).2 Long-context LLMs, 299

GPT-3.5-Turbo-16K and LongChat-7B-16K, han- 300

dle texts up to 16K tokens and can perform direct 301

summarization by taking all articles as input. Stan- 302

dard LLMs, GPT-4 and Vicuna-7B, are limited to 303

8K and 2K tokens, respectively; hence, we split 304

summarization into two stages: selecting the most 305

2We use vicuna-7b-v1.3 and longchat-7b-16k.
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Model Faithfulness (%) Coverage (%)

Extract then summarize

GPT-4 95.63 36.58
Vicuna-7B 78.42 13.36

Directly summarize

GPT-3.5-Turbo-16K 98.44 35.66
LongChat-7B-16K 92.49 30.04

Table 2: Performance of different LLMs on our task.
The faithfulness score and coverage score are deter-
mined by averaging the binary ratings provided by hu-
man evaluators.

salient N sentences from each article and summa-306

rizing these sentences.3 To elicit a high-coverage307

summary of diverse information, we manually op-308

timize the prompts. Details of the prompts used for309

summarization in our experiments can be found in310

Appendix C.2. Following Krishna et al. (2023), we311

conduct evaluations at a finer granularity. Faithful-312

ness is judged per sentence, whereas coverage is313

determined by how many reference QA pairs are314

covered by each summary. The resultant scores for315

each LLM were averaged from evaluations per sum-316

mary sentence and reference QA pair, respectively.317

Evaluation details, such as worker qualification and318

user interface, are in Appendix B.3.319

The human evaluation results are presented in320

Table 2. We observe that all four LLMs in general321

achieve high faithfulness but insufficient coverage322

of diverse information. This suggests that the pro-323

posed task is challenging even for state-of-the-art324

LLMs, and highlights that DIVERSESUMM serves325

as a challenging test bed for LLMs.326

4.2 RQ 2: What are the pitfalls and best327

practices when leveraging GPT-4 as the328

evaluation metric for our task?329

To facilitate the analysis and discussion of our next330

research question, we rely on LLM-based evalu-331

ation metrics to conduct various analyses, given332

their superior correlation with human judgments333

(Liu et al., 2023b) and the high cost of human an-334

notation. For this research question, we aim to335

provide the best practices when using GPT-4 as the336

evaluator for the MDDS task by conducting bias337

and correlation analyses.338

We focus on two major biases: position bias (i.e.,339

whether the LLM evaluator favors certain positions340

over others) and verbosity bias (i.e. whether the341

LLM evaluator prefers shorter or longer texts). For342

3We chose N = 5.

Aspect First (%) Second (%) Consistency (%)

Coverage 1.63 17.55 60.10
Faithfulness 1.32 13.27 61.94

Table 3: Position bias analysis of swapping two sum-
maries produced by two systems. Consistency is calcu-
lated as the percentage of cases in which the evaluator
(i.e., GPT-4) provides coherent outcomes upon swap-
ping the order of two summaries. First/Second indicates
the percentage of cases in which a judge demonstrates a
preference for the first/second summary. Overall, GPT-4
prefers the summary placed in the second position.

all the experiments conducted in this analysis, we 343

investigated summaries produced by GPT-4, GPT- 344

3.5-Turbo, Vicuna-7B, and LongChat-7B-16K. The 345

details of our prompts for the below experiments 346

can be found in Appendix C.3. 347

Position Bias Position bias is most relevant 348

to the pairwise comparison protocol. While 349

previous work has shown that GPT-4 does exhibit 350

position bias when used to assess text quality 351

in conversational-focused tasks (Wang et al., 352

2023; Zheng et al., 2023), none of the prior 353

studies have investigated whether such bias is also 354

observed when evaluating faithfulness or coverage. 355

To analyze position bias, we task GPT-4 with 356

assessing a pair of summaries generated by two 357

LLMs on which one is better, and then swap the 358

positions of these two summaries and query GPT-4 359

again. We compute the percentage of times GPT-4 360

prefers the first or second summaries. 361

When GPT-4 compared pairs of LLM-generated 362

summaries to evaluate faithfulness and coverage, 363

a strong position bias surfaced, favoring the sec- 364

ond entry (Table 3). Position bias was particularly 365

pronounced when assessing similar-quality sum- 366

maries (see Figure 23a). Hence, we deduce that 367

GPT-4 is unreliable when utilized as a pairwise 368

evaluator in the MDDS task with respect to faith- 369

fulness and coverage. Interestingly, this outcome 370

contradicts Zheng et al. (2023), implying that the 371

position of bias for LLM-based evaluators could 372

vary across different tasks. A breakdown of the 373

position bias analysis can be found in Appendix D. 374

Verbosity Bias To assess the verbosity bias of 375

GPT-4 as an evaluator, we create extended sum- 376

maries that maintain the semantic meaning. We 377

achieve this by duplicating the original summaries, 378

following Zheng et al. (2023). Ideally, a fair evalua- 379

tor should provide identical faithfulness and cover- 380

age scores for both the original and extended sum- 381

maries. We employed two experimental designs: 382
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Aspect Protocol Original (%) Extended (%)

Faithfulness Single 41.44 20.58
Pairwise 0.20 0.00

Coverage Single 53.46 16.33
Pairwise 1.12 0.82

Table 4: Verbosity bias analysis using GPT-4 as the eval-
uator. Single (i.e., single-answer grading) results in sig-
nificant verbosity bias as we can see shorter summaries
(i.e., Original) are preferable to longer summaries (i.e.,
Extended). Such bias can be significantly mitigated if
pairwise comparison is used instead.

pairwise comparison and single-answer grading on383

a Likert scale of 5.384

The results of our verbosity bias analysis can385

be found in Table 4. We see that when using386

the single-answer grading protocol, GPT-4 has387

a strong preference over shorter summaries,388

whether it is assessing faithfulness or coverage.389

This conclusion was unexpected, particularly as we390

anticipated GPT-4 to favor longer summaries when391

determining coverage. Additionally, we noted that392

verbosity bias is significantly lessened when393

using the pairwise comparison protocol, which394

also comes with a much higher computational cost.395

Correlation Analysis Upon examining the bi-396

ases, we explore LLM-based evaluation protocols397

for their alignment with human judgments, varying398

reference granularity and rating models, including399

the use of GPT-3.5-Turbo-16K for efficiency in400

faithfulness assessment. For the pairwise compar-401

ison, since we had already established the preva-402

lence of its significant position bias, we conducted403

the comparison both ways by swapping the sum-404

maries and then aggregating the results. As shown405

in Table 5, the both-way pairwise comparison pro-406

tocol highly correlate with human judgment, miti-407

gating verbosity and position biases, but was com-408

putationally demanding. In contrast, single-answer409

document-summary grading was efficient and fairly410

accurate. Notably, some GPT-3.5-Turbo-16K pro-411

tocols negatively correlate with human assessment,412

indicating that even though state-of-the-art long-413

context LLMs have a wide context window, their414

capacity to reason through extensive text effec-415

tively is occasionally unsatisfactory.416

In terms of coverage, we observed that both417

coarse-grained (QA-pairs) and fine-grained (sin-418

gle QA) evaluation protocols can establish a rea-419

sonably high correlation with human judgments420

provided we use appropriate rating methods (i.e.,421

Likert scale for the former and binary rating for the422
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Figure 3: Faithfulness scores w.r.t. the index of the
news article in the input prompt for LLMs. We see that
LLMs with higher faithfulness (top), regardless of the
way it summarize the article, tend to summarize from
the starting or ending articles, while such a pattern is
not observed for LLMs of low faithfulness (bottom).

latter). Either protocol proves suitable, contingent 423

upon the level of granularity required for analysis. 424

Evaluation Recommendations For faithfulness 425

evaluation, if budget is not a concern, it is rec- 426

ommended to use both-way pairwise comparisons 427

given its high correlation with human judgments 428

and least bias (The average cost for this evaluation 429

protocol on our dataset is around $200 for each 430

pair of models.). Otherwise, Likert scale single- 431

answer grading with GPT-4 is the optimal alterna- 432

tive. For coverage evaluation, Likert scale single- 433

answer grading has the highest correlation with 434

human judgments. 435

4.3 RQ 3: Do LLM exhibit coverage bias 436

when performing MDDS? 437

With the insights drawn from our analysis of the 438

previous research questions, we are able to effec- 439

tively conduct experiments to answer what type 440

of information LLMs tend to summarize. We 441

break down this research question into three sub- 442

questions, with each focus on different aspects: 443

focusing on article position, question type, and 444

answer frequency. Since the evaluation is automat- 445

ically conducted using GPT-4, we additionally con- 446

sider the following LLMs for analysis: GPT-3.5- 447

Turbo, XGen-7B-8K-Inst (Nijkamp et al., 2023), 448

and Palm2-Bison (Ghahramani, 2023). The results 449

are discussed in the following paragraphs. 450
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Criteria Reference Evaluated Texts Rating Method Evaluator Rating Correlation (%)

Faithfulness

Article Summaries Pairwise (both ways) GPT-4 Win-Tie-Lose 26.68
Article Summary Single-answer grading GPT-4 Likert 21.18
Article Summary Single-answer grading GPT-4 Binary 18.54
Articles Summary Single-answer grading GPT-3.5-Turbo-16K Likert -7.44
Articles Summary Single-answer grading GPT-3.5-Turbo-16K Binary -3.70
Articles Summary sentence Single-answer grading GPT-3.5-Turbo-16K Likert 15.58
Articles Summary sentence Single-answer grading GPT-3.5-Turbo-16K Binary -12.30

Coverage

QA pairs Summaries Pairwise (both ways) GPT-4 Win-Tie-Lose 32.00
QA pairs Summary Single-answer grading GPT-4 Likert 36.75
QA pairs Summary Single-answer grading GPT-4 Binary 22.57
QA pair Summary Single-answer grading GPT-4 Likert 29.05
QA pair Summary Single-answer grading GPT-4 Binary 35.83

Table 5: Summary-level correlation between different LLM-based evaluation protocols and human judgments
computed using Kendall’s Tau. The best and second best protocol for each criterion are marked in boldface and
underlined, respectively. The recommended evaluation protocols are highlighted.

Why Where When Which What How
Question Type

gpt3.5-turbo-16k

longchat-7b-16k

xgen-7b-8k-inst

vicuna-7b-v1.3

palm2-bison

gpt3.5-turbo

gpt-4

M
od

el

0.73 0.42 0.43 0.32 0.35 0.36

0.36 0.42 0.43 0.24 0.26 0.22

0.18 0.33 0 0.32 0.19 0.17

0.45 0.42 0.14 0.16 0.14 0.14

0.36 0.25 0.29 0.28 0.24 0.19

0.45 0.25 0.14 0.36 0.33 0.32

0.73 0.42 0.29 0.44 0.4 0.37
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Figure 4: Average coverage scores with regard to differ-
ent question types for different LLMs. Blue indicates a
higher coverage, while red represents a lower coverage.

Do LLMs tend to summarize articles at particu-451

lar positions? The faithfulness score can serve452

as a measure to gauge how much content in an453

article’s summary is drawn from each input news454

article. Higher faithfulness indicates greater infor-455

mation extraction from corresponding articles. We456

compute the faithfulness score between the gen-457

erated summaries and each corresponding article458

using GPT-4 based on the article-summary Likert-459

scale single-answer grading protocol. In Figure 3, a460

prominent U-shape pattern for faithful LLMs (top)461

suggests that faithful LLMs tend to summarize462

content from the first and last articles, while giv-463

ing less attention to the middle articles, aligning464

with findings from Liu et al. (2023a) on QA tasks.465

However, lower-faithfulness LLMs (bottom) show466

no clear pattern.4467

4GPT-4’s lower faithfulness scores arise from their sum-
maries containing article indexes, which are not presented to
the evaluators during the evaluation process.

What diverse information do LLMs best iden- 468

tify and summarize? To understand categories 469

of diverse information that LLMs are more inclined 470

to summarize, we analyzed coverage by question 471

type, with each binary coverage score mapping a 472

summary to reference answers using GPT-4 with 473

the QA-summary binary single-answer grading pro- 474

tocol. Then, we aggregate these answers based on 475

the respective question types and calculate the av- 476

erages, as depicted in Figure 4. Results show that 477

questions starting with “Why” and “Where” tend 478

to have better coverage, likely due to the direct 479

presence of related answers in the source articles. 480

Conversely, LLMs encounter challenges in ade- 481

quately covering answers for “How” and “What” 482

type questions. These question types delve into 483

implications and require the model to establish con- 484

nections between events, making them more intri- 485

cate to address. Two examples of different types of 486

questions are demonstrated in Table 6. 487

Do LLMs have a tendency to summarize fre- 488

quent information? We are intrigued by how the 489

frequency of a piece of information influences the 490

behavior of LLMs when summarizing multiple ar- 491

ticles. Our data collection approach has facilitated 492

this analysis, as answers extracted from each arti- 493

cle have been systematically grouped. This enables 494

us to easily determine the occurrence of a specific 495

answer by calculating the number of articles con- 496

taining that particular answer within its cluster. We 497

compute the average coverage scores by aggregat- 498

ing answers based on their frequency of occurrence. 499

The results, illustrated in Figure 5, reveal a no- 500

table trend: frequent answers (i.e., those found in a 501

higher number of articles) tend to be covered more. 502

Additionally, we found that long-context LLMs 503

exhibit greater proficiency in covering frequent 504
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Figure 5: Average coverage scores with regard to
answer frequency for different LLMs. Solid lines
denote long-context LLMs, while dotted lines indicate
standard LLMs. Answer occurrence represents the
number of articles containing a given answer. For
example, an answer occurrence of 10 means that all 10
input articles contain such an answer.

answers, while standard LLMs appear to excel505

at summarizing infrequent answers. This dis-506

tinction is evident in the comparison between the507

performance of GPT-4 and GPT-3.5-Turbo-16K.508

5 Related Work509

5.1 Multi-document Summarization510

Conventional approaches to multi-document sum-511

marization (MDS) can be categorized into three512

types: extractive (Radev et al., 2000; Gillick and513

Favre, 2009; Lin and Bilmes, 2011; Hong and514

Nenkova, 2014; Peyrard and Eckle-Kohler, 2016;515

Cheng and Lapata, 2016; Narayan et al., 2018; Liu516

et al., 2018), abstractive (McKeown and Radev,517

1995; Radev and McKeown, 1998; Barzilay et al.,518

1999; Zhang et al., 2018; Fabbri et al., 2019), and519

multi-sentence compression (Ganesan et al., 2010;520

Banerjee et al., 2015; Chali et al., 2017; Nayeem521

et al., 2018).522

Recently, large language models (LLMs) have523

demonstrated significant advantages over conven-524

tional approaches in generating summaries of high525

faithfulness and quality. Studies have used LLMs526

to generate summaries of multiple documents by527

first extract important sentences from each article528

and then summarize them (Bhaskar et al., 2023)529

or iteratively improve summary quality with the530

guidance of a checklist (Zeng et al., 2023).531

5.2 MDS Datasets532

In previous studies, several popular MDS datasets533

have been examined. These datasets include DUC534

(Over and Yen, 2004; Dang, 2005) and TAC (Dang535

et al., 2008; Owczarzak and Dang, 2011), which 536

are smaller in scale with approximately 50 and 537

100 article clusters, respectively. MULTINEWS 538

(Fabbri et al., 2019) is the first large-scale MDS 539

dataset in the news domain, containing 56K arti- 540

cle clusters, with an average of fewer than 3 news 541

articles per cluster. AUTO-HMDS (Zopf, 2018) 542

is a multi-lingual MDS dataset focused on the 543

Wikipedia domain, comprising 7.3K article clusters. 544

WCEP (Gholipour Ghalandari et al., 2020) is an- 545

other Wikipedia domain dataset, where each cluster 546

may contain up to 100 articles. MULTI-XSCIENCE 547

(Lu et al., 2020) and MS^2 (DeYoung et al., 2021) 548

are two scientific domain MDS datasets. The above 549

MDS datasets task models with summarizing con- 550

sensus information, our work differentiates itself 551

by focusing on summarizing diverse information 552

across the articles. 553

6 Conclusion 554

We introduce a novel task of Multi-document Di- 555

verse Summarization that focuses on effectively 556

summarizing diverse information from multiple 557

news articles discussing the same news story. To 558

facilitate this task, we construct a dataset, DIVERS- 559

ESUMM, using our proposed QA-based pipeline. 560

Through meticulous human evaluation, we have 561

demonstrated that although LLMs exhibit a high 562

level of faithfulness in tackling our task, achieving 563

a high coverage rate remains particularly challeng- 564

ing, even with the most advanced LLM like GPT-4. 565

This underscores both the challenges and opportu- 566

nities of MDDS. 567

Furthermore, we have conducted an extensive 568

analysis of bias and its correlation with human as- 569

sessments across a range of evaluation protocols. 570

Leveraging the insights obtained from these experi- 571

ments, we propose a set of recommendations that 572

outline the most effective protocols for evaluating 573

model performance within our task domain. Our 574

paper also delves into a comprehensive study that 575

investigates LLMs’ tendency to summarize various 576

types of information. The outcomes of these analy- 577

ses offer valuable insights into the behaviors exhib- 578

ited by different LLMs when they engage with the 579

challenge of summarizing diverse information. By 580

presenting these resources and research findings, 581

we hope to inspire and motivate future endeavors in 582

the realm of comprehending and summarizing the 583

intricate nuances present in diverse news articles 584

concerning the same news event. 585
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7 Ethical Considerations586

In §3 and §4.1, we engaged annotators for data587

annotation and human evaluation. We prioritized588

fair compensation for our participants, with details589

provided in Appendix A. To foster an ethical590

working environment, we allowed participants to591

set their own pace, facilitated open communication592

for any concerns, and provided the option to593

withdraw from the project at any time without594

repercussions. Additionally, we took measures595

to ensure the anonymity of the data annotations596

by avoiding the inclusion of any personally597

identifiable information.598

8 Limitation599

This study contributes significantly to the field600

of multi-document summarization by providing a601

larger and more comprehensive dataset than those602

available in previous research. However, there are603

several limitations that must be acknowledged.604

Firstly, despite our best efforts to curate a large605

enough dataset, it still represents a relatively small606

fraction of the vast array of news content avail-607

able online. This limitation is intrinsic to the608

task at hand, given the financial implications of609

human annotation and the complexity of multi-610

document summarization necessitates that anno-611

tators thoroughly read and understand multiple ar-612

ticles, which exponentially increases the time and613

cost associated with the annotation process com-614

pared to single-document summarization.615

Moreover, while we carried out thorough LLM-616

based evaluations, we did not investigate the exact617

influence of different prompts on the LLM’s per-618

formance. Even though we have tried our best to619

manually optimize the prompts, the lack of anal-620

ysis on prompt sensitivity could lead to slightly621

different outcomes.622

Furthermore, as our dataset encompasses online623

news articles, the study may not adequately capture624

the complexity of summarizing documents from625

diverse domains. News articles often follow a par-626

ticular structure, which might not be prevalent in627

other kinds of multi-document contexts, such as628

academic papers or legal documents. Consequently,629

the generalizability of our findings and the utility630

of the dataset beyond the news domain demands631

further analysis.632
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A Are our findings in §4.2 still910

reproducible after a GPT-4 update911

every two months?912

While it’s a valid concern that the evolution of913

GPT models could impact the reproducibility of914

our findings, it’s important to note that the princi-915

ples highlighted in this research are not necessarily916

tied to the specific version of the GPT model it-917

self, but rather how these language models work918

conceptually. The potential biases and evaluation919

techniques of GPT-4 we discuss can likely be ap-920

plied or adapted to newer versions as well.921

Naturally, with the release of an updated model,922

a new set of tests would be ideal to validate whether923

these findings hold. But this is true of any research924

in changing and evolving fields and does not detract925

from the value of our current findings. If anything,926

our research forms a foundation to more effectively927

assess future iterations of the GPT models in terms928

of evaluating coverage and faithfulness.929

B Human Annotation930

In this section, we illustrate the details of our hu-931

man annotation process.932

B.1 Worker Qualification933

We established specific preliminary criteria for the934

recruitment of MTurk workers who possess strong935

performance histories. These criteria include hav- 936

ing a HIT approval rate of 99% or higher, having 937

approved a minimum of 10,000 HITs, and being 938

located within the United Kingdom, Canada, and 939

the United States. 940

Furthermore, apart from these preliminary cri- 941

teria, eligible workers are required to pass three 942

rounds of qualification tests centered around the 943

faithfulness evaluation task, which is illustrated in 944

Table 2. To streamline the qualification process, 945

the authors manually annotate 3 HITs. Each HIT 946

comprises ten news articles and four summaries 947

generated by four different models. During each 948

qualification round, annotators are presented with 949

one of these annotated samples. Workers whose 950

annotations do not exhibit a sufficiently high level 951

of agreement with our annotations are excluded 952

from the selection process. 953

Ultimately, 16 annotators who successfully 954

passed all three rounds of qualification tests were 955

selected. All the human evaluations and annota- 956

tions are conducted by these 16 annotators. Addi- 957

tionally, every HIT has been meticulously designed 958

to ensure that annotators can achieve an equivalent 959

hourly pay rate of $20 provided they work continu- 960

ously. 961

Reference Generated Summary

Question: Why do some people welcome the idea
of "pumping the brakes" on AI development?
Answers:

✓ bad actors will use the technology improperly
✓ the need for safety limits and regulation of AI

tools

OpenAI CEO Sam Altman believes that artificial intelligence tech-
nology, such as the company’s AI language model ChatGPT, has the
potential to reshape society and improve our lives significantly. How-
ever, Altman also expresses real concerns about the dangers and misuse
of AI. He worries that AI could be used for large-scale disinformation
and offensive cyberattacks. Altman also highlights the importance of
involving regulators and society in the development and regulation of
AI systems...

Question: What are the broader implications of
insulin prices on the overall healthcare system?
Answers:

✗ ..., there is no guarantee that companies will
continue to choose people over profits.

✗ Legally capping the price of insulin would
bring a welcome financial relief to millions of
Americans and save lives.

✗ ... policies to make diabetes treatment more
affordable.

✗ ... it can hurt patients on fixed incomes and
others less able to afford their insulin.

Multiple pharmaceutical companies, including Eli Lilly, Novo Nordisk,
and Sanofi, have announced price reductions for their insulin products
in response to growing pressure to lower the cost of this life-saving
medication. The reductions range from 70% to 78% and are aimed
at both Medicare patients and individuals with private insurance. The
price cuts come as a result of the Inflation Reduction Act, which caps
insulin prices for Medicare patients at $35 per month. However, some
critics argue that these reductions only cover a portion of the insulin
market and that individuals without insurance or with high-deductible
plans may still struggle to afford the medication...

Table 6: Two instances in our DIVERSESUMM dataset and corresponding summaries generated by GPT-3.5-
Turbo-16K. References and summaries are truncated due to space limits. The references in these two examples
contain different types of questions. In the first instance, GPT-3.5-Turbo-16K successfully identifies the answers,
demonstrating its proficient comprehension skills. However, in the second instance, the model fails to provide
a high-coverage summary. This likely signifies its struggle with complex reasoning tasks that certain types of
questions demand.
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B.2 Annotating QAs962

When annotating QA pairs, annotators are pre-963

sented with the post-processed results detailed in964

§3.1. Below, we show the guidelines and the anno-965

tation interface presented to the annotators...966

Guideline In this task, you will evaluate the va-967

lidity of several answers with regard to the corre-968

sponding questions. To correctly solve this task,969

follow these steps:970

• Carefully read the questions, answers, and the971

source articles.972

• For each answer, check it against the question973

and the list of source articles.974

• An answer is Valid if and only if (1) it ad-975

dresses the question, AND (2) at least one976

article contains such information (It does977

not have to be word by word. It is sufficient978

that the information presented in the answer979

can be found in at least one article).980

Warning: Annotations will be checked for qual-981

ity against control labels, low-quality work will982

be rejected.983

Valid answer: The validity depends on if the in-984

formation in the answer is mentioned/supported by985

any source articles, not if the exact words are stated986

in the source articles. A valid answer should also987

provide a response that addresses the question it is 988

paired with. Answer not addressing the question 989

or suggesting no information should be marked as 990

Invalid Answer. Examples of Invalid Answer are 991

shown below: 992

• Question: What are the foreign impact of ...? 993

Answer: The domestic influence of ... 994

• The article does not provide a clear answer to 995

... 996

• ... is not discussed in the article. 997

• As a language model, I cannot ... 998

Interface The annotation interface for filtering 999

invalid QA pairs is presented in Figure 6. 1000

B.3 Coverage Evaluation 1001

Guideline In this task, you will evaluate the cov- 1002

erage of several statements with regard to the cor- 1003

responding summaries. The statements are derived 1004

from news articles. To correctly solve this task, 1005

follow these steps: 1006

• Carefully read the statements and the sum- 1007

maries. 1008

• For each statement, check it against the corre- 1009

sponding summary. 1010

• A statement is Covered if and only if it is 1011

mentioned or supported by the corresponding 1012

Figure 6: Annotation interface for filtering invalid QA pairs.
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summary. (It does not have to be word by1013

word. It is sufficient that the information pre-1014

sented in the statement can be found in the1015

corresponding summary).1016

Warning: Annotations will be checked for quality1017

against control labels, low-quality work will be1018

rejected.1019

Covered Statement: The coverage depends1020

on if the information in the statement is men-1021

tioned/supported by the corresponding summary,1022

not if the exact words are stated in the correspond-1023

ing summary. Some summaries may contain article1024

number. Please ignore the article number and focus1025

on whether the information in the statement is men-1026

tioned/supported by the corresponding summary.1027

Evaluation Interface The interface for coverage1028

evaluation is shown in Figure 7.1029

B.4 Faithfulness Evaluation1030

Guidelines In this task, you will evaluate the1031

faithfulness between each sentence of automati-1032

cally generated summaries and a list of source arti-1033

cles used to generate the summaries. To correctly1034

solve this task, follow these steps:1035

• Carefully read the generated summaries and1036

the source articles.1037

• For each sentence, compare it against the list1038

of source articles and decide if any of the1039

source articles support this sentence.1040

• If there is at least one article that supports 1041

this sentence, rate the sentence as Present. 1042

Otherwise, select Not Present. 1043

Warning: Annotations will be checked for qual- 1044

ity against control labels, low-quality work will 1045

be rejected. 1046

Faithfulness: The rating depends on if the 1047

information in the generated sentence is men- 1048

tioned/supported by any source articles, not if the 1049

exact words are stated in the source articles Non- 1050

sense sentences should always be considered un- 1051

faithful, and you should select Not Present. Exam- 1052

ples of these are shown below: 1053

• As a language model, I cannot ... 1054

• I am ready to summarize... 1055

• Please provide the next set of news sen- 1056

tences... 1057

• Sentence 1: 1: \n* n* 1: 1: 1: 1: 1: 1058

Interface We display the interface for faithful- 1059

ness evaluation in Figure 8. 1060

B.5 Inter-annotator Agreement 1061

We compute the quality of our annotations and 1062

evaluations using Krippendorff’s Alpha (Krippen- 1063

dorff, 1970). For faithfulness and coverage evalu- 1064

ations, the inter-annotator agreement is 0.61 and 1065

0.60, respectively. For reference annotations, the 1066

inter-annotator agreement is 0.69. These numbers 1067

represent a moderate to high agreement. 1068

Figure 7: Interface for coverage evaluation.
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C LLM Prompts1069

In this section, we display all the prompts used in1070

our experiments. Texts marked in boldface indicate1071

placeholders.1072

C.1 LLM Prompts for Reference Annotation1073

Data collection pipeline consists of three com-1074

ponents that are based on prompting ChatGPT:1075

question generation, question answering, and post-1076

processing. The prompt to each component is dis-1077

played in Figure 9, Figure 10, and Figure 11, re-1078

spectively.1079

C.2 LLM Prompts for Summarization1080

We use different prompts for long-context and stan-1081

dard LLMs since the latter does not have long1082

enough contexts to process all the input articles.1083

The prompt template for long-context LLMs is dis-1084

played in Figure 13, while the two prompt tem-1085

plates for standard LLMs are shown in Figure 141086

and Figure 15.1087

Note that the prompts displayed in the above-1088

mentioned figures have undergone meticulous1089

prompt engineering. We found that these prompts1090

in general produce summaries with a higher cov-1091

erage. In particular, we found that adding “Don’t1092

worry about the summary being too lengthy.” in1093

the prompt to GPT-4 is the key to generating more1094

comprehensive summaries. As a comparison, we1095

show our initial prompt to long-context LLMs in1096

Figure 16, which is much shorter than the prompt in1097

Figure 13. We use summary length to approximate1098

coverage. As shown in Figure 12, the final prompt 1099

we used can significantly increase the length of the 1100

generated summaries. 1101

C.3 LLM Prompts for Evaluation 1102

In this section, we display the prompts to GPT-4 1103

used in our evaluation. 1104

D LLM Bias Analysis 1105

In this section, we present the details of the bias 1106

analysis we conducted in §4.2. 1107

D.1 Position Bias 1108

As discussed in §4.2, position bias is most relevant 1109

to pairwise comparison. Figure 23 shows the break- 1110

down analysis for coverage evaluation, while the 1111

faithfulness evaluation is displayed in Figure 24. 1112

In both coverage and faithfulness evaluation, the 1113

evaluator based on GPT-4 exhibits significant pref- 1114

erence towards the second summaries placed in the 1115

inputs. In particular, we observe that position bias 1116

is most serious when the quality of two summaries 1117

is very similar (e.g. (a) in Figure 23). 1118

D.2 Verbosity Bias 1119

As illustrated in Table 4, pairwise comparison can 1120

significantly mitigate the verbosity bias. Hence, 1121

in the section, we only show the results for single- 1122

answer grading (see Figure 25). We see that the 1123

GPT-4-based evaluator prefers shorter summaries 1124

for all models, no matter when evaluating faith- 1125

fulness or coverage. The result is surprising since 1126

Figure 8: Interface for faithfulness evaluation.
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[NEWS ARTICLES]
Given the above news articles. Complete the below two tasks:
Task 1: Write down 5 central factual questions for the news event that most sources will have 
likely answered. These questions, and their answer should relate the most important facts of 
the event. For example, for the US Presidential Election, the questions might be: Who won the 
election? What is the electoral college vote? What is the popular vote? What is the margin of 
victory? (each question should be up to 14 words)
Task 2: Write down 15 opinion or prediction questions for the news event that most sources 
will have likely answered in a unique way. These questions, and their answer should surface 
important points that news sources might analyze or present differently. For example, the 
questions might be: Who is more likely to win an election? Will there be a recession in 2023? 
What are the causes to the recession? (each question should be up to 14 words)
In your answer, specify the task number explicitly (Task 1, Task 2), and use line breaks between 
tasks, so that your report is structured.

Figure 9: The prompt for question generation.

Read the following news article and answer only the question '{question}'. Extract the exact 
sentence from the article changing up to 5 words. You should include ALL the answers that can 
be found in the article and must give your answers in a structured format: 'Answer 1: 
[extracted answer 1] \n Answer 2: [extracted answer 2] ...'. If the article contains no 
information to the given question, write: 'No Answer’.
==========
[ARTICLE]

Figure 10: The prompt for question answering.

we expect GPT-4 to prefer longer summaries when1127

performing coverage evaluation.1128

E Topic and Question Distribution1129

Figure 26 and Figure 27 show the topic distribution1130

and question distribution of our DIVERSESUMM1131

dataset.1132
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[ARTICLES]
Read the above articles as well as the question and extracted answers below. 
Task 1: Identify ALL the invalid answers that does NOT make sense or cannot be used to 
answer the question. You should specify the answer with their corresponding number: 
"Answer x: [answer x], Answer y: [answer y],...", where x and y are the number of the answer. 
If no such answer, then write down "Task 1: No invalid answers.".
Task 2: Identify ALL the answers that contradict with each other or form diverse 
information/opinion. These answers should not be invalid (i.e. should not be included in your 
responses for Task 1). You should specify the answer with their corresponding number: 
"Answer x: [answer x], Answer y: [answer y],...", where x and y are the number of the answer. 
If no such answer, then write down "Task 2: No diverse/conflicting answers.".
In your response, specify the task number explicitly (Task 1, Task 2), and use line breaks 
between tasks, so that your report is structured. The answer numbering in your response 
"Answer x: [answer x]" should correspond to the exact answer numbering and answer as 
shown below. Do not provide explanation for your response.
=======
Question: [QUESTION]
=======
Answers: [ANSWERS]                                              

Figure 11: The prompt for post-processing.

0 50 100 150 200
Summary Length

gpt-3.5-turbo-16k

longchat-7b-16k

gpt-3.5-turbo

palm2-bison

M
od

el

Prompt
Old
New

Figure 12: Lengths of summaries (token counts) pro-
duced by different models and different prompts. New
indicates the final prompt we used, while Old denotes
the initial prompt we tried.
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Read the following news articles. Produce a summary that only covers the diverse and 
conflicting information across the following articles, without discussing the information all 
articles agree upon. Elaborate when you summarize diverse or conflicting information by 
stating what information different sources cover and how is the information diverse or 
conflicting. You must give your in a structured format: ```Summary: [your summary]```, where 
[your summary] is your generated summary.
==========
[ARTICLES]
==========
Remember, your output should be a summary that discusses and elaborates the diverse and 
conflicting information presented across the articles. You need to elaborate on the differences 
rather than only mentioning which topic they differ. Don't worry about the summary being 
too lengthy.

Direct-summarize 1

Figure 13: The prompt to long-context LLMs for direct summarization from all input articles.

Read the following news article. Extract the most important 10 sentences from the article and 
do not change words in the sentences. Your extracted sentence must be in a structured format: 
'Sentence 1: [sentence 1] \n Sentence 2: [sentence 2] \n Sentence 3: [sentence 3] ...' where 
[sentence 1] should be the most important sentence.
==========
[ARTICLE]
==========

Extract-summarize-1

Figure 14: The prompt to standard LLMs for extracting important sentences from a given article.

Read the following sentences from different articles. Produce a summary that only covers the 
diverse and conflicting information across the following articles, without discussing the 
information all articles agree upon. Elaborate when you summarize diverse or conflicting 
information by stating what information different sources cover and how is the information 
diverse or conflicting. You must give your in a structured format: ```Summary: [your 
summary]```, where [your summary] is your generated summary.
==========
[EXTRACTED_SENTENCES]
==========
Remember, your output should be a summary that discusses and elaborates the diverse and 
conflicting information presented across the articles. You need to elaborate on the differences 
rather than only mentioning which topic they differ. Don't worry about the summary being 
too lengthy.

Extract-summarize-2

Figure 15: The prompt to standard LLMs for summarizing the extracted sentences.

Read the following news articles. Produce a summary that only covers the diverse and 
conflicting information across the following articles, without discussing the information all 
articles agree upon. Elaborate when you summarize diverse or conflicting information. You 
must give your in a structured format: ```Summary: [your summary]```, where [your summary] 
is your generated summary.
==========
[ARTICLES]
==========

Direct-summarize 2

Figure 16: The prompt to standard LLMs for summarizing the extracted sentences.
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Please act as an impartial judge and evaluate the quality of the response provided by an AI 
assistant. Your evaluation should consider faithfulness of the summary with regard to the 
given article (i.e. whether the summary is factually consistent with the article).
Begin your evaluation by providing a short explanation. Be as objective as possible. After 
providing your explanation, please rate the response on as either 0 or 1 by strictly following 
this format: “[[rating]]”, for example: “Rating: [[0]]”. "[[1]]" indicates faithful, whereas "[[0]]" 
indicates unfaithful.

[Article]
[ARTICLE]

[The Start of Assistant Answer]
[SUMMARY]
[The End of Assistant  Answer] 

Coverage-Binary

Figure 17: The prompt to GPT-4 for the binary single-answer grading faithfulness evaluation protocol.

Please act as an impartial judge and evaluate the quality of the response provided by an AI 
assistant. Your evaluation should consider faithfulness of the summary with regard to the 
given article (i.e. whether the summary is factually consistent with the article).
Begin your evaluation by providing a short explanation. Be as objective as possible. After 
providing your explanation, please rate the response on a scale of 1 to 10 by strictly following 
this format: “[[rating]]”, for example: “Rating: [[5]]”. "[[1]]" indicates lowest faithfulness, 
whereas "[[10]]" indicates highest faithfulness.

[Article]
[ARTICLE]

[The Start of Assistant Answer]
[SUMMARY]
[The End of Assistant  Answer] 

Faithfulness-Likert

Figure 18: The prompt to GPT-4 for the Likert-scale single-answer grading faithfulness evaluation protocol.
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Please act as an impartial judge and evaluate the quality of the summaries generated by two 
AI assistants to the user question displayed below. You should choose the assistant that 
follows the user’s instructions and answers the user’s question better. 
Your evaluation should consider faithfulness of the summary with regard to the given article 
(i.e. whether the summary is factually consistent with the article). Begin your evaluation by 
comparing the two summaries and provide a short explanation. Avoid any position biases 
and ensure that the order in which the summaries were presented does not influence your 
decision. Do not allow the length of the summaries to influence your evaluation. Do not 
favor certain names of the assistants. Be as objective as possible. After providing your 
explanation, output your final verdict by strictly following this format: "[[A]]" if assistant A is 
better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.

[Article]
[ARTICLE]

[The Start of Assistant A’s Answer]
[SUMMARY1]
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
[SUMMARY2]
[The End of Assistant B’s Answer]

Faithfulness-Pair

Figure 19: The prompt to GPT-4 for the pairwise comparison faithfulness evaluation protocol.

Please act as an impartial judge and evaluate the quality of the response provided by an AI 
assistant. Your evaluation should consider coverage of the summary with regard to the 
question and answers (i.e. how much information in the question and answers is covered by 
the summary). Begin your evaluation by providing a short explanation. Be as objective as 
possible. After providing your explanation, please rate the response on a scale of 1 to 10 by 
strictly following this format: “[[rating]]”, for example: “Rating: [[0]]”. “[[0]]” indicates 
insufficient coverage, whereas “[[1]]” indicates sufficient coverage.

[Questions and Answers]
[QAs]

[The Start of Assistant Answer]
[SUMMARY]
[The End of Assistant  Answer]

Coverage-Binary

Figure 20: The prompt to GPT-4 for the binary single-answer grading coverage evaluation protocol.
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Please act as an impartial judge and evaluate the quality of the response provided by an AI 
assistant. Your evaluation should consider coverage of the summary with regard to the 
question and answers (i.e. how much information in the question and answers is covered by 
the summary). Begin your evaluation by providing a short explanation. Be as objective as 
possible. After providing your explanation, please rate the response on a scale of 1 to 10 by 
strictly following this format: "[[rating]]", for example: "Rating: [[5]]". "[[1]]" indicates lowest 
coverage, whereas "[[10]]" indicates highest coverage.

[Questions and Answers]
[QAs]

[The Start of Assistant Answer]
[SUMMARY]
[The End of Assistant  Answer]

Coverage-Likert

Figure 21: The prompt to GPT-4 for the Likert-scale single-answer grading coverage evaluation protocol.

Please act as an impartial judge and evaluate the quality of the summaries generated by two 
AI assistants. You should choose the assistant that follows the user’s instructions and answers 
the user’s question better. Your evaluation should consider coverage of the summary with 
regard to the question and answers (i.e. how much information in the question and answers 
is covered by the summary). Begin your evaluation by comparing the two summaries and 
provide a short explanation. Avoid any position biases and ensure that the order in which the 
summaries were presented does not influence your decision. Do not allow the length of the 
summaries to influence your evaluation. Do not favor certain names of the assistants. Be as 
objective as possible. After providing your explanation, output your final verdict by strictly 
following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" 
for a tie.

[Questions and Answers]
[QAs]

[The Start of Assistant A’s Answer]
[SUMMARY1]
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
[SUMMARY2]
[The End of Assistant B’s Answer]

Coverage-Pair

Figure 22: The prompt to GPT-4 for the pairwise comparison coverage evaluation protocol.
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Figure 23: Position bias analysis on pairwise comparison protocols for coverage evaluation.
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Figure 24: Position bias analysis on pairwise comparison protocols for faithfulness evaluation.

0 1 2 3 4 5
Coverage Score

gpt-3.5-turbo-16k

longchat-7b-16k

xgen-7b-8k-instruct

vicuna-7b-v1.3

gpt-4

gpt-3.5-turbo

palm2-bison

M
od

el

Repeat ?
False
True

0 1 2 3 4 5
Faithfulness Score

vicuna-7b-v1.3

gpt-4

gpt-3.5-turbo-16k

longchat-7b-16k

M
od

el

Repeat ?
False
True

Figure 25: Verbosity analysis using the single-answer grading evaluation protocol. Repeat=False indicates the
original summary, while Repeat=True denotes the summary is extended by repeating itself one time.
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Figure 26: Word cloud representations of the topic dis-
tributions over our DIVERSESUMM dataset.
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Figure 27: Question distribution of our DIVERSESUMM
dataset.
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