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Abstract

Task-trained recurrent neural networks (RNNs) are widely used in neuroscience
and machine learning to model dynamical computations. To gain mechanistic
insight into how neural systems solve tasks, prior work often reverse-engineers
individual trained networks. However, different RNNSs trained on the same task and
achieving similar performance can exhibit strikingly different internal solutions, a
phenomenon known as solution degeneracy. Here, we develop a unified framework
to systematically quantify and control solution degeneracy across three levels:
behavior, neural dynamics, and weight space. We apply this framework to 3,400
RNNS trained on four neuroscience-relevant tasks—flip-flop memory, sine wave
generation, delayed discrimination, and path integration—while systematically
varying task complexity, learning regime, network size, and regularization. We
find that higher task complexity and stronger feature learning reduce degeneracy in
neural dynamics but increase it in weight space, with mixed effects on behavior. In
contrast, larger networks and structural regularization reduce degeneracy at all three
levels. These findings empirically validate the Contravariance Principle and provide
practical guidance for researchers seeking to tune the variability of RNN solutions,
either to uncover shared neural mechanisms or to model the individual variability
observed in biological systems. This work provides a principled framework for
quantifying and controlling solution degeneracy in task-trained RNNs, offering
new tools for building more interpretable and biologically grounded models of
neural computation.

1 Introduction

Recurrent neural networks (RNNs) are widely used in machine learning and computational neuro-
science to model dynamical processes. They are typically trained with standard nonconvex optimiza-
tion methods and have proven useful as surrogate models for generating hypotheses about the neural
mechanisms underlying task performance [1, 2, 3, 4, 5, 6]. Traditionally, the study of task-trained
RNNSs has focused on reverse-engineering a single trained model, implicitly assuming that networks
trained on the same task would converge to similar solutions—even when initialized or trained
differently. However, recent work has shown that this assumption does not hold universally, and
the solution space of task-trained RNNs can be highly degenerate: networks may achieve the same
level of training loss, yet differ in out-of-distribution (OOD) behavior, internal representations, neural
dynamics, and connectivity [7, 8, 9, 10, 11, 12, 13]. For instance, [8] found that while trained RNNs
may share certain topological features, their representational geometry can vary widely. Similarly,
[7] showed that task-trained networks can develop qualitatively distinct neural dynamics and OOD
generalization behaviors.

These findings raise fundamental questions about the solution space of task-trained RNNs: What
factors govern the solution degeneracy across independently trained RNNs? When the solution
space of task-trained RNNSs is highly degenerate, to what extent can we trust conclusions drawn from
a single model instance? While feedforward networks have been extensively studied in terms of how
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weight initialization and stochastic training (e.g., mini-batch gradients) lead to divergent solutions,
RNNs still lack a systematic and unified understanding of the factors that govern solution degeneracy
[14, 15,16, 17,18, 19, 20, 21, 22, 23]. Cao and Yamins [24] proposed the Contravariance Principle,
which posits that as the computational objective (i.e., the task) becomes more complex, the solution
space should become less dispersed—since fewer models can simultaneously satisfy the stricter
constraints imposed by harder tasks. While this principle is intuitive and compelling, it has thus far
remained largely theoretical and has not been directly validated through empirical studies.
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work for quantifying solution degeneracy
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their weight configurations grow more variable. In contrast, increasing network size or impos-
ing structural regularization during training reduces variability at both the dynamics and weight levels.
At the behavioral level, each of these factors reliably modulates behavioral degeneracy; however, the
relationship between behavioral and dynamical degeneracy is not always consistent.

Table 1 summarizes how task complexity, learning regime, network size, and regularization affect
degeneracy across levels. In both machine learning and neuroscience, the desired level of degeneracy
may vary depending on the specific research questions being investigated. This framework offers
practical guidance for tailoring training to a given goal—whether encouraging consistency across
models [25], or promoting diversity across learned solutions [26, 27, 28].

Our key contributions are as follows:

* A unified framework for analyzing solution degeneracy in task-trained RNNs across behavior,
dynamics, and weights.

* A systematic sweep of four factors—task complexity, feature learning, network size, and regular-
ization—and a summary of their effects across levels (Table 1), with practical guidance for tuning
consistency vs. diversity [25, 26, 27, 28].

* A double dissociation: task complexity and feature learning yield contravariant effects on weights
vs. dynamics, while network size and regularization yield covariant effects. Here, contravariant
means that a factor decreases degeneracy at one level (e.g., dynamics) while increasing it at another
(e.g., weights), whereas covariant means both levels change in the same direction.

2 Methods

2.1 Model architecture and training procedure

We use discrete-time nonlinear vanilla recurrent neural networks (RNNs), defined by the update
rule: h; = tanh (Wph,_1 + W,x; + b) where h; € R” is the hidden state, x; € R™ is the input,
W, € R"*™ and W, € R" ™ are the recurrent and input weight matrices, and b € R" is a bias



vector. A learned linear readout is applied to the hidden state to produce the model’s output at each
time step. Networks are trained with Backpropagation Through Time (BPTT) [29], which unrolls the
RNN over time to compute gradients at each step. All networks are trained using supervised learning
with the Adam optimizer without weight decay. Learning rates are tuned per task (Appendix B).
For each task, we train 50 RNNs with 128 hidden units. Weights are initialized from the uniform
distribution ¢ (—1/+/n, 1/+/n) and hidden states are initialized to be zeros.

In all experiments, we train networks until them reach a near-asymptotic, task-specific mean-squred
error (MSE) threshold on the training set (see Appendix B), after which we allow a patience period of
3 epochs and stop training to measure degeneracy. This early-stopping criterion ensures that networks
trained on the same task achieve comparable final losses before any degeneracy analysis.

2.2 Task suite for diagnosing solution degeneracy

We selected a diverse set of four tasks designed to elicit distinct neural dynamics commonly studied in
neuroscience. The N-Bit Flip-Flop task captures pattern recognition and memory retrieval processes,
analogous to Hopfield-type attractor networks that store discrete binary patterns and retrieve them
from partial cues [30, 31]. The Delayed Discrimination task models working memory maintenance
in classic delayed-response paradigms [32, 33]. The Sine Wave Generation task represents pattern
generation, analogous to Central Pattern Generators (CPGs) that produce self-sustaining rhythmic
outputs underlying motor control [34], as well as oscillatory activity observed in motor cortex during
movement [35]. Finally, the Path Integration task is inspired by hippocampal and entorhinal circuits
that build a cognitive map of the environment to track position by integrating self-motion cues [36].
These tasks have also been used in prior benchmark suites for neuroscience-relevant RNN training
[37, 38, 8], underscoring their broad relevance for studying diverse neural computations. Below, we
briefly describe the task structure and the typical dynamics required to solve each one.
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Figure 2: Our task suite spans memory, integration, pattern generation, and decision-making.
Task schematics and representative network trajectories projected onto the top principal components
are shown in (A)—(B). The four tasks are: N-Bit Flip-Flop: The network must remember the
last nonzero input on each of N independent channels. Delayed Discrimination: The network
compares the magnitude of two pulses, separated by a variable delay, and outputs their sign difference.
Sine Wave Generation: A static input specifies a target frequency, and the network generates the
corresponding sine wave over time. Path Integration: The network integrates velocity inputs to
track position in a bounded 2D or 3D arena (schematic shows 2D case).

N-Bit Flip-Flop Task Each RNN receives N independent input channels taking values in
{-1,0,+1}, which switch with probability pswich. The network has N output channels that must
retain the most recent nonzero input on their respective channels. The network dynamics form 2V
fixed points, corresponding to all binary combinations of {—1, 41} The output range of this task
is [—1, 1] and we apply an early-stopping training MSE threshold at 0.001.

Delayed Discrimination Task The network receives two pulses of amplitudes fi, fo € [2,10],
separated by a variable delay ¢ € [5, 20] time steps, and must output sign(f> — f1). In the N-channel
variant, comparisons are made independently across channels. The network forms task-relevant fixed



points to retain the amplitude of f; during the delay period. The output range of this task is [—1, 1]
and we apply an early-stopping training MSE threshold at 0.01.

Sine Wave Generation The network receives a static input specifying a target frequency f €
[1,30] and must generate the corresponding sine wave sin(27 ft) over time. We define N, target
frequencies, evenly spaced within the range [1, 30], and use them during training. In the N-channel
variant, each input channel specifies a frequency, and the corresponding output channel generates
a sine wave at that frequency. For each frequency, the network dynamics form and traverse a limit
cycle that produces the corresponding sine wave. The output range of this task is [—1,1] and we
apply an early-stopping training MSE threshold at 0.05.

Path Integration Task Starting from a random position in 2D, the network receives angular direction
0 and speed v at each time step and updates its position estimate. In the 3D variant, the network takes
as input azimuth 6, elevation ¢, and speed v, and outputs updated (z, y, z) position. The network
performs path integration by accumulating velocity vectors based on the input directions and speeds.
After training, the network forms a map of the environment in its internal state space. The output
range of this task is [—5, 5] and we apply an early-stopping training MSE threshold at 0.05.

In our task suite, trained RNNs develop distinct stable dynamical objects: fixed-point (N-Bit Flip
Flop, Delayed Discrimination), limit cycle (Sine Wave Generation), and attractor manifold (Path
Integration). In Appendix E, we extend our task suite to include a next-step prediction task on the
Lorenz 96 chaotic attractors [39], where networks exhibit chaotic dynamical regime.

2.3 Multi-level framework for quantifying degeneracy
2.3.1 Behavioral degeneracy

We define a novel metric for behavioral degeneracy as the variability in network responses to out-of-
distribution (OOD) inputs. We quantify OOD performance as the mean squared error of all converged
networks that achieved near-asymptotic training loss under a temporal generalization condition. For
the Delayed Discrimination task, we doubled the delay period. For all other tasks, we doubled the
length of the entire trial to assess generalization under extended temporal contexts. Behavioral degen-

. _ 2
eracy is defined as standard deviation of the OOD losses: coop = \/ + Zfil (E(C%D - EOOD) ,

where Loop is the mean OOD loss. While we focus primarily on the temporal generalization
condition for behavioral degeneracy since it directly probes RNNs’ sequence processing capacities
and their ability to generalize across extended temporal horizons, the same metric can be readily
applied to other OOD conditions, such as input noise or external perturbations. In the rest of the
paper, we use the term behavioral degeneracy [temporal generalization] to explicitly indicate the
OOD condition being tested.

2.3.2 Dynamical degeneracy

We use Dynamical Similarity Analysis (DSA) [40] to compare the neural dynamics of task-trained
networks through pairwise analyses. While previous comparison methods mostly focus on geometry
of the data [41, 42, 43, 44], RNNs implement computations through time-varying trajectories rather
than static representations, and two RNNs exhibiting similar representational geometry can implement
distinct dynamical computations, and vise versa. DSA compares the topological structure of the
neural dynamics and has been shown to be more robust to noise and better at identifying behaviorally
relevant differences than geometry-based comparison method [45]. For a pair of networks X and
Y, DSA projects their time series of activities to a higher-dimensional space and identifies a linear
dynamic operator for each system via next-step prediction. The DSA distance between two systems
is then computed by minimizing the Frobenius norm between the operators, up to an orthogonal
transformation (rotation and reflection):

dpsa(Az, Ay) = ngl(ln) HAx - OAyCHlHF’

where O(n) is the orthogonal group. We define dynamical degeneracy as the average DSA distance
across all network pairs. Additional details on the DSA metric are provided in Appendix F. We
note that scale of the DSA distance used to quantify dynamical degeneracy can depend on the
choice of DSA hyperparameters. To ensure fair comparison across conditions, we keep all DSA



hyperparameters fixed for RNNs trained on the same task. To assess if the neural dynamics across
different trained networks are statistically different, we also establish a null distribution by comparing
neural trajectories sampled from the same underlying network, see Appendix F.3 for details.

We focus on comparing neural dynamics because RNNs implement computations through time-
evolving trajectories rather than static input representations. In addition, we assess representational
degeneracy using Singular Vector Canonical Correlation Analysis (SVCCA) [41]. As shown in
Appendix G, the four factors that influence dynamical degeneracy do not impose the same constraints
on representational degeneracy.

2.3.3 Weight degeneracy

We quantify weight-level degeneracy via a permutation-invariant version of the Frobenius norm,
defined as:
dPIF(WhWQ) = min HW1 — PTWQPHF
PcP(n)

where W7 and W, are the recurrent weight matrices for a pair of RNNs, P(n) is the set of
permutation matrices of size n X n, and || - || r denotes the Frobenius distance. See Appendix F.2 for
additional details. For comparing dp;r computed on networks of different sizes, we normalize the
above norm by the number of parameters in the weight matrix.

3 Results

3.1 Task complexity modulates degeneracy across levels

To investigate how task complexity influences dynamical degeneracy, we varied the number of
independent input—output channels. This increased the representational load by forcing networks to
solve multiple input-output mappings simultaneously. To visualize how neural dynamics vary across
networks, we applied two-dimensional Multidimensional Scaling (MDS) to their pairwise distances.
As task complexity increased, network dynamics became more similar, forming tighter clusters in
the MDS space (Figure 3A). This contravariant relationship between task complexity and dynamical
degeneracy was consistent across all tasks (Figure 3B). Higher task demands constrain the space of
viable dynamical solutions, leading to greater consistency across independently trained networks.
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Figure 3: Higher task complexity reduces dynamical and behavioral degeneracy, but increases
weight degeneracy. (A) Two-dimensional MDS embedding of network dynamics shows that inde-
pendently trained networks converge to more similar trajectories as task complexity increases. (B)
Dynamical, (C) weight, and (D) behavioral degeneracy [temporal generalization] across 50 networks
as a function of task complexity. Shaded area indicates 1 standard error.

At the behavioral level, networks trained on more complex tasks consistently showed lower variability
in their responses to OOD test inputs (Figure 3D) in the temporal generalization condition. This
finding suggests that increased task complexity, by reducing dynamical degeneracy, also leads
to more consistent and less degenerate behavior on the temporal generalization condition across
networks. Together, the results at the behavioral and dynamical levels support the Contravariance
Principle, which posits an inverse relationship between task complexity and the dispersion of network
solutions [24].



At the weight level, we found that pairwise distances between converged RNNs’ weight matrices
increased consistently with task complexity (Figure 3C). This likely reflects increased dispersion of
local minima in weight space for harder tasks. This interpretation is consistent with prior work on
mode averaging and loss landscape geometry in feedforward networks, showing that harder tasks
tend to yield increasingly isolated minima, separated by steeper barriers [46, 47, 48, 49, 50, 51, 52].
A complementary perspective comes from [53], who introduced the intrinsic dimension—the lowest-
dimensional weight subspace that still contains a solution—which can serve as a proxy for task
complexity. As task complexity increases, the intrinsic dimension of the weight space expands and
each solution occupies a thinner slice of a higher-dimensional space, leading to minima that lie further
apart. In Section 3.2, we propose an additional mechanism: an interaction between task complexity
and the network’s learning regime that further amplifies weight-space degeneracy.

3.1.1 Additional axes of task complexity
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memory, as its performance weight degeneracy. The auxiliary loss also induces additional line
depends on maintaining attractors in the network’s dynamics, as shown in (C).

the first stimulus across a

variable delay. See Appendix D for a quantification of each task’s memory demand. We increased the
memory load in Delayed Discrimination by lengthening the delay period. This manipulation reduced
degeneracy at the dynamical and behavioral levels but increased it at the weight level, mirroring the
effect of increasing task dimensionality (Figure 4A).

Adding auxiliary loss. We next examined how adding an auxiliary loss affects solution degeneracy
in the Delayed Discrimination task. Specifically, the network outputs both the sign and the magnitude
of the difference between two stimulus values (fo — f1), using separate output channels for each.
This manipulation added a second output channel and increased memory demand by requiring the
network to track the magnitude of the difference between incoming stimuli. Consistent with our
hypothesis, this manipulation reduced dynamical and behavioral degeneracy [temporal generalization]
while increasing weight degeneracy (Figure 4B). Crucially, the auxiliary loss induced additional
line attractors in the network dynamics, further structuring internal trajectories and aligning neural
responses across networks (Figure 4C). While the auxiliary loss increases both output dimensionality
and temporal memory demand, we interpret its effect holistically as a structured increase in task
complexity.

3.2 Feature learning
3.2.1 Task complexity scales feature learning

In deep learning theory, neural networks can either solve tasks using their random features at
initialization, or adapt their weights and internal features to capture task specific structure [54, 55, 56,
57]. These are referred to as the lazy learning regime, where weights and internal features remain
largely unchanged during training, and the rich learning, or feature learning regime, where networks
reshape their hidden representations and weights to capture task-specific structure [54, 58, 59, 55].
As the complexity of a task grows, the initial random features no longer suffice to solve it, pushing the
network beyond the lazy regime and into feature learning, where weights and internal representations



adapt more substantially. [60, 61]. If more complex task variants, like those in Section 3.1, truly
induce greater feature learning, then networks should adapt more from their initializations and traverse
a greater distance in the weight space, resulting in more dispersed final weights.

We therefore hypothesize that
the increased weight degener-
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Figure 5: More complex tasks drive stronger feature learning
in RNNs. Increased input—output dimensionality leads to higher
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We find that more complex tasks consistently drive stronger feature learning and greater dispersion in
weight space, as reflected by increasing weight-change norm and decreasing kernel alignment across
all tasks (Figure 5).

3.2.2 Controlling feature learning reshapes degeneracy across levels

Our earlier results show that harder tasks induce stronger feature learning, which in turn shapes
the dispersion of solutions in the weight space. To test whether feature learning causally affects
degeneracy, we used a principled network parameterization known as maximum update parameteri-
zation (uP), which allows stable feature learning across network widths, even in the infinite-width
limit [57, 54, 56, 55]. In this setup, a single hyperparameter () controls the strength of feature
learning: higher v values induce a richer feature-learning regime. Under this parameterization, the
network update rule, initialization, and learning rate are scaled with respect to network width N.

For the Adam optimizer, the output is scaled as f(t) = A%NVVreadom(b(h(t)). The hidden state update

is scaled as h(t + 1) — h(t) = 7 (—h(t) + & Jd(h(t)) + Uz(t)), where J;; ~ N(0, N) are the
recurrent weights and ¢ is the tanh nonlinearity. The learning rate scales as n = yn. A detailed
explanation of pP and its relationship to the standard parameterization is in Appendix K and L.
For each task, we trained networks with multiple v values and confirmed that larger -y consistently
induces stronger feature learning, as evidenced by increased weight-change norm and decreased
kernel alignment (Appendix M).

We observed that stronger feature learning reduced degeneracy at the dynamical level but increased it
at the weight level. We see that when + is high, networks tend to learn similar task-specific features
and converge to consistent dynamics and behavior. In contrast, lazy networks (with small ) rely on
their initial random features, leading to more divergent solutions across seeds—even though their
weights move less overall (Figure 6). This finding aligns with prior work in feedforward networks,
where feature learning was shown to reduce the variance of the neural tangent kernel across converged
models [60]. At the behavioral level, however, increasing feature-learning strength leads networks
to overfit the training distribution (Appendix J.2). We hypothesize that stronger feature learning
exacerbates overfitting, increasing both average OOD loss and the variability of OOD behavior
across models (Figure 6) [63, 64, 65, 66]. Although stronger feature learning increases behavioral
degeneracy [temporal generalization], this may partially reflect overfitting to the training distribution,
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Figure 6: Stronger feature learning reduces dynamical degeneracy but increases weight and
behavioral degeneracy. Panels show degeneracy at the dynamical, weight, and behavioral levels
(top to bottom). Shaded area indicates 4-1 standard error.

an effect we highlight in Appendix J.2. Clarifying the mechanistic link between dynamical and
behavioral degeneracy [temporal generalization] remains an important direction for future work.
In Appendix I, we demonstrate that the observed effects of feature learning on degeneracy both
interpolates smoothly within the range of v values and extrapolates beyond the range reported in

Figure 6.

3.3 Larger networks yield more consistent solutions across levels
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Figure 7: Larger networks reduce degeneracy across weight, dynamics, and behavior. After
controlling for feature learning strength (v = 1 held constant across network widths), wider RNNs
yield more consistent solutions across all three levels of analysis. Panels show degeneracy at the
dynamical, weight, and behavioral levels (top to bottom). Shaded area indicates £1 standard error.

Prior work in machine learning and optimization shows that over-parameterization improves conver-
gence by helping gradient methods escape saddle points [67, 68, 69, 70, 71, 72, 16]. We therefore
hypothesized that larger RNNs would converge to more consistent solutions across seeds. How-
ever, increasing width also tends to push models towards the lazy regime, where feature learning
is suppressed [73, 59, 54, 55, 56]. To disentangle these competing effects, we again use the pP
parameterization, which holds feature learning strength constant (via fixed ) while scaling width.
Although larger networks may yield more consistent solutions via self-averaging, this outcome is
not guaranteed without controlling for feature learning. In standard RNNs, increasing width often



Table 1: Summary of how each factor affects solution degeneracy. Arrows indicate the direction
of change for each level as the factor increases. Contravariant factors shift dynamic and weight
degeneracy in opposite direction; covariant factors shift them in the same directions.

Factor Dynamics Weights Behavior
Higher Task complexity (contravariant) J 0 J
More Feature learning (contravariant) 4 1 1
Larger Network size (covariant) J J J
Regularization (covariant) J J J

induces lazier dynamics, which can paradoxically increase dynamical degeneracy rather than reduce
it. The u P setup enables us to isolate the size effect cleanly.

Across all tasks, larger networks consistently exhibit lower degeneracy at the weight, dynamical, and
behavioral levels, producing more consistent solutions across random seeds (Figure 7). Our dense
sweep over 12 intermediate network sizes from 32 to 512 on the 3-Bits Flip Flop task in Appendix
[ further confirms the observed effect of network width on degeneracy. This pattern aligns with
findings in vision and language models, where wider networks converge to more similar internal
representations [74, 75, 41, 76, 77, 65]. In recurrent networks, only a few studies have investigated
this “convergence-with-scale” effect using representation-based metrics [74, 78]. Our results extend
these findings by (1) focusing on neural computations across time (i.e., neural dynamics) rather than
static representations, and (2) demonstrating convergence-with-scale across weight, dynamical, and
behavioral levels in RNNs.

3.4 Structural regularization reduces solution degeneracy
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eters to zero and induces sparsity. In both cases, = 8 47 40

task-irrelevant features are pruned, nudging in- 8 £ 50

dependently initialized networks toward more = §’ . . 207 . .
consistent solutions on the same task. To test 0 2 0 2

this idea, we augmented the task loss with either — _ . 1e-3 1e-3

a nuclear-norm penalty on the recurrent weights g g 50- 504

L = Lok + Aank >j_y i, Where o; are the 8§

singular values of the recurrent matrix, or an & & 251, : . ; 251 : : : ;
¢, sparsity penalty: £ = Ly + Mg, ZZ |wz‘ 0 1le™ 5e~° le™ 0 1e7® 3e7% 5e-°

Regularization Strength ~ Regularization Strength

We focused on the Delayed Discrimination task
to control for baseline difficulty, and observe

that both regularizers consistently reduced de-
generacy across all levels. Similar effects hold
in other tasks (Appendix O, Figure 8) and in-

Figure 8: Low-rank and sparsity regularization
reduce solution degeneracy across all levels. On
the Delayed Discrimination task, both regularizers

termediate regularization strengths (Appendix I lower degeneracy in dynamics, weights, and be-
). havior. Shaded area indicates 1 standard error.

4 Discussion

In this work, we introduced a unified framework for quantifying solution degeneracy in task-trained
recurrent neural networks (RNNSs) at three complementary levels: behavior, neural dynamics, and
weights. We systematically varied four factors within our generalizable framework: (i) task com-
plexity (via input—output dimensionality, memory demand, or auxiliary loss), (ii) feature learning
strength, (iii) network size, and (iv) structural regularization. We then evaluated their effects on
solution degeneracy across a diverse set of neuroscience-relevant tasks.



Two consistent patterns emerged from this analysis. First, increasing task complexity or boosting
feature learning produced a contravariant effect: dynamical degeneracy decreased while weight
degeneracy increased. Second, increasing network size or applying structural regularization reduced
degeneracy at both the weight and dynamical levels—that is, a covariant effect. Here, covariant
and contravariant refer to the relationship between weight and dynamic degeneracy—not whether
degeneracy increases or decreases overall. For example, task complexity and feature learning reduce
dynamical degeneracy but increase weight degeneracy, whereas network size and regularization
reduce both.

We also observed that the relationship between dynamical and behavioral degeneracy depends on the
varying factor. For instance, stronger feature learning leads to more consistent neural dynamics on
the training task but greater variability in OOD generalization This suggests that tightly constrained
dynamics on the training set do not guarantee more consistent behavior on OOD inputs. This
highlights the need for further empirical and theoretical work on how generalization depends on
the internal structure of task-trained networks [83, 84, 85]. This divergence highlights a key open
question: how much of behavioral consistency generalizes beyond training-aligned dynamics, and
what task or network factors drive this decoupling?

These knobs allow researchers to tune the level of degeneracy in task-trained RNNss to suit specific
research questions or application needs. For example, researchers may want to suppress degeneracy
to study common mechanisms underlying a neural computation. Conversely, to probe individual
differences, they can increase degeneracy to expose solution diversity across independently trained
networks [86, 87, 88, 89]. Our framework also supports ensemble-based modeling of brain data.
By comparing dynamical and behavioral degeneracy across trained networks, it may be possible to
match inter-individual variability in models to that observed in animals—helping capture the full
distribution of task-solving strategies [90, 91, 92, 93].

Although our analyses use artificial networks, several of the mechanisms we uncover may translate
directly to experimental neuroscience. For example, introducing an auxiliary sub-task during behav-
ioral shaping—mirroring our auxiliary-loss manipulation—could constrain the solution space animals
explore, thereby reducing behavioral degeneracy [94]. Finally, our contrasting findings motivate
theoretical analysis—e.g., using linear RNNs—to understand why some factors induce contravariant
versus covariant relationships across behavioral, dynamical, and weight-level degeneracy.

In summary, our work takes a first step toward addressing this classic puzzle in task-driven modeling:
What factors shape the variability across independently trained networks? We present a unified
framework for quantifying solution degeneracy in task-trained RNNGs, identify the key factors that
shape the solution landscape, and provide practical guidance for controlling degeneracy to match
specific research goals in neuroscience and machine learning.

Limitations and future directions. This work considers networks equivalent if they achieve similar
training loss. Future work could extend the framework to tasks with multiple qualitatively distinct
solutions, to examine whether specific factors bias the distribution of networks across those solutions.
Another open question is the observed decoupling between dynamical and behavioral degeneracy:
how much of behavioral consistency generalizes beyond training-aligned dynamics, and what task or
network factors drive this divergence.
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A Task details

A.1 N-Bit Flip Flop

Appendix

Task Parameter Value
Probability of flip 0.3
Number of time steps 100
A.2 Delayed Discrimination
Task Parameter Value
Number of time steps 60
Max delay 20
Lowest stimulus value 2
Highest stimulus value 10
A.3 Sine Wave Generation
Task Parameter Value
Number of time steps 100
Time step size 0.01
Lowest frequency 1
Highest frequency 30
Number of frequencies 100
A.4 Path Integration
Task Parameter Value
Number of time steps 100
Maximum speed (Umax) 04
Direction increment std (fgq / ¢sa) /10
Speed increment std 0.1
Noise std 0.0001
Mean stop duration 30
Mean go duration 50
Environment size (per side) 10

18



B Training details

B.1 N-Bit Flip Flop

Training Hyperparameter Value

Optimizer Adam
Learning rate 0.001
Learning rate scheduler None
Max epochs 300
Steps per epoch 128
Batch size 256
Early stopping threshold 0.001
Patience 3
Time constant (uP) 1

B.2 Delayed Discrimination

Training Hyperparameter Value

Optimizer Adam

Learning rate 0.001

Learning rate scheduler CosineAnnealingWarmRestarts
Max epochs 500

Steps per epoch 128

Batch size 256

Early stopping threshold 0.01

Patience 3

Time constant (uP) 0.1

B.3 Sine Wave Generation

Training Hyperparameter Value

Optimizer Adam
Learning rate 0.0005
Learning rate scheduler None
Max epochs 500
Steps per epoch 128
Batch size 32
Early stopping threshold 0.05
Patience 3
Time constant (uP) 1
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B.4 Path Integration

Training Hyperparameter Value
Optimizer Adam
Learning rate 0.001
Learning rate scheduler ReduceLLROnPlateau
Learning rate decay factor 0.5
Learning rate decay patience 40
Max epochs 1000
Steps per epoch 128
Batch size 64
Early stopping threshold 0.05
Patience 3
Time constant (p.P) 0.1

C Task performance of trained networks

In all experiments, we train networks until them reach a near-asymptotic, task-specific mean-
squred error (MSE) threshold (0.001 for N-BFF, 0.01 for Delayed Discrimination, and 0.05 for
Sine-Wave Generation and Path Integration), after which we allow a patience period of 3 epochs and
stop training to measure degeneracy. This early-stopping criterion ensures that networks trained on
the same task/condition achieve comparable final losses before any degeneracy analysis.

To quantify the residual variation, we report the coefficient of variation (CV) of the final training
loss across seeds for each condition, expressed as % of the mean. Header labels match the x-axis
levels used in the main-text figures. Final losses cluster tightly near small values of the loss threshold,
so even a double-digit CV translates to very small absolute variation. For example, a 10% CV at
an MSE of 0.001 implies an s.d. of 10~%; at 0.01 it’s 10~3. Additionally, the networks converged
well on a global scale. Across our experiments, the mean MSE after training is under 2% of the
mean MSE at initialization, indicating that training has converged well. Individual values: 0.059%
(N-BFF), 1.6% (Delayed Discrimination), 0.32% (Sine-Wave Generation), 0.94% (Path Integration).
CV can look large when the mean is tiny (the denominator is small). For example, a 16% CV on
Sine-Wave Generation task corresponds to 0.05% of the initialization loss, which is consistent with
minor differences due to the stochastic gradients rather than under-training.

These variability values are also not monotonic in any factor and sometimes move opposite to the
degeneracy trends, arguing against a loss-dispersion confound to solution degeneracy.

Table 2: Coefficient of variation (CV) of the final training loss across 50 networks for each task
complexity level.

Task Complexity Levell Level2 Level3 Level4

N-BFF 6.30% 4.60% 9.30% 3.50%
Delayed Discrim.  15.90%  8.40% 9.50% —
Sine Wave Gen. 9.94% 9.20% 8.70% —
Path Integr. 9.16% 2.85% — —

Table 3: Coefficient of variation (CV) of the final training loss across 50 networks for each feature
learning strength ()

Feature Learning Strength Y1 Y2 Y3 Ya
N-BFF 970%  9.10%  13.40% 11.70%
Delayed Discrim. 870% 12.60% 11.70% 12.30%
Sine Wave Gen. 350% 3.90% 10.90% 11.70%
Path Integr. 540%  5.20% 6.20% —
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Table 4: Coefficient of variation (CV) of the final training loss across 50 networks for each network
width.

Network Width 64 units 128 units 256 units

N-BFF 3.80% 4.20% 3.50%
Delayed Discrim. 3.30% 3.00% 3.20%
Sine Wave Gen. 17.80% 16.60% 16.40%
Path Integr. 5.10% 5.40% 5.90%

Table 5: Coefficient of variation (CV) of the final training loss across 50 networks for each L1
regularization strength.

L1 Regularization A1 A2 As Aa
N-BFF 2.10% 6.90% 1.10% —
Delayed Discrim. 1590% 14.50% 16.70% 14.90%
Sine Wave Gen. 1040% 11.10% 11.10% —
Path Integr. 9.00% 7.10% 3.00% —

Table 6: Coefficient of variation (CV) of the final training loss across 50 networks for each rank
regularization strength.

Rank Regularization A1 A2 As As
N-BFF 2.10% 7.20% 4.30% —
Delayed Discrim. 1590% 16.90% 13.60% 12.10%
Sine Wave Gen. 13.90% 14.30% 15.90% —
Path Integr. 7.70% 7.90% 6.70% —

D Memory demand of each task

In this section, we quantify each task’s memory demand by measuring how far back in time its inputs
influence the next output. Specifically, for each candidate history length h, we build feature vectors

(h)

— . h din+dou
Sy _[mt—h-i-lv'"axh yt] e R t7

and train a two-layer MLP to predict the subsequent target y;, ;. We then evaluate the held-out
mean-squared error MSE(h), averaged over multiple random initializations. We identify the smallest
history length ~A* at which the error curve plateaus or has a minimum, and take h* as the task’s
intrinsic memory demand.

From the results, we can see that the N-Bits Flip-Flop task requires only one time-step of mem-
ory—exactly what’s needed to recall the most recent nonzero input in each channel. The Sine Wave
Generation task demands two time-steps, reflecting the need to track both phase and direction of
change. Path Integration likewise only needs one time-step, since the current position plus instanta-
neous velocity and heading suffice to predict the next position. Delayed Discrimination is the only
memory-intensive task: our method estimates a memory demand of 25 time-steps, which happens
to be the time interval between the offset of the first stimulus and the onset of the response period,
during which the network needs to first keep track of the amplitude of the first stimulus and then its
decision.
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Figure 9: Memory demand of each task. The held-out mean-squared error MSE(h) of a two-layer
MLP predictor is plotted against history length h. The intrinsic memory demand h*, defined by the
plateau or minimum of each curve, is 1 for the N-Bits Flip-Flop and Path Integration tasks, 2 for Sine
Wave Generation, and 25 for Delayed Discrimination—matching the inter-stimulus delay interval in
that task.

E Solution degeneracy in chaotic RNNs

Our original task suite comprises neuroscience-motivated tasks that produce stable-attractors: fixed-
point (N-Bit Flip Flop, Delayed Discrimination), limit cycle (Sine Wave Generation), and attractor
manifold (Path Integration). To further demonstrate that the observed effect of the four factors on
degeneracy extend to RNNs with chaotic activity, here we add a chaotic attractor task and verified
that the effects of all four factors on dynamical and weight degeneracy are consistent with Table 1.

Lorenz 96 Attractor Dataset We simulated trajectories from the Lorenz 96 dynamical system
[39], defined by

dx; )
ditl = @41 — Ti—2)im1 —x; + F, i=1,...,N,

with cyclic boundary conditions z_; = xny_1, To = Ty, Tn+1 = x1. The external forcing
parameter was set to ' = 8.0, a standard choice that induces chaotic dynamics.

To generate the dataset, we numerically integrated the system for N = 16, 24, and 32 dimensions.
Each simulation used a time step of Atz = 0.01 and produced 15000 time points after discarding an
initial transient of 1000 steps to remove non-stationary behavior. Initial conditions were sampled as
small random perturbations around the fixed point z; = F:

5,171(0) :F+0.1Ei, E; NN(O,].)

For each condition, we trained 50 RNNs on next-step prediction until the networks achieve a near-
asymptotic MSE loss at 0.0005. After training, the average Lyapunov exponent of RNNs trained on
the Lorenz 96 attractor with 16 dimensions is 12.58 &£ 0.74, indicating chaotic neural dynamics.

RNN Hidden State Lorenz 96 Attractor

PC3
PC3

PC1 PC1

Figure 10: RNN recurrent activities and Lorenz 96 attractor (/N = 16) trajectories projected onto
their respective top 3 principle components.
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Figure 11: Varying the four factors on Lorenz 96 next-step prediction task changes solution degeneracy
across the dynamical and weight level in a way that is consistent with Table 1.

F Additional details on the degeneracy metrics

F.1 Dynamical Degeneracy

Briefly, DSA proceeds as follows: Given two RNNs with hidden states h; () € R™ and hy(t) € R”,
we first generate a delay-embedded matrix, H; and Hy of the hidden states in their original state
space. Next, for each delay-embedded matrix, we use Dynamic Mode Decomposition (DMD) [95]
to extract linear forward operators A; and A of the two systems’ dynamics. Finally, a Procrustes
distance between the two matrices A and A is used to quantify the dissimilarity between the two
dynamical systems and provide an overall DSA score, defined as:

dProcrustes(Ala AQ) = QrenOu(ln) ||A1 - QA2Q_1”F

where Q is a rotation matrix from the orthogonal group O(n) and || - || ¢ is the Frobenius norm. This
metric quantifies how dissimilar the dynamics of the two RNNs are after accounting for orthogonal
transformations. We quantify Dynamical Degeneracy across many RNNs as the average pairwise
distance between pairs of RNN neural-dynamics (hidden-state trajectories).

After training, we extract each network’s hidden-state activations for every trial in the training set,
yielding a tensor of shape (trials X time steps x neurons). We collapse the first two dimensions and
yield a matrix of size (trials x time steps) x neurons. We then apply PCA to retain the components
that explain 99% of the variance to remove noisy and low-variance dimensions of the hidden state
trajectories. Next, we perform a grid search over candidate delay lags, with a minimum lag of 1
and a maximum lag of 30, selecting the lag that minimizes the reconstruction error of DSA on the
dimensionality reduced trajectories. Finally, we fit DSA with full rank and the optimal lag to these
PCA-projected trajectories and compute the pairwise DSA distances between all networks.

F.2 Weight degeneracy

We computed the pairwise distance between the recurrent matrices from different networks using
Two-sided Permutation with One Transformation [96, 97] function from the Procrustes Python
package [98].

F.3 Establishing a null distribution for dynamical and weight degeneracy

The DSA scores that we used to define the dynamical degeneracy are inherently context-dependent.
Specifically, the absolute scale of DSA distances can vary with hyperparameters, particularly the
delay embedding dimension and the rank used in DSA, because the underlying Procrustes analysis
between two dynamics matrices relies on the Frobenius norm, which in turn depends on the dimension
of the dynamic operator being compared. Following the procedure described in the original DSA
paper, we fixed these hyperparameters across all groups within each task to ensure fair comparison.

To further validate the interpretation of DSA values, we computed null distributions of the DSA scores,
i.e. the distribution of DSA scores when sampled neural activities come from identical networks. For
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each of the 50 networks analyzed in Figure 3B, we randomly split the sampled neural trajectories from
the same network into two subsets and computed DSA distances between them. This procedure yields
a distribution of DSA scores expected from identical dynamical systems, which serves as a reference
noise floor. The 95% confidence intervals (CIs) for these null distributions are reported below (header
labels such as "Level 1” correspond to the task-complexity levels shown in the main-text figures).
These Cls are, on average, an order of magnitude smaller than the computed dynamical degeneracy,
indicating that the observed differences between networks trained from different initializations are
statistically significant.

Table 7: Establishing a null distribution for dynamical degeneracy: 95% confidence intervals of null
DSA scores computed by comparing trajectories from the same network. Cls are on average an order
of magnitude smaller than across-network distances.

Task Complexity Level 1 Level 2 Level 3 Level 4

N-BFF [0.011, 0.013] [0.009,0.016] [0.008, 0.013] [0.006, 0.009]
Delayed Discrimination  [0.039, 0.064]  [0.014, 0.076]  [0.025, 0.032] —
Sine Wave Generation [0.057,0.102] [0.054,0.081] [0.048, 0.073] —
Path Integration [0.023,0.037] [0.010, 0.018]

For the PIF distance we used to define weight degeneracy, we similarly established a noise floor
by randomly permuting each trained network’s recurrent weight matrix and computing the distance
between the permuted and original matrices. The PIF metric reliably recovers a PIF distance of O
under this null setting, confirming its robustness to noise and the meaningfulness of the reported
cross-network PIF differences.

G Representational degeneracy

We further quantified solution degeneracy at the representational level—that is, the variability in
each network’s internal feature space when presented with the same input dataset—using Singular
Vector Canonical Correlation Analysis (SVCCA). SVCCA works by first applying singular value
decomposition (SVD) to each network’s activation matrix, isolating the principal components that
capture most of its variance, and then performing canonical correlation analysis (CCA) to find
the maximally correlated directions between the two reduced subspaces. The resulting canonical
correlations therefore measure how similarly two networks represent the same inputs: high average
correlations imply low representational degeneracy (i.e., shared feature subspaces), whereas lower
correlations reveal greater divergence in what the models learn. We define the representational
degeneracy (labeled as the SVCCA distance below) as

drepr(Ax7Ay) =1 - SVCCA(A;“Ay)

We found that as we vary the four factors that robustly control the dynamical degeneracy across
task-trained RNNss, the representational-level degeneracy isn’t necessarily constrained by those same
factors in the same way. In RNNs, task-relevant computations are implemented at the level of
network’s dynamics instead of static representations, and RNNs that implement similar temporal
dynamics can have disparate representaional geometry. Therefore, it is expected that task complexity,
learning regime, and network size change the task-relevant computations learned by the networks
by affecting their neural dynamics instead of representations. DSA captures the dynamical aspect
of the neural computation by fitting a forward operator matrix A that maps the network’s activity at
one time step to the next, therefore directly capturing the temporal evolution of neural activities. By
contrast, SVCCA aligns the principal subspaces of activation vectors at each time point but treats
those vectors as independent samples—it never examines how one state evolves into the next. As a
result, SVCCA measures only static representational similarity and cannot account for the temporal
dependencies that underlie RNN computations. Nonetheless, we expect SVCCA might be more
helpful in measuring the solution degeneracy in feedforward networks.
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Figure 12: Representational degeneracy, as measured by the average SVCCA distance between
networks, does not necessarily change uniformly as we vary task complexity, feature learning

strength, network size, and regularization strength.
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H Task complexity effect on degeneracy in Gated RNNs

To examine whether the observed trends in dynamical and weight degeneracy generalize beyond
vanilla RNNs, we conducted additional experiments using gated recurrent units (GRUs). Note
that prior work suggests that architectural choices influence the geometry but not the ropology of
neural dynamics, which is primarily shaped by task structure [99]. Meanwhile, the Dynamical
Similarity Analysis (DSA) metric we employ to quantify dynamical degeneracy is designed to
precisely capture the topological organization of neural dynamics while remaining invariant to
geometric transformations [40].

As a preliminary test, we trained GRUs on the Sine Wave Generation task while systematically
varying task complexity by changing the number of input—output channels. Consistent with our
findings in vanilla RNNs, increasing task complexity led to a decrease in dynamical degeneracy
and a rise in weight degeneracy.

§ Dynamical Degeneracy Weight Degeneracy

pae o

2025 $ 0.004

[} c

5 I}

a 5

g S

'€ 0.20 -5.’ 0.002

] ()

g\ T T ; T T

o 1 2 3 1 2 3
Number of Channels Number of Channels

Figure 13: Increasing task complexity in the Sine Wave Generation task produces the same effect on
dynamical and weight degeneracy in both vanilla RNNs and GRUs.

I Dense sweep on feature learning, network width, and regularization
strength

it is important to know whether the degeneracy trends generalize to intermediate values and beyond
the ranges reported in the main paper. To test this, we used 3-BFF as an example and ran a dense
sweep both interpolating within and extrapolating beyond the ranges shown in Figs. 3 and 6-8. We
demonstrate that cross dynamical and weight levels, the degeneracy trends remain consistent and
interpolate smoothly across these intermediate values.
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Figure 14: Feature learning, network width, and regularization strength’s effect on degeneracy over a
denser sweep of conditions on the 3-Bits Flip Flop task.
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J Detailed characterization of OOD generalization performance

In addition to showing the behavioral degeneracy in the main text, here we provide a more detailed
characterization of the OOD behavior of networks by showing the mean versus standard deviation,
and the distribution of the OOD losses.

J.1 Changing task complexity
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Figure 15: Detailed characterization of the OOD performance of networks while changing task
complexity.

J.2 Changing feature learning strength
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Figure 16: Detailed characterization of the OOD performance of networks while changing feature
learning strength. Across Delayed Discrimination, Sine Wave Generation, and Path Integration tasks,
networks trained with larger v — and thus undergoing stronger feature learning — exhibit higher mean
OOD generalization loss together with higher variability, potentially reflecting overfitting to the
training task.
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J.3 Changing network size
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Figure 17: Detailed characterization of the OOD performance of networks while changing network

size.

J.4 Changing regularization strength

J4.1 Low-rank regularization
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Figure 18: Detailed characterization of the OOD performance of networks while changing low-rank

regularization strength.
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J.4.2 Sparsity (L1) regularization
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Figure 19: Detailed characterization of the OOD performance of networks while changing sparsity

(L1) regularization strength.

K A short introduction to Maximal Update Parameterization (.. P)

Under the NTK parametrization, as the network width goes to infinity, the network operates in the
lazy regime, where its functional evolution is well-approximated by a first-order Taylor expansion
around the initial parameters [73, 59, 54, 55]. In this limit feature learning is suppressed and training

dynamics are governed by the fixed Neural Tangent Kernel (NTK).

To preserve non-trivial feature learning at large width, the Maximal Update Parametrization (uP)
rescales both the weight initialisation and the learning rate. p P keeps three quantities width-invariant
at every layer—(i) the norm/variance of activations (ii) the norm/variance of the gradients, and (iii)

the parameter updates applied by the optimizer [100, 101, 56, 57].

For recurrent neural networks, under Stochastic Gradient Descent (SGD), the network output, initial-

ization, and learning rates are scaled as

L

1
Oth=—h — Jdh
t +\/N (b()a

7sGD = 1o 73 N.

Jij ~ N(0,1),

Under Adam optimizer, the network output, initialization, and learning rates are scaled as

I

dh=—h + - THR), Ty~ NON)

T]Adam = 7J0 Y0-

L. Theoretical relationship between parameterizations

)

ey

(@)
3

“

&)
(6)

We compare two RNN formalisms used in different parts of the main manuscript: a standard discrete-
time RNN trained with fixed learning rate and conventional initialization, and a uP-style RNN trained

with leaky integrator dynamics and width-aware scaling.

In the standard discrete-time RNN, the hidden activations are updated as
h(t+1) = ¢(Wrh(t) + Wyz(t)),
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In P RNNSs, the hidden activations are updated as

h(t+1) — h(t) = 7(—h(t) + %J¢(h(t)) + Ux(t))

When 7 =1,
h(t+1) — h(t) = —h(t) + %qu(h(t)) +U()

h(t+1) = %qu(h(t)) +U(1)

Aside from the overall scaling factor, the difference between the two parameterizations lies in the
placement of the non-linearity:

» Standard RNN: ¢ is applied post-activation, i.e. after the recurrent and input terms are
linearly combined,

* uP RNN: ¢ is applied pre-activation; i.e. before the recurrent weight matrix, so the hidden
state is first non-linearized and then linearly combined

Miller and Fumarola [102] demonstrated that two classes of continuous-time firing-rate models
which differ in their placement of the non-linearity are mathematically equivalent under a change of
variables:

v-model Ti% = v+ I(t)+Wf(v)

r-model: T% =—r+ f(Wr+1(t))

with equivalence holding under the transformation v(t) = Wr(t) 4+ I(t) and I(t) = I(t) + T,
assuming matched initial conditions.

Briefly, they show that W1 + I evolves according to the v-equation as follows:

v(t) =Wr(t) + 1(t)

dv d
i £(Wr(t) +1(t))
dr dI
Wt
1 dI
=W < (—r+f(Wr+I))> +—
T dt
dv dI
T —WT—FWf(WT-FI)—FTE
dI
= —(U—I)—O—Wf(v)—kra
dI
:—v—|—I+7‘E—|—Wf(U)
d _
Tdi; = v+ I(t) + Wf(v)

This mapping applies directly to RNNs viewed as continuous-time dynamical systems and helps
relate v-type pP-style RNNSs to standard discrete-time RNNs. It suggests that the uP RNN (in v-type
form) and the standard RNN (in r-type form) can be treated as different parameterizations of the same
underlying dynamical system when:

* Initialization scales are matched

* The learning rate is scaled appropriately with v

30



* Output weight norms are adjusted according to width

In summary, while a theoretical equivalence exists, it is contingent on consistent scaling across all
components of the model. In this manuscript, we use the standard discrete-time RNNs due to its
practical relevance for task-driven modeling community, while switching to P to isolate the effect
of feature learning and network size. Additionally, we confirm that the feature learning and network
size effects on degeneracy hold qualitatively the same in standard discrete-time RNNs, unless where
altering network width induces unstable and lazier learning in larger networks (Figure P and Q).

M Verifying larger v reliably induces stronger feature learning in ;. P

In P parameterization, the parameter -y interpolates between lazy training and rich, feature-learning
dynamics, without itself being the absolute magnitude of feature learning. Here, we assess feature-
learning strength in RNNs under varying 7y using two complementary metrics:

Weight-change norm which measures the magnitude of weight change throughout training. A larger
weight change norm indicates that the network undergoes richer learning or more feature learning.

Wz — Wollp
N 7
where N is the number of parameters in the weight matrices being compared.

Kernel alignment (KA), which measures the directional change of the neural tangent kernel (NTK)
before and after training. A lower KA score corresponds to a larger NTK rotation and thus stronger
feature learning.

Tr(K(f)K(O))
KD 1O,

KA(KW, K(©) K = Vwi Vwi.

We demonstrate that higher v indeed amplifies feature learning inside the network.
M.1 N-BFF
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Figure 20: Weight change norm and kernel alignment for networks trained on the 3-Bits Flip Flop
task as we vary . On the left panels, we show the per-seed metrics where connected dots of the same
color are networks of identical initialization trained with different y. On the right panels, we show
the mean and standard error of the metrics across 50 networks. For larger v, the weights move further
from their initializations as shown by the larger weight change norm, and their NTK evolves more
distinct from the network’s NTK at initialization as shown by the reduced KA. Both indicate stronger
feature learning for networks trained under larger ~.
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M.2 Delayed Discrimination
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Figure 21: Stronger feature learning for networks trained under larger v on the Delayed Discrimination
task.

M.3 Sine Wave Generation
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Figure 22: Stronger feature learning for networks trained under larger -y on the Sine Wave Generation
task.
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M.4 Path Integration
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Figure 23: Stronger feature learning for networks trained under larger « on the Path Integration task.

N Verifying .. P reliably controls for feature learning across network width

Here, we only use Kernel Alignment to assess the feature learning strength in the networks since
the unnormalized weight-change norm ||[Wp — W || - scales directly with matrix size (therefore
network size) and there exists no obvious way to normalize across different dimensions. In our earlier
analysis where we compared weight-change norms at varying -, network size remained fixed, so those
Frobenius-norm measures were directly comparable. We found that, for all tasks except Delayed
Discrimination, the change in mean KA across different network sizes remains extremely small (less
than 0.1), which demonstrates that ;¢ P parameterization with the same ~y has effectively controlled
for feature learning strength across network sizes. On Delayed Discrimination, the networks undergo
slightly lazier learning for larger network sizes. Nevertheless, we still include Delayed Discrimination
in our analyses of solution degeneracy to ensure our conclusions remain robust even when uP can’t
perfectly equalize feature-learning strength across widths. As shown in the main paper, lazier learning
regime generally increases dynamical degeneracy; yet, larger networks which exhibit lazier learning
in the N-BFF task actually display lower dynamical degeneracy. This reversed trend confirms that the
changes in solution degeneracy arise from network size itself, not from residual variation in feature
learning strength.

N.1 N-BFF
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Figure 24: Kernel alignment (KA) for different network width on the 3 Bits Flip-Flop task. (Lower
KA implies more feature learning.)
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N.2 Delayed Discrimination
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Figure 25: Kernel alignment for different network width on the Delayed Discrimination task.

N.3 Sine Wave Generation
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Figure 26: Kernel alignment for different network width on the Sine Wave Generation task.

N.4 Path Integration
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Figure 27: Kernel alignment for different network width on the Path Integration task.
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O Regularization’s effect on degeneracy for all tasks

In addition to showing regularization’s effect on degeneracy in Delayed Discrimination task in the
main paper, here we show that heavier low-rank regularization and sparsity regularization also reliably
reduce solution degeneracy across neural dynamics, weights, and OOD behavior in the other three
tasks.

0.1 Low-rank regularization
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Figure 28: Low-rank regularization reduces degeneracy across neural dynamics, weight, and OOD
behavior on the N-BFF, Sinewave Generation, and Path Integration task.

0.2 Sparsity regularization
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Figure 29: Sparsity regularization reduces degeneracy across neural dynamics, weight, and OOD
behavior on the N-BFF, Sinewave Generation, and Path Integration task.

35



P Test feature learning effect on degeneracy in standard parameterization

While pP lets us systematically vary feature-learning strength to study its impact on solution
degeneracy, we confirm that the same qualitative pattern appears in standard discrete-time RNNs:
stronger feature learning lowers dynamical degeneracy and raises weight degeneracy (Figure 30).

To manipulate feature-learning strength in these ordinary RNNs we applied the ~-trick—scaling the
network’s outputs by y—and multiplied the learning rate by the same factor. With width fixed, these
two operations replicate the effective changes induced by pP. Figure 31 shows that this combination
reliably tunes feature-learning strength. Besides weight-change norm and kernel alignment, we also
report representation alignment (RA), giving a more fine-grained view of how much the learned
features deviate from their initialization [62]. Representation alignment is the directional change of
the network’s represenational dissimilarity matrix before and after training, and is defined by

Tr(R(T)R(O))

i S R:=H'H
RO RO ’

RA(R™, R©)

A lower RA means more change in the network’s representation of inputs before and after training,
and indicates stronger feature learning.
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Figure 30: Stronger feature learning reliably decreases dynamical degeneracy while increasing weight
degeneracy in standard discrete-time RNNs.
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Figure 31: Larger -y reliably induces stronger feature learning in standard discrete-time RNNs.
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Q Test network size effect on degeneracy in standard parameterization

When we vary network width, both the standard parameterization andu P parameterization display
the same overall pattern: larger networks exhibit lower dynamical and weight degeneracy. An
exception arises in the 3BFF task, where feature learning becomes unstable and collapses in the wider
models. In that setting we instead see higher dynamical degeneracy, which we suspect because the
feature learning effect (lazier learning leads to higher dynamical degeneracy) dominates the network

size effect.
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Figure 32: Larger network sizes lead to lower dynamical and weight degeneracy, except in the case
where feature learning is unstable across width (in N-BFF).
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Figure 33: When changing network width in standard discrete-time RNNGs, feature learning strength
remains stable across width except in N-BFF, where notably lazier learning happens in the widest

network.
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R Disclosure of compute resources

In this study, we conducted 50 independent training runs on each of four tasks, systematically
sweeping four factors that modulate solution degeneracy—task complexity (15 experiments), learning
regime (15 experiments), network size (12 experiments), and regularization strength (26 experiments),
resulting in a total of 3400 networks. Each experiment was allocated 5 NVIDIA V100/A100 GPUs, 32
CPU cores, 256 GB of RAM, and a 4-hour wall-clock limit, for a total compute cost of approximately
68 000 GPU-hours.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction are accurate descriptions
on the data and result presented in the rest of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitations and further directions of the paper in the
Discussion section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: We will be exploring an theoretical validation of the result that strong feature
learning induces lower dynamical degeneracy and higher weight degeneracy in linear RNNs
in a follow-up paper.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, we have described the network equation, task details, training procedures,
and all hyperparameter choices both in the main text and in the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is attached as part of the supplemental materials.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, we have provided training and test details, the optimizers, and all the
choices of the hyperparameters in the Method section of the paper and in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have included standard error in all figures where the goal is to demon-
strate that a given quantity—whether degeneracy, weight change norm, or kernel align-
ment—differs significantly across varying levels of task complexity, feature learning strength,
network size, and regularization.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Yes, we have described the experiments compute resources in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper focuses on scientific and methodological contributions—namely, a
framework for measuring and controlling solution degeneracy in RNNs and its implications
for computational neuroscience. As such models are typically used as a hypothesis genera-
tion tool for the potential neural mechanisms underlying certain computations, we do not
foresee immediate applications that would raise negative social impacts.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: In this paper, we study the solution landscape of RNNss trained on neuroscience-
inspired tasks, which lacks such risk for misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Our task implementation and the metrics we use to compare independently
trained RNN’s involve reuse of code published with previous paper. We have properly cited
the paepr that produced the code package.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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13.

14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have attached our code as part of the supplemental materials and have
provided documentations on how to run it.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

46


https://neurips.cc/Conferences/2025/LLM

	Introduction
	Methods
	Model architecture and training procedure
	Task suite for diagnosing solution degeneracy
	Multi-level framework for quantifying degeneracy
	Behavioral degeneracy
	Dynamical degeneracy
	Weight degeneracy


	Results
	Task complexity modulates degeneracy across levels
	Additional axes of task complexity

	Feature learning
	Task complexity scales feature learning
	Controlling feature learning reshapes degeneracy across levels

	Larger networks yield more consistent solutions across levels
	Structural regularization reduces solution degeneracy

	Discussion
	Acknowledgments
	Task details
	N-Bit Flip Flop
	Delayed Discrimination
	Sine Wave Generation
	Path Integration

	Training details
	N-Bit Flip Flop
	Delayed Discrimination
	Sine Wave Generation
	Path Integration

	Task performance of trained networks
	Memory demand of each task
	Solution degeneracy in chaotic RNNs
	Additional details on the degeneracy metrics
	Dynamical Degeneracy
	Weight degeneracy
	Establishing a null distribution for dynamical and weight degeneracy

	Representational degeneracy
	Task complexity effect on degeneracy in Gated RNNs
	Dense sweep on feature learning, network width, and regularization strength
	Detailed characterization of OOD generalization performance
	Changing task complexity
	Changing feature learning strength
	Changing network size
	Changing regularization strength
	Low-rank regularization
	Sparsity (L1) regularization


	A short introduction to Maximal Update Parameterization (P)
	Theoretical relationship between parameterizations
	Verifying larger  reliably induces stronger feature learning in P
	N-BFF
	Delayed Discrimination
	Sine Wave Generation
	Path Integration

	Verifying P reliably controls for feature learning across network width
	N-BFF
	Delayed Discrimination
	Sine Wave Generation
	Path Integration

	Regularization's effect on degeneracy for all tasks
	Low-rank regularization
	Sparsity regularization

	Test feature learning effect on degeneracy in standard parameterization
	Test network size effect on degeneracy in standard parameterization
	Disclosure of compute resources

