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Abstract

Simultaneous speech-to-text translation001
(SimulST) systems have to balance translation002
quality with latency–the delay between speech003
input and the translated output. While quality004
evaluation is well established, accurately005
measuring latency remains a challenge.006
Existing metrics often produce inconsistent or007
misleading results, especially in the widely008
used short-form setting where speech is009
artificially pre-segmented. In this paper, we010
present the first comprehensive analysis of011
SimulST latency metrics across language012
pairs, systems, and both short- and long-form013
regimes. We uncover a structural bias in014
current metrics related to segmentation that015
undermines fair and meaningful comparisons.016
To address this, we introduce YAAL (Yet017
Another Average Lagging), a refined latency018
metric that delivers more accurate evaluations019
in the short-form regime. We extend YAAL020
to LongYAAL for unsegmented audio streams021
and propose SOFTSEGMENTER, a novel022
resegmentation tool based on word-level023
alignment. Our experiments show that YAAL024
and LongYAAL outperform popular latency025
metrics, while SOFTSEGMENTER enhances026
alignment quality in long-form evaluation,027
together enabling more reliable assessments of028
SimulST systems.029

1 Introduction030

Simultaneous speech-to-text translation (SimulST)031

is the task in which a system has to produce incre-032

mental translation concurrently with the speaker’s033

speech (Ren et al., 2020). SimulST models have034

to balance between quality and latency of the out-035

put, which is the time elapsed between when a036

word is uttered and when its corresponding trans-037

lation is produced. While translation quality mea-038

sures are extensively studied both in the offline039

ST and in the related field of machine translation040

(Freitag et al., 2022, 2023; Zouhar et al., 2024),041
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Figure 1: Ranking of the systems submitted to the
IWSLT 2023 Simultaneous Speech Translation Track
according to the official five latency metrics.

there is no study regarding the reliability of la- 042

tency metrics. The most commonly used latency 043

metrics in SimulST (Cho and Esipova, 2016; Ma 044

et al., 2019; Cherry and Foster, 2019; Polák et al., 045

2022; Papi et al., 2022; Kano et al., 2023), even 046

though with different approximations, base their 047

calculation on simplifying assumptions such as uni- 048

form word duration, absence of long pauses, and 049

strict monotonic alignment between source speech 050

and target translation. However, despite relying on 051

the same assumptions, these metrics often produce 052

very inconsistent assessments of the system’s per- 053

formance. This inconsistency is clearly illustrated 054

in the results of the IWSLT 2023 Shared Task on 055

Simultaneous Translation (Agarwal et al., 2023), 056

where different metrics produced substantially dif- 057

ferent rankings for the same set of systems (see 058

Figure 1). Such variability raises serious concerns 059

about the validity of current evaluation protocols 060

and their ability to support meaningful comparisons 061

between systems. Moreover, this risk can be further 062

exacerbated when shifting from dealing with al- 063

ready pre-segmented speech input–i.e., short-form 064

SimulST–to unsegmented audio streams–i.e., long- 065

form SimulST, where information about sentence 066

boundaries is not available, thereby further compli- 067

cating the systems’ evaluation (Papi et al., 2025). 068

In this paper, we present the first comprehen- 069
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sive evaluation of latency metrics for SimulST070

under several aspects, including diverse systems,071

language pairs, and short- and long-form regimes.072

Through an in-depth analysis of systems submitted073

to recent IWSLT SimulST Shared Tasks (Anasta-074

sopoulos et al., 2022; Agarwal et al., 2023; Ahmad075

et al., 2024), we reveal that existing metrics can076

lead to misleading conclusions and hinder effective077

system design. We show that the inconsistent eval-078

uations are not primarily due to the aforementioned079

assumptions, but rather to a structural bias in how080

latency is measured–particularly in how segmenta-081

tion influences SimulST models’ behavior.082

Motivated by these findings, we propose YAAL083

(Yet Another Average Lagging), a refined latency084

metric designed to mitigate the biases present in085

existing latency metrics. Our extensive experi-086

ments demonstrate that YAAL yields more reli-087

able latency estimates, consistently aligning bet-088

ter with the actual behavior of SimulST systems.089

Furthermore, we also show that resegmentation–090

which pairs segment-level predictions with their091

corresponding reference–is necessary to produce092

meaningful latency measurements for long-form093

SimulST. To this end, we introduce SOFTSEG-094

MENTER, a new resegmentation tool, and extend095

our YAAL to LongYAAL, which deals with audio096

streams. Compared to the current standard align-097

ment tool used in the speech translation community098

(Matusov et al., 2005a), SOFTSEGMENTER signifi-099

cantly improves alignment quality, enabling more100

accurate evaluation in long-form scenarios.1101

2 Background102

In the following, we describe the metrics currently103

used for both the short-form (§2.1) and long-form104

(§2.2) regimes. Throughout the paper, we assume105

incremental SimulST systems, i.e., systems that106

cannot revise their outputs, as they are not affected107

by flickering problems, and are leading current108

research efforts in the topic (Papi et al., 2025).109

2.1 Short-Form SimulST Latency Metrics110

The short-form is the most common evaluation111

regime of SimulST (Anastasopoulos et al., 2022;112

Agarwal et al., 2023; Ahmad et al., 2024), where113

all recordings of the test set are divided, usually fol-114

lowing sentence boundaries, into short segments of115

1The code for YAAL, its long-form variant LongYAAL,
and SOFTSEGMENTER will be released upon the paper accep-
tance under Apache 2.0 license.

a few seconds. Each segment consists of source au- 116

dio X = [x1, . . . , x|X|], where xi is a small portion 117

of raw audio–i.e., audio chunk–with a duration Ti, 118

and reference translation YR = [yR1 , . . . , y
R
|YR|]. 119

Each audio chunk is incrementally fed to the sys- 120

tem, which concurrently outputs a partial transla- 121

tion Yj at timestamp dj =
∑i

k=1 Tk. Under these 122

settings, we describe below the latency metrics op- 123

erating in the short-form regime. 124

Average Proportion (AP; Cho and Esipova, 2016) 125

measures the average proportion of input speech 126

read when emitting a target token: 127

AP =
1

|X||Y|

|Y|∑
i=1

di. (1) 128

Average Lagging (AL; Ma et al., 2019) for si- 129

multaneous machine translation and modified for 130

speech by Ma et al. (2020) defines the latency as 131

the average delay behind an ideal policy: 132

AL =
1

τ(X)

τ(X)∑
i=1

di − d∗i , (2) 133

where τ(X) = min{i|di =
∑|X|

j=1 Tj} is the in- 134

dex of the hypothesis token when the model reaches 135

the end of the source sentence, also known as the 136

cutoff point. AL considers delays up to and includ- 137

ing the one associated with the token at the cutoff 138

point. The i-th delay of the ideal policy is defined 139

as d∗i =
i−1
γ , where γ = |YR|/

∑|X|
j=1 Tj}. 140

Length-Aware Average Lagging (LAAL) is 141

an AL modification that is robust to overgenera- 142

tion, i.e., when the hypothesis Y is much longer 143

than YR, which makes the original AL produce 144

negative delays when |Y| ≫ |YR|. To over- 145

come this problem, which was unduly reward- 146

ing overgenerating systems, Polák et al. (2022) 147

and Papi et al. (2022) proposed the modification 148

γ = max(|Y|, |YR|)/
∑|X|

j=1 Tj}. 149

Differentiable Average Lagging (DAL; Cherry 150

and Foster, 2019) modifies AL by introducing 151

a minimal delay of 1/γ after each step. Unlike 152

AL and LAAL, DAL considers all delays in the 153

hypothesis, without cutoff after i > τ(X): 154

DAL =
1

|Y|

|Y|∑
i=1

d′i − d∗i , (3) 155
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where156

d′i =

{
di, if i = 1

max(di, d
′
i + 1/γ), otherwise.

(4)157

Average Token Delay (AP; Kano et al., 2023)158

assumes that the source speech, similar to the trans-159

lation, consists of discrete tokens. ATD defines160

a fixed duration for speech tokens of 300ms and161

divides the input speech and translation into C162

chunks, where the c-th translation chunk yc is trans-163

lated conditioned on the source chunk xc and previ-164

ous translation chunks y1, . . . , yc−1. ATD is then165

defined as the average delay between each transla-166

tion and the corresponding source tokens:167

ATD =
1

|Y|

|Y|∑
i=1

(T (yt)− T (xa(t))), (5)168

where T (·) is the end time of the source/translation169

token and170

a(t) =

{
s(t), ifs(t) ≤ Lacc(x

c(t))

Lacc(x
c(t)), otherwise,

(6)171

is an index of a source token corresponding to172

translation token yt, where Lacc(x
c) is the num-173

ber of source tokens in the chunk xc and s(t) =174

t−max(0, Lacc(y
c(t)−1)−Lacc(x

c(t)−1)) handles175

the case where more tokens are generated than read,176

i.e., yt is aligned with xt′ , t′ < t.177

2.2 Long-Form SimulST Latency Metrics178

The long-form evaluation regime evaluates179

SimulST systems more realistically (Papi et al.,180

2025), as it assesses their ability to handle long181

audio streams, often spanning several minutes.182

Since all metrics were developed for the short-form183

regime, recent studies exploring the long-form184

counterpart (Polák and Bojar, 2024; Papi et al.,185

2024) resorted to re-segmentation of the transla-186

tions and delays based on the reference translation187

(Matusov et al., 2005b), and computed the metrics188

on the segment level. A proposed variant of the189

LAAL metric for long-form is explained below.190

Streaming LAAL (StreamLAAL; Papi et al.,191

2024) extends the LAAL metric to unsegmented192

audio streams S = [X1, ...,X|S|], paired with a193

continuous stream of predicted translations YS.194

Since reference translations YR
1 , ...,YR

|S| are only195

available at segment-level X1, ...,X|S|, prediction196

YS = [Y1, ...,Y|S|] with the corresponding de- 197

lays is segmented based on reference sentences Y∗
s 198

to obtain segment-level predictions. Then, Stream- 199

LAAL is computed as: 200

Stream
LAAL =

1

|S|

|S|∑
s=1

1

τ(Xs)

τ(Xs)∑
i=1

di − d∗i (7) 201

Where d∗i = (i − 1) · |Xs|/max{|Ys|, |YR
s |} In 202

practice, the LAAL metric is calculated for every 203

speech segment Xs of the stream S and its cor- 204

responding reference YR
s with the automatically 205

aligned prediction Ys and then averaged over all 206

the speech segments of the stream X1, ...,X|S|. 207

3 Overcoming the Pitfalls in SimulST 208

Latency Metrics 209

3.1 The Short-Form Regime 210

The use of audio segmentation in short-form evalu- 211

ations significantly affects translation behavior and 212

latency. In practice, short-form SimulST systems 213

are evaluated in a simulated environment where 214

each segment is processed independently (Ma et al., 215

2020). When the entire source segment has been 216

consumed–i.e., fed to the system–the translation is 217

often still in progress. At that point, the simulator 218

requests the remaining translation, which the model 219

emits without any additional delay. This setup in- 220

troduces two unrealistic conditions. First, the audio 221

is typically segmented in advance by a human anno- 222

tator or an automatic model with access to the full 223

audio (Oracle Segmentation). Second, the model is 224

allowed to generate the remaining translation (here- 225

inafter, tail words) instantaneously once the input 226

segment ends. These factors unduly distort short- 227

form evaluations, by both providing high-quality 228

segmentation and eliminating the delay that would 229

occur in a realistic setting, where the system must 230

wait to confirm that the sentence has ended. 231

In a more realistic scenario, a model has both to 232

rely on online segmentation and delay final transla- 233

tion steps until it is confident that the input sentence 234

is complete, thereby introducing extra latency. This 235

discrepancy is illustrated in Figure 2. In the With- 236

out Segmentation and Simultaneous Segmentation 237

regimes, the last five words of the first sentence are 238

emitted during the second sentence. In contrast, 239

Oracle Segmentation concludes the first sentence 240

synchronously with the speaker–before the second 241

sentence begins–gaining an artificial latency advan- 242

tage of approximately 500 ms. 243
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Back in New York I am the head of development

for a non profit called
Robin Hood.

When
I'm not fighting

poverty
I'm

Without Segmentation:

Zurück
in
New

York
bin
ich
der

Chef der
Entwickl-
ung
für
eine

gemeinnützige
Organisation

namens
Robin

Hood.

Simultaneous Segmentation:

Zurück
in
New

York
bin
ich
der

Chef der
Entwickl-
ung
für
eine

gemeinnützige
Organisation
namens
Robin
Hood.

Oracle Segmentation:

Zurück
in
New

York
bin
ich
der

Chef der
Entwickl-
ung
für
eine

gemeinnützige
Organisation
namens
Robin
Hood.

Figure 2: Translations and emission times of a SimulST model. Words in a column were emitted at once. The
emission of the last five words (“gemeinnützige Organisation namens Robin Hood.”) depends on the segmentation.
Without Segmentation: Model continues translating the second sentence. Simultaneous Segmentation: Segmentation
model runs concurrently with the translation model. Oracle Segmentation: Optimal segmentation is known before.

Based on these observations, we categorize ex-244

isting short-form latency metrics (§2.1) into two245

main groups, depending on whether they include246

all translated words or only a subset in their la-247

tency computation. The first group–comprising248

AP, DAL, and ATD–includes all translated words249

in the calculation. Among these, DAL attempts250

to mitigate the impact of tail words by adding a251

minimum delay of 1/γ after each generated word252

(also within the same step), thus “spreading” the253

tail delays across words. However, 1/γ simply re-254

flects the average source-to-target length ratio and255

does not accurately capture the system behavior256

for tail words in settings without segmentation. If257

multiple words are emitted as tail words, DAL can258

significantly overestimate latency. In the edge case259

of a system that waits for an end-of-segment signal260

(i.e., an offline system), DAL returns the segment261

length, failing to capture the system’s true behavior–262

in this case, infinite latency. AP assigns a delay of263

1 to each tail word as the entire recording has to264

be processed to emit that word, thus, the propor-265

tion is 1. While AP is marginally less sensitive to266

segmentation effects than DAL–since it operates267

on proportions rather than absolute delays–it still268

fails to model system behavior faithfully for the269

tail words. ATD also considers all translated words.270

However, unlike DAL, it does not apply corrections271

for tail word behavior, making it the most sensitive272

to segmentation artifacts among the three metrics.273

The second group–AL and LAAL–computes la-274

tency only for words emitted up to and includ-275

ing the cutoff point τ(X), which marks the first 276

word generated after the end of the input segment. 277

This corresponds to the word “gemeinnützige” in 278

Figure 2. As discussed earlier, in the short-form 279

regime with oracle segmentation, the τ(X)-th and 280

following words are often translated earlier than 281

they would be in a more realistic long-form sce- 282

nario. As a result, this cutoff introduces a system- 283

atic bias in the latency estimate, which may lead to 284

either underestimation or overestimation, depend- 285

ing on the system’s policy.2 286

AP, DAL, ATD, AL, and, more recently, LAAL 287

became established metrics in the short-form eval- 288

uation of SimulST. However, as discussed above, 289

including any of the tail words in the latency com- 290

putation leads to a systematic bias that undermines 291

fair comparisons. To cope with this bias, we pro- 292

pose a new metric derived from the LAAL metric: 293

Yet Another Average Latency (YAAL) We re- 294

fine the LAAL formulation to better isolate the 295

portion of output that is actually produced under 296

simultaneous settings. Specifically, we define a 297

new cutoff point: 298

τYAAL(X, D) = max{i|di <
|X|∑
j=1

Tj}, (8) 299

2For instance, systems that continuously produce output
may appear faster due to the omission of final tail delays (i.e.,
underestimation), while systems that delay a large portion of
translation until the end of the segment may appear slower
than they actually are (i.e., overestimation).

4



which includes only those words generated strictly300

before the end of the input stream. For example, in301

Figure 2, this corresponds to including words up to302

and including “eine”, thereby avoiding distortion303

from tail words and yielding a more reliable latency304

estimate that remains consistent across different305

segmentation regimes.306

3.2 The Long-Form Regime307

The long-form regime offers a more realistic evalu-308

ation setting by assessing systems on continuous,309

unsegmented audio streams that better reflect real-310

world use cases. However, widely used latency311

metrics were originally designed for the short-form312

regime and do not directly extend to this setting.313

First, metrics such as AL, LAAL, and DAL314

rely on a γ parameter, representing the average315

target-to-source length ratio. In long-form settings,316

however, γ can vary substantially across different317

segments within the same audio stream, leading318

to inconsistent and unreliable latency estimates319

(Iranzo-Sánchez et al., 2021). Second, AP tends to320

converge toward 0 for long recordings, as typical321

speech inputs are significantly longer than their cor-322

responding translations, i.e., |X| ≫ |Y|, leading323

Equation (1) to approach 0. Finally, ATD assumes324

that each speech token has a fixed duration and325

that source and target tokens align monotonically–326

assumptions that are overly restrictive and espe-327

cially unrealistic for long-form speech.328

To address these challenges, prior work has in-329

troduced re-segmenting long inputs into short seg-330

ments and computing latency on these units, as in331

StreamLAAL. While StreamLAAL provides the332

first adaptation of existing metrics to long-form333

input, it has some limitations. It relies on the mW-334

ERSegmenter tool (Matusov et al., 2005a), which335

may introduce alignment errors (Amrhein and Had-336

dow, 2022; Polák and Bojar, 2024), and computes337

latency up to the cutoff word τ(Xi) (Equation (7)),338

which can lead to the systematic bias (§3.1) as this339

word is often translated beyond the reference seg-340

ment. To overcome these limitations, we propose341

both a new re-segmentation method and an exten-342

sion of the YAAL metric for the long-form regime.343

SOFTSEGMENTER We introduce a new re-344

segmentation method inspired by Polák and Bo-345

jar (2024), employing a softer alignment strategy346

to more accurately match translation outputs with347

reference segments. Our method works on the348

word level, but uses a character-level score to al-349

low a non-exact match. Additionally, we penalize 350

word alignments to punctuation, reducing spurious 351

boundaries and improving alignment robustness. 352

Refer to Appendix B for implementation details. 353

Long-Form YAAL (LongYAAL) We also 354

extend YAAL to the long-form regime–i.e., 355

LongYAAL. Unlike StreamLAAL, LongYAAL in- 356

cludes all words in the latency computation, even 357

those generated beyond the aligned segment bound- 358

aries Xs, i.e., all di for i > τ(Xs). However, we 359

exclude the final tail words produced after the end 360

of the full stream S, i.e., di for i > τ(
∑|X|

s=1 |Xs|). 361

This ensures that we include all words emitted be- 362

yond the segment boundaries Xs, but we do not 363

include the tail words generated at the end of the 364

entire stream S. If the stream S consists of a single 365

segment, LongYAAL coincides with YAAL. 366

4 Experimental Settings 367

4.1 Data 368

For the short-form regime, we use systems submit- 369

ted to the IWSLT Simultaneous Speech Translation 370

tracks of 2022 and 2023. For the long-form regime, 371

the logs are sourced from IWSLT 2025. Detailed 372

information on the data, the number of systems 373

available for each regime, year, and language pair 374

is presented in Appendix A. All systems were eval- 375

uated with SimulEval (Ma et al., 2020). 376

4.2 Evaluation 377

True Latency To enable fair comparisons across 378

latency metrics, we require a reference latency re- 379

flecting the user experience, i.e., how long the user 380

needs to wait for translation. Since human eval- 381

uation is infeasible at scale, we adopt a carefully 382

designed automatic approximation, which we refer 383

to as true latency. This is grounded in an intuitive 384

and practical definition of latency in speech trans- 385

lation: On average, how long does a user have to 386

wait for a given piece of source information to ap- 387

pear in the translation? Concretely, we define true 388

latency as the average delay between each target 389

word and its corresponding source word. 390

TL =
1

|YA|

|YA|∑
i=1

di − dsrci , (9) 391

where di is the emission time of the target word 392

yi and dsrci is the corresponding source delay. We 393

define the source delay as the time that the speaker 394
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finished the last word corresponding to the target395

word: dsrci = maxl {sendl |(yi, sl) ∈ A(Y → S)},396

where sendl is the end timestamp of the source word397

sl and A(Y → S) is the translation alignment be-398

tween the target and the source. As discussed in399

§3.1, computing latency over all words–including400

tail words–can introduce systematic bias. To mit-401

igate this, we restrict the true latency calculation402

to words generated strictly during simultaneous403

decoding, i.e., before the end-of-source signal. Ad-404

ditionally, we consider only the subset of target405

words YA ⊆ Y that are aligned to at least one406

source word, thereby avoiding biases introduced407

by over- or under-generation (Polák et al., 2022;408

Papi et al., 2022). The implementation details are409

provided in Appendix C.410

Score Difference For the main evaluation, we411

adopt the pairwise comparison approach (Mathur412

et al., 2020). Rather than evaluating each system in-413

dependently as a standalone data point, we examine414

the difference between the scores of two systems:415

∆ = score(System A) − score(System B). Pair-416

wise comparison better reflects the typical use case417

of latency metrics–namely, distinguishing between418

two systems. In our evaluation, we restrict compar-419

isons to system pairs evaluated on the same test set420

and language pair.421

Accuracy Following Kocmi et al. (2021), we also422

evaluate the accuracy of binary comparisons be-423

tween systems: given a pair of systems, which one424

is better according to the true latency ranking (used425

as gold labels)? The accuracy is defined as the426

proportion of system pairs for which the relative427

ranking according to a metric matches that of the428

true latency:429

Accuracy =
|sign(∆TL) = sign(∆M)|

|all system pairs|
.430

This accuracy measure considers only the ranking–431

not the magnitude–of the latency differences, allow-432

ing us to aggregate comparisons across language433

pairs and test sets. However, this accuracy might434

be affected if two systems have similar latencies.435

To avoid this issue, we compute the accuracies in436

multiple subsets by removing pairs that are not sig-437

nificantly different according to Mann-Whitney U438

test on their true latencies.3 We use bootstrap re-439

sampling with N = 10000 (Tibshirani and Efron,440

3We do not assume normal distribution of delays. Each
system has different hypotheses, so we cannot use paired tests.

Figure 3: Each point represents the difference between
the true latency (x-axis) and the automatic metric (y-
axis) for two systems. Reported Pearson and Kendall
rank correlations are for illustration only, as each lan-
guage pair has a slightly different scale.

1993) to estimate confidence intervals and consider 441

all metrics within the 95% confidence interval of 442

the top-performing metric to be statistically tied. 443

5 Results 444

5.1 Short-Form Evaluation 445

Which is the best Short-form Latency Metric? 446

We present the pairwise comparison of all short- 447

form systems in Figure 3. An important first obser- 448

vation is that a significant portion of system pairs 449

exhibit no or slightly negative correlations–points 450

that create almost vertical lines and lines far off 451

the diagonal. These systems4 share an anomalous 452

simultaneous policy: The lower the latency of the 453

prefix generated simultaneously, the larger the por- 454

tion of the sentence translated offline. We assume 455

that the underlying reason for this behavior is that 456

the system is too eager to emit outputs at the begin- 457

ning, but then it gets to a “dead end” of probable 458

outputs and only emits the remaining words at the 459

signaled end of the sentence. This policy, coupled 460

with the bias introduced by the latency metrics, 461

led to a severe overestimation of the systems’ ac- 462

tual latency. In particular, the shorter the prefix 463

in low-latency systems, the greater the impact of 464

the τ(X)-th word that has a delay equal to the 465

segment length, causing the low-latency system to 466

4After a manual inspection, we identified that all affected
systems were submitted independently by two different teams
in IWSLT 2022 and 2023, showing that the metric’s negative
behavior is not so uncommon.
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have higher AL values.5467

Moving to the metrics, we observe that they all468

show positive correlations with the true latency, but469

each language pair has a slightly different scale,470

which motivates the use of accuracy. Therefore,471

we compare the latency metrics in terms of accu-472

racy in Table 1. If we consider all system pairs,473

we see that all metrics significantly underperform474

YAAL, which reaches 96% accuracy. When we475

progressively filter out system pairs with similar476

true latency, the accuracies slightly increase, but477

the order of metrics does not change. If we con-478

sider a subset that has a p-value between 0.001-0.05479

(i.e., removing systems with the same true latency480

and systems that are easily distinguishable), we481

see that YAAL still remains the most accurate one,482

but relative ranking of the other metrics changes,483

which we attribute to the influence of systems with484

the anomalous policy. Apart from YAAL, AP ap-485

pears less vulnerable to tail words, likely due to486

the use of relative delays compared to absolute de-487

lays in other metrics. If we remove systems with488

the anomalous policy, all metrics gain a significant489

boost in accuracy (bottom part of Table 1). The490

YAAL metric is the best metric in all subsets based491

on p-values, achieving 98 and 99% accuracy–even492

though it relies on assumptions such as uniform493

source token durations and monotonic source-to-494

target alignment. Based on these observations, we495

conclude that the automatic YAAL metric is almost496

as accurate as true latency. We include more ac-497

curacy evaluations by isolating different categories498

of systems in Appendix D.499

Should we use the Short-Form Regime? As500

discussed in §3 and empirically observed in this501

section, short-form evaluation can significantly dis-502

tort latency measurements. In Table 2, we present503

the average fraction of target words generated after504

the end-of-segment signal. The results reveal that a505

substantial portion of the translations are tail words,506

starting at 41% in the low-latency regime (1-2s) and507

reaching 72% in the high-latency regime (4-5s).6508

Short-form evaluation, with artificial segment509

boundaries absent in real-world scenarios and510

5For example, one segment had only one word translated
simultaneously, and the rest was translated after the end of the
speech in 9.3 s. YAAL for this segment is (1−0×0.4)/1 = 1
s, while AL and LAAL are (1−0×0.4+9.3−1×0.4)/2 =
4.95 s, where ∗ × 0.4 is the ideal latency for this segment.

6Systems with higher-latency behavior have policies lead-
ing to deferred delays, and these delays in turn are more likely
to overflow the source duration.

p-val AL LAAL DAL ATD AP YAAL N

all system pairs

all 0.66 0.69 0.59 0.56 0.74 0.96 5326
<0.05 0.67 0.70 0.59 0.56 0.75 0.98 5149
<0.01 0.67 0.70 0.59 0.56 0.75 0.98 5103
<0.001 0.68 0.70 0.59 0.56 0.76 0.98 5048
0.001-0.05 0.40 0.46 0.40 0.43 0.42 0.71 101

w/o anomalous policy

all 0.95 0.97 0.95 0.92 0.85 0.98 2100
<0.05 0.96 0.97 0.96 0.92 0.85 0.99 2060
<0.01 0.96 0.98 0.96 0.93 0.85 0.99 2046
<0.001 0.96 0.98 0.97 0.93 0.85 0.99 2025
0.001-0.05 0.71 0.74 0.66 0.74 0.66 0.74 35

Table 1: Accuracy of systems in the short-form regime.
Best scores in bold. Underlined scores are considered
tied with the best metric.

Latency regime [s] 1-2 2-3 3-4 4-5

Tail Words [%] 41 49 63 72

Table 2: Average fraction of words generated after the
end-of-segment signal under the short-form evaluation
regime, averaged across all systems.

metrics’ problematic handling of tail words, of- 511

ten misrepresents SimulST system behavior. This 512

raises serious concerns about its reliability and un- 513

derscores the need for long-form evaluation, which 514

we analyze in §5.2. 515

5.2 Long-Form Evaluation 516

Which Resegmentation is Better? In Table 3, 517

we evaluate two re-segmentation tools: mWERSeg- 518

menter (Matusov et al., 2005a) and our proposed 519

SOFTSEGMENTER. The evaluation is done on 520

reconcatenated short-form outputs, allowing us to 521

compare with gold segment boundaries. As we 522

can see in Table 3, the accuracy of SOFTSEG- 523

MENTER is significantly higher. When filtering 524

out comparable systems by the p-value, accuracy 525

further decreases with mWERSegmenter, suggest- 526

ing that the segmentation is not stable. Moreover, 527

both segmentation approaches achieve a very high 528

accuracy of more than 99%, showing that reseg- 529

mentation does not compromise translation quality 530

measurement. 531

Do we need Resegmentation? The upper part of 532

Table 4 presents the accuracy of latency metrics on 533

long-form systems evaluated without resegmenta- 534

tion. We see that the accuracies are low, not exceed- 535

ing 66% when considering all systems. Compared 536

to StreamLAAL (first column), the best-performing 537

AL metric loses 15% to 16% absolute points, and 538
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Latency (StreamLAAL) MT Quality (COMET)

p-value mWERSegmenter ours mWERSegmenter ours

All 86.4 94.1 99.3 99.1
0.05 86.3 95.8 100.0 100.0
0.01 86.2 96.1 100.0 100.0
0.001 86.1 96.5 100.0 100.0

Table 3: Accuracy of latency and quality metrics after
re-segmentation.

p-val Stream
LAAL AL LAAL DAL ATD AP YAAL N

longform + unsegmented

all 0.82 0.66 0.61 0.57 0.61 0.39 0.61 594
<0.05 0.85 0.69 0.64 0.59 0.63 0.36 0.64 523
<0.01 0.85 0.70 0.65 0.59 0.63 0.35 0.65 496
<0.001 0.87 0.71 0.65 0.60 0.63 0.34 0.65 461
0.001-0.05 0.63 0.52 0.55 0.48 0.60 0.47 0.55 62

p-val Stream
LAAL

Long
AL

Long
LAAL

Long
DAL

Long
ATD

Long
AP

Long
YAAL N

longform + resegmented

all 0.82 0.92 0.95 0.94 0.93 0.71 0.95 594
<0.05 0.85 0.94 0.96 0.97 0.97 0.72 0.98 523
<0.01 0.85 0.95 0.97 0.97 0.98 0.72 0.98 496
<0.001 0.87 0.95 0.97 0.98 0.99 0.74 0.99 461
0.001-0.05 0.63 0.85 0.90 0.85 0.82 0.60 0.87 62

Table 4: Accuracy of systems in the long-form regime.
Best scores in bold. Underlined scores are considered
tied with the best metric. All metrics in the bottom
half use the proposed SOFTSEGMENTER, except for
StreamLAAL that uses the original mWERSegmenter.

the gap is even wider compared to LongYAAL,539

with AL falling short by 29 points. The bottom part540

of Table 4 reports the accuracy of latency metrics541

in long-form systems when evaluated with reseg-542

mentation. Overall, we see that the resegmenta-543

tion quality significantly influences the accuracy.544

StreamLAAL and LongLAAL share the same defi-545

nition, but differ in the resegmentation tool–while546

StreamLAAL uses the original mWERSegmenter,547

LongLAAL (and all the other “Long-” metrics)548

uses our proposed SOFTSEGMENTER. The gap549

in accuracy is 8% to 10% absolute in all subsets,550

showing trends similar to those in Table 3. These551

results highlight the critical role of resegmenta-552

tion in ensuring reliable latency evaluation in the553

long-form regime. Additional observations are554

provided in Appendix E.555

Which is the best Long-form Latency Metric?556

Table 4 also shows that the proposed LongYAAL557

metric has the highest accuracy across all subsets.558

LongATD and LongDAL show slightly worse re-559

sults, but the differences are not statistically sig-560

nificant. This contrasts with the observations in561

§5.1, where ATD and DAL are in the fourth and 562

third places. This discrepancy can be explained 563

by the fact that both metrics account for all words, 564

including tail words that rarely occur in the long- 565

form regime. We attribute the marginal difference 566

to LongATD’s assumption of 300ms words in the 567

source speech, which is dynamic in LongYAAL 568

and LongDAL in the form of the γ parameter, and 569

the difference in LongDAL is probably caused by 570

the minimum delay of 1/γ assigned to each word. 571

LongLAAL ties with LongYAAL in most subsets, 572

but appears slightly worse when considering eas- 573

ily distinguishable systems (p-val <0.001), where 574

the metric loses 2% absolute in terms of accuracy. 575

LongLAAL, unlike LongYAAL, disregards words 576

generated beyond the reference segment bound- 577

aries. The number of words ignored increases with 578

the true latency of the system (see §5.1), which is 579

more prevalent in the p-val < 0.001 subset. Simi- 580

larly, LongAL ignores the tail words in the reseg- 581

mentation and is also vulnerable to overgeneration 582

(Polák and Bojar, 2024; Papi et al., 2024). Finally, 583

AP performs the worst with a loss of more than 584

21% points compared to the rest of the metrics, 585

which we attribute to the metric’s sensitivity to 586

variable segment length. Overall, these results po- 587

sition LongYAAL as the most reliable metric for 588

assessing latency in long-form SimulST. 589

6 Conclusions 590

In this paper, we presented the first systematic eval- 591

uation of latency metrics for SimulST across sev- 592

eral aspects, such as diverse systems, language 593

pairs, and operating under short- and long-form 594

speech processing. We have identified current pit- 595

falls in the SimulST evaluation by isolating issues 596

in the most commonly used metrics. To overcome 597

these limitations, we propose YAAL, a new latency 598

metric better aligned with the short-form evaluation 599

regime. However, our analysis also reveals inher- 600

ent shortcomings of short-form evaluation, further 601

reinforcing the adoption of long-form evaluation 602

as a more reliable alternative. Moreover, we also 603

demonstrated that resegmentation is necessary to 604

conduct a proper evaluation of systems operating 605

under the long-form regime, and proposed an im- 606

proved resegmentation tool coupled with the ex- 607

tension of YAAL for these settings–LongYAAL. 608

The results showed that YAAL and LongYAAL im- 609

prove over all other metrics in both regimes, estab- 610

lishing the new state-of-the-art metric for SimulST. 611
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Limitations612

While our study offers a thorough evaluation of la-613

tency metrics for SimulST and introduces improved614

tools for both short- and long-form regimes, some615

limitations remain. First, our evaluation depends616

on reference translations and transcriptions, which617

may not be available or reliable in low-resource or618

real-time scenarios. Second, although the proposed619

SOFTSEGMENTER improves alignment robustness,620

word-level alignment is still susceptible to errors in621

the presence of disfluencies or speech recognition622

noise. Third, our experimental analysis focuses623

on systems from the IWSLT Shared Tasks, which624

may not fully represent the range of techniques625

or data conditions used in broader academic or in-626

dustrial settings. Fourth, our analysis focuses on627

high-resource languages, for which data were avail-628

able, but the findings should be reconfirmed under629

low-resource language settings.630

Potential Risks Our work introduces new evalua-631

tion tools that could influence future benchmarking632

of SimulST systems. However, there is a risk that633

over-reliance on specific metrics–even improved634

ones like YAAL and LongYAAL–could lead to635

overfitting system design to particular evaluation636

settings. For example, systems might be tuned to637

perform well under LongYAAL but degrade in real-638

world conditions that are not fully captured by the639

metric. Additionally, the use of automatic reseg-640

mentation methods may inadvertently introduce641

subtle biases if misaligned with human interpre-642

tation of segment boundaries. We encourage the643

community to use these tools alongside qualitative644

analysis and human-in-the-loop evaluations where645

possible.646

Computational Budget We did not train any647

models as part of this study. However, we used sev-648

eral evaluations that required computation. Most649

of the experiments were conducted on a standard650

desktop computer equipped with an Intel i7 proces-651

sor and 32GB of RAM. For forced alignments with652

neural models, machine translation alignment, and653

the COMET translation quality metric, we used a654

GPU cluster. However, these evaluations can be655

done on a desktop machine with a slightly longer656

runtime. The proposed SOFTSEGMENTER, YAAL,657

and LongYAAL can be run efficiently on a CPU.658

Use of AI Assistants We used AI-assisted coding659

(i.e, Copilot) with the bulk written by humans. For660

writing, we used AI to check grammar mistakes. 661
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vorský, Mateusz Krubiński, Tsz Kim Lam, Xutai Ma, 692
Prashant Mathur, Evgeny Matusov, Chandresh Mau- 693
rya, John McCrae, Kenton Murray, Satoshi Naka- 694
mura, Matteo Negri, Jan Niehues, Xing Niu, Atul Kr. 695
Ojha, John Ortega, Sara Papi, Peter Polák, Adam 696
Pospíšil, Pavel Pecina, Elizabeth Salesky, Nivedita 697
Sethiya, Balaram Sarkar, Jiatong Shi, Claytone Sika- 698
sote, Matthias Sperber, Sebastian Stüker, Katsuhito 699
Sudoh, Brian Thompson, Alex Waibel, Shinji Watan- 700
abe, Patrick Wilken, Petr Zemánek, and Rodolfo Ze- 701
vallos. 2024. FINDINGS OF THE IWSLT 2024 702
EVALUATION CAMPAIGN. In Proceedings of the 703
21st International Conference on Spoken Language 704
Translation (IWSLT 2024), pages 1–11, Bangkok, 705
Thailand (in-person and online). Association for 706
Computational Linguistics. 707

Chantal Amrhein and Barry Haddow. 2022. Don‘t dis- 708
card fixed-window audio segmentation in speech- 709
to-text translation. In Proceedings of the Seventh 710
Conference on Machine Translation (WMT), pages 711
203–219, Abu Dhabi, United Arab Emirates (Hybrid). 712
Association for Computational Linguistics. 713

Antonios Anastasopoulos, Loïc Barrault, Luisa Ben- 714
tivogli, Marcely Zanon Boito, Ondřej Bojar, Roldano 715
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A Evaluated Systems885

For the short-form regime, we use systems submit-886

ted to the IWSLT Simultaneous Speech Translation887

tracks of 2022 and 2023. Specifically, we use the888

SimulEval evaluation logs of the IWSLT 2022 and889

2023 test sets (Anastasopoulos et al., 2022; Agar-890

wal et al., 2023), and the logs of the tst-COMMON891

test set of the MuST-C data set (Cattoni et al., 2021)892

that were submitted to IWSLT 2022. For the long-893

form regime, the logs are sourced from IWSLT894

2025. In particular, for English-to-{German, Chi-895

nese, Japanese} the evaluation was done on the896

development set of the ACL 60/60 dataset (Salesky897

et al., 2023), and IWSLT 2025 test set. For the898

Czech-to-English language pair, the evaluation was899

performed on the IWSLT 2024 development set900

(Ahmad et al., 2024) and the IWSLT 2025 test901

set. A portion of the IWSLT 2024 development902

set contained segmented audio that could not be903

reconstructed into the original unsegmented audio.904

In Tables 5 to 7, we present the number of sys-905

tems used in the short- and long-form evaluations.906

The number of systems available to us was slightly907

larger, but we excluded all systems where the logs908

were incomplete (e.g., predictions for all record-909

ings were not present, mismatched order of sources910

and hypotheses). Furthermore, in the long-form911

regime, we excluded one team entirely from the912

evaluation due to faulty logs. These logs contained913

a different number of predicted words and delays,914

which means that we could not faithfully determine915

generation timestamps for each predicted word.916

Language Pair Dataset Teams Systems

EN→DE
IWSLT 22 test set 5 68
IWSLT 23 test set 5 5
tst-COMMON 7 75

EN→JA
IWSLT 22 test set 3 9
IWSLT 23 test set 4 4
tst-COMMON 3 14

EN→ZH
IWSLT 22 test set 3 14
IWSLT 23 test set 3 3
tst-COMMON 3 14

Table 5: Overview of the short-form systems in our
evaluation.

Language Pair Dataset Teams Systems

EN→DE
IWSLT 22 test set 4 40
IWSLT 23 test set 4 4
tst-COMMON 6 47

EN→JA
IWSLT 22 test set 3 7
IWSLT 23 test set 4 4
tst-COMMON 3 7

EN→ZH
IWSLT 22 test set 3 14
IWSLT 23 test set 3 3
tst-COMMON 3 14

Table 6: Overview of the short-form systems in our
evaluation after filtering out systems with anomalous
policy.

Language Pair Dataset Teams Systems

EN→DE
ACL 6060 dev set 6 20
IWSLT 25 test set 6 10

EN→JA
ACL 6060 dev set 3 16
IWSLT 25 test set 2 3

EN→ZH
ACL 6060 dev set 4 16
IWSLT 25 test set 4 8

CS→EN
IWSLT 24 dev set 2 14
IWSLT 25 test set 2 4

Table 7: Overview of the long-form systems in our
evaluation.

B SOFTSEGMENTER Implementation 917

Details 918

The main purpose of our SOFTSEGMENTER tool 919

is to mitigate the incorrect alignment and reseg- 920

mentation of hypotheses. We take inspiration from 921

(Polák and Bojar, 2024). During preprocessing, we 922

lowercase and tokenize both the reference trans- 923

lations and the system hypotheses. This allows 924

for a more precise alignment around the sentence 925

ends, especially in cases where the reference and 926

model differ in sentence segmentation. However, 927

we still keep the original texts in memory so as 928

not to interfere with the machine translation quality 929

evaluation. Additionally, we keep the delay infor- 930

mation together with each token, and we use it 931

during the alignment process to prevent alignment 932

of tokens to future segments, which generally leads 933

to spurious negative latencies. 934

For alignment, we use the following score metric 935

that we maximize during alignment: 936
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S(tr, th) =


−∞ sr ≥ dh,

−∞ P (tr)⊕ P (rh),

Schar(tr, th) otherwise,
(10)937

where tr and th, are the reference and hypoth-938

esis tokens, sr is offset of the reference segment939

in the recording, dh is the emission time of the hy-940

pothesis token, P (·) is a function that indicates in941

the token is a punctuation, and finally we define942

the character-level similarity of the reference and943

hypothesis tokens as follows:944

Schar(tr, th) =
tr ∩ th
tr ∪ th

. (11)945

In case of character-based languages such as946

Japanese and Chinese, Equation (11) reduces to an947

exact match.948

C True Latency949

C.1 Implementation Details950

Short-Form Regime To determine the true la-951

tency for each system, we follow the definition in952

§4. First, we tokenize the hypotheses, the refer-953

ence transcript, and the reference translation us-954

ing MosesTokenizer. For Chinese and Japanese,955

we split the text into characters. Second, we per-956

form time alignment between the source speech957

and the golden source transcripts using Montreal958

Forced Aligner (McAuliffe et al., 2017). This gives959

us the precise start and end timestamps for every960

word in the source recording. Third, we use the961

awesome-align tool (Dou and Neubig, 2021) to962

map each hypothesis word with its most likely963

counterpart in the source transcript.964

Long-Form Regime Same as in the short-form965

evaluation, we follow the definition of the true966

latency in §4. However, there are two differences.967

After initial experiments, we observed that the968

Montreal Forced Aligner used in the short-form969

regime is not robust for the challenging conditions970

of the IWSLT 2025 test set, which is based on ACL971

presentations. The recordings include frequent972

restarts, repetitions, domain-specific terminology,973

and non-native speech. Instead, we use the974

alignment method implemented within WhisperX975

(Bain et al., 2023) for forced alignment. This tool976

leverages neural speech encoders that seem to be977

robust to the above-mentioned challenges. In par-978

ticular, we used WhisperX’s default settings, i.e.,979

PyTorch’s WAV2VEC2_ASR_BASE_960H for English 980

and comodoro/wav2vec2-xls-r-300m-cs-250 981

for Czech speech forced alignments. Second, 982

we perform re-segmentation of the system 983

hypotheses prior to the machine translation 984

alignment with the reference. This step is neces- 985

sary because the awesome-align tool uses the 986

bert-base-multilingual-cased model for the 987

alignment, and this model has a maximum input 988

length of 512 tokens, which is much lower than 989

the system hypotheses. 990

C.2 Why Not Use True Latency Directly? 991

A natural question arises: Why rely on automatic 992

latency metrics at all, when true latency offers a 993

closer approximation of user experience? In prac- 994

tice, computing true latency requires several re- 995

quirements that limit its applicability. High-quality 996

transcripts must be available, which is often not 997

the case–particularly for low-resource languages 998

or unwritten languages where transcription is in- 999

feasible. Moreover, forced alignment tools and 1000

reliable word-level translation alignments are typi- 1001

cally available only for a small set of high-resource 1002

language pairs. Even when such resources exist, 1003

computing true latency involves multiple process- 1004

ing steps and is substantially more complex than 1005

evaluating standard automatic metrics. Importantly, 1006

as we show in our analysis in §5, several auto- 1007

matic metrics approximate true latency with high 1008

accuracy, making them a practical and effective 1009

alternative in most evaluation scenarios. 1010

D Short-Form Evaluation 1011

Additional Analysis In Figure 4, we illustrate 1012

the trends after filtering out the systems affected 1013

by the anomalous policy (see §5.1). Unlike in Fig- 1014

ure 3, we see that all metrics and system pairs show 1015

a positive correlation with the true latency. As 1016

mentioned in §5.1, language pairs exhibit different 1017

scales, making the use of the correlation coeffi- 1018

cient more cumbersome and motivating the use of 1019

accuracy as described in §4.2. 1020

To this end, in Figures 5 and 6, we also offer the 1021

accuracy of subsets of system pairs based on the 1022

absolute difference in the true latency. 1023

Comparing Related vs. Unrelated Systems We 1024

were also interested in the accuracy of latency met- 1025

rics when comparing related against unrelated sys- 1026

tems. In our evaluation, we consider the systems 1027
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Figure 4: Figure 3 excluding systems affected by the anomalous policy. Each point represents the difference between
the true latency (x-axis) and the automatic metric (y-axis) for two systems. In the upper left corner, we report the
Pearson correlation coefficient ρ, and in the bottom right corner, we report the Kendall rank coefficient τ . The
reported correlations are only for illustration, as different language pairs and test sets have different scales.

Figure 5: Metric accuracies based on the difference
of two systems. Solid lines show the accuracy given
the minimal difference in True Latency. The colored
strips along the lines show the 95% confidence interval
obtained with bootstrap resampling (N=10000).

p-val AL LAAL DAL ATD AP YAAL N

related systems

all 0.99 1.00 0.99 0.96 0.99 1.00 897
<0.05 1.00 1.00 1.00 0.97 0.99 1.00 888
<0.01 1.00 1.00 1.00 0.97 0.99 1.00 888
<0.001 1.00 1.00 1.00 0.97 0.99 1.00 881
0.001-0.05 1.00 1.00 1.00 0.57 1.00 1.00 7

unrelated systems

all 0.92 0.95 0.92 0.88 0.74 0.97 1203
<0.05 0.93 0.96 0.94 0.89 0.75 0.98 1172
<0.01 0.93 0.96 0.94 0.89 0.75 0.98 1158
<0.001 0.93 0.96 0.94 0.89 0.75 0.98 1144
0.001-0.05 0.64 0.68 0.57 0.79 0.57 0.68 28

Table 8: Accuracy of systems in the short-form regime
when comparing related and unrelated systems. Systems
with the anomalous policy were omitted. Best scores
in bold. Underlined scores are considered tied with the
best metric.

Figure 6: Figure 5 excluding systems affected by the
anomalous policy. Metric accuracies based on the differ-
ence between two systems. Solid lines show the accu-
racy given the minimal difference in True Latency. The
colored strips along the lines show the 95% confidence
interval obtained with bootstrap resampling (N=10000).

submitted by one team as related.7 We also use 1028

only a subset of the systems that were not affected 1029

by the anomalous simultaneous policy. The results 1030

are in Table 8. 1031

Surprisingly, when evaluating related systems, 1032

all metrics perform almost perfectly, reaching ac- 1033

curacy between 97% and 100%. In Figure 7, we 1034

report the accuracy of subsets based on the minimal 1035

difference in the true latency. Given a difference of 1036

at least ∼ 250 ms, all metrics except AP achieve 1037

100% accuracy, and AP achieves around 99% ac- 1038

curacy. 1039

The results on unrelated systems (bottom half 1040

of Table 8, and Figure 8) are generally similar to 1041

7To the best of our knowledge, most teams submitted mul-
tiple systems that were based on the same system with varying
hyperparameters.
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Figure 7: Metric accuracies based on the difference of
two related (coming from the same team) systems. Solid
lines show the accuracy given the minimal difference in
True Latency. The colored strips along the lines show
the 95% confidence interval obtained with bootstrap
resampling (N=10000).
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Figure 8: Metric accuracies based on the difference
of two unrelated (each system is compared to a sys-
tem from a different team) systems. Solid lines show
the accuracy given the minimal difference in True La-
tency. The colored strips along the lines show the 95%
confidence interval obtained with bootstrap resampling
(N=10000).

the observations in §5.1 and Table 1. All metrics1042

show a loss of accuracy of no more than 4% points1043

compared to the results on all systems. The only1044

exception seems to be AP, which loses up to 11%1045

points. The order of the metrics remains the same.1046

E Long-Form Evaluation1047

In Figure 9, we show pairwise comparisons of sys-1048

tems evaluated in the long-form regime without1049

resegmentation, and in Figure 10, we show the1050

same systems evaluated in the long-form regime, 1051

but after resegmentation. In Figure 11, we report 1052

the accuracy of subsets based on the minimal dif- 1053

ference in the true latency. 1054
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Figure 9: Automatic latency metrics when evaluating in the unsegmented regime without resegmentation.

Figure 10: Automatic latency metrics when evaluating in the unsegmented regime without resegmentation.

Figure 11: Metric accuracies based on the difference of
two systems evaluated in the long-form regime. Solid
lines show the accuracy given the minimal difference in
True Latency. The colored strips along the lines show
the 95% confidence interval obtained with bootstrap
resampling (N=10000).
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